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Determination ofhigher order normal forms for a relational database (RDB) is frequently 
a time-consuming process. We can solve this problem by applying graph theory. In the 
paper the necessary characteristics of graphs that represent a given RDB are analyzed. 
The connectivity matrices for these graphs and the properties they must satisfy are 
also introduced and discussed. The established RDB graphs and the corresponding 
relationship matrices form an important basis of the algorithm for designing RDB with 
no redundant relations. 

1 Introduction 
The RDB application to data handling demands 
a careful design of RDB structure. The design­
ing process consists of several stages. First the 
conceptual model of a DB has to be defined in 
which logical data structures of the informatioh 
system (IS) are determined. An adequate con­
ceptual model is an important prerequisite for a 
successful DB design. The RDB consists of a 
number of attributes that change during the tirne. 
Within the process of the RDB design the re­
lations must be normalized. The characteristics 
of different normal forms are described in (Stout, 
Woodworth, 1983), (Elmasri, Navathe 1989) etc. 

The normalization process becomes quite de-
manding in čase of a large number of interrelated 
attributes. This asks for an experienced model 
designer. It is desirable to predetermine the pro­
cess as much as possible in order to exploit the 
computer for performing the most tedious part 
of the task. Such procedures have already been 
developed in the past. In (Vetter, Maddison, 
1981) a DB design procedure was described where 
the resulting model was obtained by ascertaining 

the redundant relationships. Another algorithm 
was presented in (Salzberg, 1986), and its mod-
ifications were published in (Atkins, 1988) and 
(Diederich, 1991),respectively. In the following 
paper we develop an RDB by means of graphs 
and state the basic characteristics of the graphs 
corresponding to the normalized RDB. 

2 Graphs and relations 

Let us present the relations in the form of graphs. 
Each attribute becomes a node within the graph. 
We denote the nodes as x\, X2, • •., xn. A possible 
relation between two attributes is presented by 
means of a directed are. For example, if x\ stands 
for an employee's social security number (SSN) 
and #2 stands for the employee's salary, \ve may 
express this relationship as illustrated in Figure 
1. 
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• • • 

Figure 1: Directed relationship between nodes 
(attributes) x\ and x2 

The directed are begins in X\ and ends in x2. 
This is understandable because salary is defined 
by employee's social security number (SSN). The 
starting node represents the key attribute, while 
the ending node represents the non-key attribute 
of the relation R(a;i,X2). 

Let us briefly diseuss the type of nodes that 
appear in graphs. We ascertain two groups of 
nodes that represent 

(i) the simple attributes, and 
(ii) the composite attributes, respectively. 

A simple attribute represents some property of 
the entity, for example the colour of an article, 
birth date, etc. Two or more simple attributes 
may compose a composite attribute which serves 
as a key of some relation. By introducing com­
posite attributes, we assure that to each value of 
the attribute, in which the are starts, there be-
longs only one value of the attribute in which the 
are ends. The composite attribute x3 defined by 
the simple attributes xi, x2y • •., a>jt is shown in 
Figure 2. The ares start in nodes that compose 
a composite key, and end in the composite key, 
which in turn is the key of the relation R(xs,a:n). 
An are starting in a simple attribute and ending 
in a composite attribute is a trivial are. We shall 
mark trivial ares by a broken line. 

Suppose that we have defined the necessary 
data of a company in consideration. Since this 
dat a collection comprises the needs of different 
users (departments, services) it consists of a num­
ber of attributes and relationships between them. 
On the basis of the collected data we can draw a 
graph which consists of a set of nodes (attributes) 
and directed ares (relationships) between them. 

\ 

^ 
^0^' Xs Xn 

m ^0-^ 

Figure 2: Composite attribute xs defined by sim­
ple attributes x\, x2, • .., x^ 

For each node X{ \ve.can define the degree d(i , ) . 
This is the number of ares which either start or 
end in the node. We denote by d+(x,-) the out-
degree of a node, i.e. the number of ares which 
start in a;,-, and by d~(x{) the indegree of a node, 
i.e. the number of ares that end in X{. A simple 
attribute has d~(xi) equal to one or zero, while a 
composite attribute has d~(xi) greater than one. 

If there exists a sequence of ares betvreen two 
„nodes and the terminal node of the previous are 
coincides with the starting node of the following 
are, then the sequence forms a path between the 
two nodes. The path is called a closed path when 
the initial node and the terminal node of the path 
coincide, otherwise, the path is an open path. The 
path is called a cycle when ali its ares are different 
and any two nodes of it are different except for 
the initial one and the terminal one that coincide. 
The length of a path is the number of ares that 
compose the path. 

3 Basic characteristics of DB 
graphs 

The process of a DB design results in a num­
ber of attributes and relations between them that 
determine the corresponding DB graph. In gen­
eral, this graph represents a DB being in the first 
normal form (INF). We want to transform INF 
into higher order normal forms, the graphs of 
which have some special properties. In the follow-
ing paragraphs these properties will be discussed 
more in detail. 
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Theorem 1: Suppose that the set of simple 
attributes X=(x\, xi, ...X{, z,+i, .. .,xn) defines 
the composite node xs so that xs and the set of 
simple attributes Y=(y\, 2/2, • ••,ym-i, ym) form 
the relation R(X, Y), where X is the key of R. Sup­
pose also that X'—(x\, xi, • • -Xi) is a subset of X, 
and Y' is a subset of Y. Then no such Y' exists 
that R(X', Y'), where X' is the key of R. 

Suppose we have the graph as shown in Fig­
ure 3. X\,X2,- • .,xn are simple attributes which 
compose the key xs, and 2/i>2/2,-•-jž/m a r e simple 
attributes dependent o n i s . 

Xi+1 

Figure 3: R(a;s,Y) graph of the composite at-
tribute z . 

Let there be the attribute ym which func-
tionally depends upon the key composed of 
Xi+i,.. .,xn. The čase is shown in Figure 4. xs is 
composed of two subsets of attributes composing 
xsi and xs2. As ym functionally depends upon the 
attributes of xS2, we can replace the are between 
xs and ym by the are between xS2 and ym. In 
this čase ym does not functionally depend upon 
attributes that compose a;s in Figure 3 and the 
corresponding relation is not in the second nor­
ma! form (2NF). 

While designing a DB we must analyze each at­
tribute dependent on a composite key to find out 
whether it depends upon some subset of the key's 
attributes. If so we can decompose the key into a 
subset of keys where some attributes functionally 
depend upon one key only. In this čase the DB is 

2 /m- l 

Figure 4: The key composed of two subsets of 
^2 attributes 

not in 2NF. 
For the composite nodes some additional re-

quirements must be met. For cycles the following 
theorem holds: 

Theorem 2: A cycle tvithin a graph includes 
no node ivhich is the composite key of some rela­
tion. 

Suppose such a cycle exists. Further, it is as-
sumed that the initial (and therefore also the ter­
minal) node is one of the attributes which form 
the composite key of some relation. Now we as-
sume that we have the following sequence of arcs 

Xi x2 x3 -> x4 xx 

Let xi be the composite key of ~R,(x2,X3), and 
X\ one of the attributes that form the composite 
key. If we substitute ali the arcs between nodes 
Xz and Xi with the transitive are, we obtain the 
sequence 

xx X2 X3 Xl 

X2 is the composite key of a relation according to 
the supposition. If we now replace the arcs 

x\ —> X2 and x2 

by the transitive are 

•^3 
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Xi — • 2:3 

we see tha t £3 depends upon xi only. The ob-
tained čase is the same as the čase shown in Fig-
ures 3 and 4. The relation R(a;2,a;3) is not in 2NF 
what completes the proof of the theorem. 

Now we can prove tha t for any DB graph the 
following theorem holds: 

T h e o r e m 3: When a graph has the are starting 
in the node x\ and ending in the node xi then it 
has no other path starting in X\ and ending in xi-

Suppose that Theorem 3 is not true and that 
there are an are and some other path both start­
ing in X{ and ending in Xj. Then this are is a 
transitive are for the path , and Xj is transitively 
dependent on a;,-. The corresponding DB is not 
in the third normal form (3NF) and the following 
corollary can be stated: 

Corollary 3 .1 : There is only one path betuieen 
two nodes. 

In the opposite čase, i.e. when there are two 
paths, we can replace one of them by an adequate 
transitive are. 

Consider now also the notion of the graph con-
neetion. 

The direeted graph is said to be 

(i) a strongly connected graph, when for any two 
different nodes X{ and Xj there exist the di­
reeted paths from a;,- to Xj and Xj to X{. 

(ii) a one-way connected graph, when for any 
two different nodes there exists the direeted 
path starting in one and ending in the sec-
ond node. The direeted path in the opposite 
direetion may also exist. 

(iii) a weakly connected graph when any two dif­
ferent nodes are connected by a set of option^ 
ally direeted ares. 

(iv) a disconnected graph when it is not a weakly 
connected graph. 

Let us consider how the graph conneetion re-
flects the DB graphs. For the graph of a DB in 
3NF the following theorem holds: 

T h e o r e m 4: The graph of a DB in 3NF is a 
weakly connected graph. 

The statement is based on. the fact that ali 
the nodes within the strongly connected graph 
are connected in both direetions. Therefore, they 
are, reciprocally dependent, which is not allowed 
within 3NF. Further, in the čase of a disconnected 
graph we can divide the nodes into at least two 
subsets where the nodes of one subset are discon­
nected from the nodes of the other. Therefore, 
there is no relationship between anv two nodes of 
different subsets, which means that we deal with 
two different databases. 

Suppose that DB is a one-way connected graph. 
Let XQ be the starting node, aad x\ and Xi the 
terminal nodes of two different ares. Accordingly, 
as the graph is a one-way connected graph, there 
exists at least one path betvveen x\ and X2 start­
ing in one node, say xi} and ending in the other 
one. Then there exists the transitive dependency 
between XQ and X2, wliich must not be the čase in 
3NF. A DB graph may, therefore, not be a one-
way connected graph. 

According to the statement above, a DB in 3NF 
can only be a weakly connected graph and, there­
fore, d ( x t ) ^ 0 for any node X{. This means tha t 
each node in a graph is either the starting node 
or the terminal node of at least one are. 

Let us now focus our attention to the proper-
ties of the DB subgraphs. Suppose we have a DB 
subgraph with ali its nodes being strongly con­
nected. We call sueh a subgraph a strong graph 
component of the given graph. Each graph may 
have several strong graph components. Since sueh 
a subgraph may represent a subdatabase, which 
is not in 2NF, the follovving theorem holds: 

T h e o r e m 5: A DB graph may not involve 
strong graph components. 

When dealing with a large organization, we 
trace the relationships in the corresponding DB 
by setting up an initial model, which as a 
rule involves some redundant relationships. The 
database administrator task is to minimize the 
number of relationships. The problem can be 
solved by determining the minimal cover of the 
DB. The searching process is not uniform, as there 
may exist more minimal covers for the same DB. 
In order to obtain one, we must determine the or-
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der in which to remove the redundant arcs. We 
can set up different removal criterions, like the 
longest transitive arcs, the arcs with the minimum 
access value, etc. By setting up an appropriate 
criterion, the process can become automatic. 

4 Relations and matrices 

As alreadv stated, a RDB can be presented and 
described as a graph with nodes representing at-
tributes and directed arcs representing relations 
between the at tr ibutes. We want to present and 
describe such a graph by means of adequate ma­
trices. We show that the matrices which describe 
a DB also have some particular properties. 

Let us first define the node relationship matrix 
and state its properties. 

Definit ion 1: For each DB graph we can build 
a square node relationship matrix P = || p,j || so 
that pij, ivhere pij > 0, denotes the number of 
arcs starting in i-th and terminating in j-th node. 

Now we compute matrices P2, P3,... We prove 
the follovving theorems: 

T h e o r e m 6: The element rij of R, vohere R = 
Pn, equals the number of the directed paths from 
the i-th node to the j-th node with the length of n. 

We prove the theorem by means of the total 
induction. It holds for n = 1 by the definition 
of P. Suppose that it holds also for Pn. Now we 
compute Pn+l = Pn - P the (i,j) element of which, 
say Cij, is obtained from 

m 

Cij - ^2 TikPkj 
k=l 

According to the supposition, Tik equals the 
number of the directed paths from the i-th node 
to the k-th node with the length of n. The ele­
ment pkj = p 7̂  0 if there exist p arcs starting 
in the k-th and ending in the j - t h node. There-
fore the product rik-pkj equals the number of the 
paths with the length of n + l , the last are starting 
in the k-th node. By computing and adding to-
gether r^p^j for ali k = 1 , . . . , m, where m is the 
number of the nodes, we obtain c,j. The value 
of c^ equals the number of directed paths head-
ing from the i-th node to the j - th node with the 
length of n + l . This is just what we had to prove. 

The follovving corollary also can be proved: 

Corollarv 6.1: The elements r,-j of R, where 
R = Pn and P is the relationship matriz, can only 
take the values 0 or 1. 

Suppose this is not true and there exist two 
directed paths betvveen nodes i and j . We can re-
place one of the two by a transitive are betvveen 
nodes i and j . This are, hovvever, represents also 
a transitive are for the second path , and there-
fore this is not the graph of a DB in 3NF. This 
contradiets the demand for a DB being in 3NF. 

T h e o r e m 7: If an element 7-,-j of Pn is equal 
to 1, then ali the corresponding elements aij of 
matrices P, P2, P3, ... p n _ 1 are equal to zero. 

Suppose rij ^ 0 and one of the corresponding 
a^ ^ 0. Then two directed paths exist betvveen 
nodes i and j , and the DB is not in 3NF what we 
proved earlier. 

Let us nov/ form a sequence of matrices D\, D2, 
..., Di, where the elements d\- of Dk are defined 
as follovvs: 

d^ = 0, if a^ = 0 for P, P2, ..., Pk, and 

dkj = 1, if at least one corresponding element a,-j 

Matrix D k tells us that dk- = 1, if there exists at 
least one path starting in the i-th node and ending 
in the j - th node with the length not exceeding k. 

T h e o r e m 8: There always ezists such integer 
m, that D = Dm = Dm+k, for k = 1, 2, 3,. .. 

Proof. The sequence of matrices Dk determines 
the node relationships within the paths composed 
of no more than k arcs. Suppose tha t the longest 
path in the graph which includes no cycles com-
prises m arcs. The value of m is less than or equal 
to the number of arcs in the graph. An optional 
element d™ of Dm is not equal to zero if a pa th 
exists starting in the i-th node and ending in the 
j - th node, otherwise d^ = 0. 

Let there exist some additional matrices Dm+k 
vvhich satisfy the conditions stated above. Let 
element ds- of Ds be equal to zero for some s, 
where s i m, and the corresponding element of 
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Ds+i be equal to one. Then a path of length 
s + 1 exists between nodes i and j which includes 
no cycle. This contradicts the statement that the 
longest path in the graph which includes no cycles 
comprises m arcs. CH 

We prove now the follovving corollary related to 
Theorem 8. 

Corol lary 8 .1: Matrix D defines the transitive 
closure of a DB. 

Transitive closure incorporates ali elementary 
relations and also the relations obtained by aH 
possible transitive arcs. We can introduce a tran­
sitive are between two nodes only when there ex-
ists a pa th between the initial node and the ter­
minal node. The pa th exists only then when the 
corresponding element dij of matrix D equals one. 

T h e o r e m 9: If D represents a normalized DB 
then dij = 0 if d ji = 1. 

Proof. Suppose the statement is not true and 
tha t we can write D in a form 

D = Ds + Du 

where Ds is a symmetric matrix and Du is an 
asymmetric matrix sueh that 

dijs — 1 a n d diju = 0 if dij = dji — 1 

and 

dijs
 = 0 and diju = dij if d,-j ^ dji. 

This means that (i) djj3 = 1 only when there 
is a path from node i to node j and a path from 
node j to node i, and (ii) diju = 1 only when there 
is a pa th from node i to node j and no pa th in the 
opposite way. 

Consider first the matrix Ds. Suppose there 
exist at least two elements, say d, j s and d'jis, not 
equal to zero. There may in addition exist some 
more elements in the i-th row and the j - t h col­
umn which are not equal to zero. Observe the 
relations between the set of nodes defined by the 
non-zero elements in the i-th row. There exist 
paths from the i-th node to each of them and also 
in the opposite direetions. We can, therefore, re-
ciprocally connect any two nodes of this set. A 
DB composed of these nodes is a strongly con­
nected graph. This is contrary to our statement 

that RDB can only be a weakly connected graph. 
Therefore, the initial statement must hold, stat-
ing that dij — 0 if dji — 1. 

The theorem leads to the following properties 
of the elements of P. 

Corollarv 9 .1: Ifpij = 1, then p ji = 0, for ali 
i ^ j . Ali diagonal elements pa = 0. 

The statement holds because otherwise we 
would have the čase where dij = dji = 1. Since 
ali diagonal elements pa = 0, the graph must not 
include loops. 

5 Algorithm for finding DB in 
the third normal form 

Suppose that we have found ali possible relations 
among the attributes. These relations are not in 
3NF, so we carry out the normalization process. 
The process consists of severa! steps as shown in 
Table 1. 

(1) Determining the relationship matrix P 
(2) Determining the strong components of 

the graph 
(3) Removing the arcs from the cycles 
(4) Finding and removing the transitive arcs 
(5) Determining the relations in the data base 

Table 1: The necessary steps for obtaining data 
base in 3NF 

Let us explain the steps more in deta.il. 
(1) The relationship matrix P is established 

which includes ali possible arcs (nontrivial as well 
as trivial). Put D1 - P. 

(2) Matrices Pk, for k=2,3, . . are calculated, 
and the elements dkj of Dk are determined by 
comparing the corresponding elements pij of Pk 

and dkfx of D^1 . If one of these elements is 
equal to or greater than one, then dkj = 1, other-
wise dkj — 0. The process ends when Dk~l = Dk. 
Put D = Dk and D = Ds +Da, where Ds is sym-
metric and Da is asymmetric. The strong com­
ponents of the graph are determined by the non-
zero elements of Ds: ali the non-zero elements (at­
tributes) within a row or column define a strong 
component. 

(3) Suppose there exists at least one strong 
component forming a subgraph with ali the nodes 
(attributes) being connected via a path in both 

http://deta.il
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directions. This subgraph has cycles and at least 
one cycle is broken by removing an are out of it. 
The process can be made fully automatic by ap-
plying some weight to the arcs (for instance the 
probabilities of their use) and removing the are 
related with the lowest value of the weight. Oth-
erwise it is up to a DB administrator to determine 
which are should be removed. 

The subgraph obtained by removing an are is 
analyzed in the same way as the whole graph. 
The process ends after removing the arcs from ali 
cycles. Matrix D becomes asymmetric. 

Here we must point out that no composite at-
tr ibute is a part of a strong component. If some 
strong component has a node vvhich represents a 
composite element, this composite element is not 
defined properly. 

(4) Ali transitive arcs are found and removed. 
Suppose tha t the element a,j of Pk is equal to n 
(n£l) . In this čase n paths can exist between the 
i-th node and the j - t h node. The ending arcs of 
these paths can be found by comparing the i-th 
row of P and the j - t h column of Dk~l. If the m-
th elements of the corresponding row and column 
are equal to one, then the are conneeting the m-
th node and the j - th node is an ending are of the 
transitive path. 

Transitive are may also be found when the el­
ement a,j of Pk and the element of,j of Dk~x are 
equal to one. The ending are corresponding to 
a,j was discussed earlier. The ending are corre­
sponding to dij can be obtained by comparing the 
elements of Z)1, D2,..,Dk~2. Assume that the first 
non-zero (i j ) element is in D1. The (i,j) element 
in P1 is also equal to one and defines an ending 
are of the transitive path. 

A path involving a transitive are does not con-
tain a composite node. We can prove this fact by 
applying the matrix Dk~1. Each trivial are ends 
in the composite at t r ibute. Assume that there ex-
ist two paths between the i-th node and the j - th 
node and that one of the two contains a compos­
ite node xs. Then the i-th node is one of the at-
tributes which define the composite at tr ibute xs. 
The path between X{ and Xj is longer than the 
path between xs and Xj. Therefore the element 
dsj of Dk~x equals one. In this čase the composite 
node is not determined properlv. 

In order to remove the transitive arcs, the same 
eriterion can be applied as for removing the arcs 

from cycles. After removing them, a da ta base in 
3NF can be determined. First, aH trivial arcs are 
removed and the remaining arcs are used to con-
struct matrix P. Some columns of P contain only 
the zero elements. Suppose that the i-th column 
is one of them. The i-th row contains at least 
one non-zero element a ; j . This element defines 
the first are of the path with a;,- being the start-
ing node and Xj being the second node. Now put 
o, j=0 and observe the j - th row of P. The possible 
non-zero element a,-t defines the second are of the 
path. The third are is found by putt ing ajk=Q 
and observing the k-th row. The process repeats 
until a row with ali zero elements is found. VVhen 
ali elements of P are equal to zero ali the paths 
in a graph have been found. 

Suppose that the nodes in these paths are as 
follows: 

Pa th 1: z i , ! , x1<2, x1<3, . . . z 1 | m l 

Path 2: z2 , i , ^2,2, 2:2,3, • • • x2,m2 
Path 3: z3 , i , ^3,2, 3=3,3, • • • x3t7n3 

Path 4: z 4 1, x4i2, 0=4,3, • • • z4,m4 

Path k: xk,\, xk,i, xk,s, ... xki7nk 

Each two neighboring elements in a row define 
a relation. The first element in each rov/ is a key 
of at least one relation. 

(5) We can now determine the set, say M, of 
the connected nodes. The necessary statements 
and tasks are as follovvs: 

(i) AH the nodes in the first pa th are in M. 

(ii) If any node in M is one of the nodes which 
define the composite node xs, then xs is in 
M. 

(iii) Find out whether there is a path with at 
least one node in M. 

(iv) Add to M ali the nodes in this path which 
are not in M. 

(v) Repeat steps (iii) and (iv) until ali the con­
nected nodes are found. 

Suppose that after this process ali the nodes are 
in M. Then ali the nodes are part of a DB. If not, 
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then there are at least two unconnected compo-
nents and the graph of the DB is disconnected. 
This but contradicts the theorem that DB is a 
weakly connected graph. In a čase like this we 
must determine the relations between the nodes 
of different components. 

The relations in a DB can be found by following 
and executing the following procedure: 

(i) Consider ali different first elements x\ (key 
attributes) in the rows. 

(ii) The second elements in the rows represent 
the key depending attributes. 

(iii) Remove the first element of each row, and 
eliminate the rows with only one element left. 

(iv) Repeat steps (i) to (iii) until ali the rows are 
eliminated. 

The programming process is relatively simple 
and so is the data preparation. Only matrix mul-
tiplications are needed in the algorithm. Ali the 
redundant arcs can be determined by comparing 
the corresponding elements in matrices. We must 
define the connected attributes and for each con-
nection the number (probability) of its appear-
ance. In the beginning the probabilities can only 
be estimated, and determined more accurately 
within later stages of the process. In this way 
an optimum organization can be obtained by it-
erative reorganizations of the DB. 

The process of finding the 3NF of a DB based 
on the graph theory can be carried out entirely 
automatically. In a large organization, the at­
tributes and relations form a large connectivity 
matrix P. The number of operations within the 
solution process is high, too. This number can be 
reduced if some columns and rows of P need no 
processing. If ali elements in the i-th row of P 
are equal to zero and only one element in the i-th 
column is equal to one, then this node represents 
the depending attribute in one relation only. This 
node has no effect on the elimination process and 
therefore the corresponding row and column can 
be removed. Similarly, if ali elements in the i-th 
column of P are equal to zero and only one el­
ement in the i-th row is equal to one, then this 
node represents a key attribute in one relation 
only, and the corresponding row and column can 
be removed. By eliminating ali such rows and 
columns, we get a reduced matrix P'. Only P ' 

is needed in the normalization process. The size 
of this matrix is usually much smaller than the 
size of P. So the number of operations is consid-
erably reduced and the third normal form can be 
obtained quickly. 

6 Conclusion 

In the paper we point out some particular prop-
erties which graphs must satisfy in order to rep­
resent a normalized DB. Matrices which describe 
these graphs must also comply with some require-
ments. This ali helps us in exerting control over 
possible redundancies in the DB. By applying ma­
trices P, D and higher powers of P, we can ascer-
tain the redundant relationships. Matrix prop-
erties help in describing a DB and can also be 
exploited in designing an algorithm for the DB 
construction process. 

By introducing the criterions for establishing 
and deleting the redundant arcs within different 
stages of the solution process, we can make the 
process of building up a DB in 3NF fully auto-
matic. 
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