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Assessment of 3D digital models of Madygenerpeton pustulatum holotype
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1) National Technical University, Kharkiv Polytechnic Institute, Department of Integrated Technologies of Mechanical Engineering,
Ukraine
2) TU Bergakademie Freiberg, Geological Institute, Germany
3) Faculty of Mechanical Engineering, Kazimierz Pulaski University of Technology and Humanities in Radom, Poland
*Corresponding author: m.rucki@uthrad.pl

The range of possibilities for investigating, visualizing and replicating unique fossils has greatly widened due to the development of
digital methods of surface and tomographic 3D scanning, virtual representation and 3D printing over the past two decades. This opens
up a nearly unlimited field of applications including the creation of photorealistic 3D models that can be used for teaching and virtual
exhibits, remote collaboration on specimens, anatomical studies, digital restoration, functional modelling or fabrication of analogue
copies. At the same time, digital methods of investigation and reproduction involve only little contact and are genuinely non-
destructive, which means that the risk of damaging the precious specimens is reduced to unlikely accidents during transport and
manipulation while digitizing them.

Despite the increasing use of digital techniques, only few comparative studies have attempted to assess fidelity of digitized or printed
models obtained by various approaches and devices. Surprisingly little has been done especially on comparing models derived from
computed tomography, which is a method designed to represent volumes, with models produced using the more accessible surface-
based digitization methods.

To fill in this gap, we are performing comparative analyses of digital and printed models of a complex fossil specimen on the example
of the holotype of Madygenerpeton pustulatum, a ‘reptiliomorph amphibian’ from the mid-Triassic fossil locality Madygen in
Kyrgyzstan, Central Asia. The Madygen Formation has yielded a wealth of diverse and well-preserved remains of aquatic and
terrestrial plants, invertebrates, vertebrates and trace fossils, giving an unparalleled insight into a 237 million years old continental
ecosystem of the Northern hemisphere. This record justifies Madygen’s status as one of world’s most significant fossil lagerstétten of
the Mesozoic, making it the center of a potential UNESCO global geopark. A late-surviving member of the predominantly Permian
Chroniosuchia, Madygenerpeton is known from fragments of the dorsal carapace belonging to at least three individuals and one
detached and slightly deformed skull lacking the lower jaw, which constitutes the holotype of the taxon. Skull roofing bones are
covered by minute tubercles, which make both mechanical preparation and traditional replication using casts especially delicate.
Furthermore, structures from the underside of the specimen and parts of the dentition are still covered by sediment, which cannot be
removed without exposing the fossil to a high risk of breakage. Computed microtomography (LCT) offers a solution to this challenge,
giving the possibility to differentiate between bone and sediment manually or, when the density contrast is sufficient, even
automatically. However, for the sake of comparative analysis, the whole-surface model obtained from uCT scanning is needed. It has
been produced by a custom-built YXLON puCT scanner at the Museum fiir Naturkunde Berlin and compared with several surface
models obtained from different 3D scanning devices.

An outstanding feature of pCT scanning is its ability to build a 3D model of Madygenerpeton skull free of the sedimentary additions,
unable to be removed mechanically. Obviously, such a small, irregular details revealed by tomography and seen in Figure 1a, couldn’t
be extracted undamaged from the fossil. On the other hand, the analysis of the distances between the scanned surfaces from different
devices showed that the tomography (point #8) provided the most distanced model from the reference one obtained with AR Strato.
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Fig. 1. Analysis of the pCT model: a) details of the skull hidden in sedimentary rock, b) distances between 3D surfaces obtained from
different scanners (1 — AICON; 2 — AR Crysta; 3 — AR Strato; 4 — ARTEC; 5 - CREAFORM GoScan; 6 —- CREAFORM HandyScan;
7 — EinScan Pro; 8 — Yxlon pCT)

The distances from pCT model were the largest for each reference. Apart from that, the calculated volume of pCT model was the
smallest, while its surface was one of the largest. Moreover, it had the largest number of polygons. This demonstrates that unCT model
represents the Madygenerpeton skull in a much more detailed way.

Comparative analysis of two models — one included the sedimentary rocks, and the other excluded them — enabled the assessment of
the dimensions of the unwanted additions. Statistically, thickness of sediments t; can be described by maximal value {t}n.x = 8.2 mm,
statistical mean t; = 0.69 mm, and square root deviation [1{t;} = 1.18 mm. Since the models had different geometry and differed
from one another in respect of the number of triangles, statistical parameters appeared to be different depending on which of the two
models was tested, and which one was used as a reference. Table 1 shows the results of comparative analysis of two models in terms
of distance between the respective triangles.

Table 1. Results of initial statistical analysis of the distances between two 3D models

Reference model Test model Distance statistics
maximum average A_d standard
positive | negative all positive | negative | deviation
o{Ay}
AR Strato YXLON pCT 2.000 -2.000 -0.0860| 0.2664 -0.3006 0.5762
YXLON pCT AR Strato 1.9899 -1.9981 | 0.0210| 0.0772 -0.0676 0.1191

Comparative analysis of the statistical parameters revealed that uCT model differed the most from all other ones, showing the largest
A, and o{A,}. It can be explained from the perspective of the radical differences between the scanning principles. The average
distance, however, is below 0.12 mm with standard deviation below 0.6 mm. Since these values are close to the accuracy of 3D
printing technologies, it is possible to use the MCT model for further additive manufacturing of the Madygenerpeton pustulatum
skull.

Acknowledgement: The paper was prepared thanks to Erasmus+ mobility.
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Abstract

Due to their numerous benefits, such as their high tensile and fatigue strengths, high corrosion resistance, light weight, ease of
handling, thermal and electrical insulating properties, and insensitivity to magnetic fields, fiber-reinforced polymer (FRP) bars have
been used more and more in the field of structural engineering [1,2,3]. FRP reinforcing bars, on the other hand, have several
significant drawbacks, such as creep failure, limited commercial availability, high production costs, anisotropic material properties,
limited ductility, low elastic modulus, intolerance to bending (for use as stirrups), and low transverse and lateral strength values in
comparison to longitudinal tensile strength [4,5,6]. Another restriction on the usage of FRP bars for structural purposes is the absence
or constrained scope of the restrictions in the existing FRP reinforced concrete (RC) norms and regulations. Researchers are working
to come up with solutions to the problems associated with the structural usage of FRP bars and are pushing its use as concrete
reinforcement due to the multiple positive effects of FRP bars on the service life of structures, the national economy, and the
environment. The mutual adhesion, surface friction, and shear interlock bond mechanisms of FRP bars in concrete are comparable to
those of steel bars. However, compared to steel bars, FRP bars have entirely different mechanical properties [7,8]. As a result, the
evaluation of the flexural behavior of FRP RC members cannot be based on the flexural behavior of RC members with steel
reinforcement. Due to the above pros and cons, this research will investigate the mechanical characteristic our homemade composite
rebars and they could be utilized as reinforcing phase in concrete and soil.
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The main goal of this paper is to compare different (physically) approaches in crack growth rate deceleration in pearlitic steel
commonly used for rail manufacturing [1]. The paper presents a comparison of fatigue crack growth rates from raw rail steel with
steel reinforced with composite patches, the implementation of the stop-hole technique, and the application of an “anti-crack growth
fluid”. All these methods are widely used as deceleration methods of fatigue crack growth. Carbon fiber-reinforced polymer (CFRP)
patches are still of particular interest in various applications in civil engineering [2-5]. The fatigue crack growth process is strongly
associated with the crack driving force and its local condition. In [6-8], authors explained crack growth rate decreasing with an
effective stress intensity factor (crack closure concept [9]) based on AK concept. This assumption allows us to explain, simply using
a closure parameter, the role of crack closure in analytical formulas. Recently, the concept of crack closure triggering due to the
application of fluid [10] into the crack was successfully validated for low-carbon steel [6].

The material from which all the samples presented in the study were prepared was taken from the rail that had previously
been withdrawn from use, and its profile conformed to UIC60 [11]. In addition to the samples made from the base material, samples
were also reinforced with a carbon fiber material. CFRP polymer is an extremely strong and light fiber-reinforced plastic. The tests
were carried out on five types of samples, which are listed below:

e raw steel material,

e raw steel material with stop-hole technique,

e raw steel material with a wide CFRP patch (full face),

e raw steel material with a narrow CFRP patch (strip),

e raw steel material with the “anti-crack growth fluid” [10].

For the experimental campaign, compact tension (CT) specimens were prepared in accordance with ASTM E647 [12]
standard. All specimens were tested using constant load amplitude methods with a maximum loading F.x = 8 kKN and stress ratio R =
omin/omax = 0.1 to analyse the efficiency of different strategies of fatigue crack growth rate deceleration.
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Figure 1. Fatigue crack growth curves for all tested specimens

Results had shown that the fastes fatigue crack grow is obtained with the raw material and the slowest is obtained when the
“anti-crack growth fluid” is applied. Additionally, the study on fatigue fracture surfaces using light and scanning electron (SEM)
microscopy to analyse the crack growth mechanism was carried out. As a result of fluid activity, fatigue crack closure occurred
leading to a significant decrease in the crack driving force which resulted in lower fatigue crack growth. Figure 1 presents fatigue
lifetime curves for all specimens tested in the same loading conditions. As it is noticeable, comparable effect is obtained for the
designed stop hole technique and composite CFRP patches. Similar frack growth was found using one strip or full patch of CFRP
which is in accordance with the results presented in Lesiuk et al. [13]. Authors implemented a numerical analysis focus on the CFRP
effect on the stress intensity factor showing the same reduction level when using a strip or a full patch CFRP. For direct comparison
of the fluid activation effect on the crack deceleration for metallic specimens (without CFRP) kinetic fatigue fracture diagram (KFFD)
was constructed, as shown in Figure 2.
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Figure 2. Comparison of fatigue crack growth rates for pure metallic specimens (stop hole, CT specimen with injected fluid).

Keywords: pearlitic steel; CFRP patches; crack retardation; fatigue crack growth; failure analysis
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A graphical approach based on slipping to evaluate necking phenomena during tensile stress
Michele Cali, Mario Grasso
Electric, Electronics and Computer Engineering Department, University of Catania, Catania, Italy, michele.cali@unict.it

What are the characteristics in the tensile test that determine the shrinkage and collapse in the centerline? The experimental results
reported in the book 'Construction Science, Vol. 2, p. 370, Fig. 264, by S. Timoshenko', show that for a tensile rod, a passing limiting
force can be evaluated (Figs. 1/a, 1/b) between: negligible elongations of the specimen, at the beginning highly sensitive elongations,
and that by analogy to the instability limiting force for compressive load (peak load), is referred to here as 'F lim traction limit force'.

A ﬁ S=scorrimento
/77777%/7 F= forza applicata
=TT

Instability 1s characterized by rotation and subsequent shipping. In the graph Fig. 2/c, the pressure over time 1s reported 1n
different sections (centerline, extremities and intermediate sections), where the following aspects are highlighted:

. . L . F F
- Section 2 of the centreline 1s subject to pressure 2 e and also passes from the value P=0 to the value P = 2 3 suddenly.

- Section 3 1s subject to a maximum pressure P = 2; like section 2, but changes from p=0 to maximum value P = 2%
gradually;

- Sections 4 and 5, are subject to a maximum pressure P = g. Ultimately, section 2, in addition to reaching a pressure
double that of extreme section 6, goes from zero pressure to this maximum value instantaneously, circumstances that

F

make it more vulnerable. We can also say that on average the pressure along the rod passes from the valuePcseremies = 3

at the end, at the value Pczzeria = 2 7 n the centerline. A free rod without constraints and subject to impulsive forces at
the ends.

Some cases related to different patterns of applied forces are reported. With reference to Fig. 2, we have: F = Applied impulsive force;
ta = to/4 = Duration of application force; to = Rod time length. Fig. 2 shows: a) the following frames highlighting the position of the
pressure waves oscillating back and forth along the rod; (b) how the initial rod with free ends and on which the 'F' forces act, is
equivalent to a rod of length 'to/2' and embedded in the corresponding centreline; c) the pressure in some sections over time. Pressure
that varies cyclically with period T = 2To.

Necking
— = -

to

Analyzing the pressure diagrams c), the following considerations can be made: 1) the impulse poured by external forces on
t

the structure, is worth: I, = 2 - (F -%” =F %" 2) the area enclosed in each pressure range, is I = F - Eo = Ie;
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3) In the '2' centerline section, this pulse acts in a time interval At = :", while in the other sections in a longer time and with
the maximum pressure that tends to decrease from section '4' onwards;

. : to . - 4. - . t t, - .
4) In section 'S, the impulse I = F ?" It 1s divided 1nto two parts: F ID +F :", with a maximum pressure equal to half of what

1s 1n the centerline;

5) In the end section '6', there is a pulse equal to half of what is in the centerline, as well as only at the beginning of the
impact.

6) in section '6', the pressure is F/A only during the application of the external force, the boundary condition being met:
[pressure = 0 for 't' over to/4]

From all of the above, it can be deduced that the centerline section is the most critically solicited. This circumstance can
be taken as a motivation for why in the tensile test, the tightening and subsequent rupture takes place right in the middle of
the specimen. As conseguence of these two results, consider Fig. 3, a rod subject to force

Fy = Fiym — AF, (1)
at the ends, being:
- Fpim= tensile instability limiting force;
- AF 1= quantity of minimum force for now undefined and in any case just less than the amount of increment generated by
the machine during the tensile test;
- F, applied on the rod for a long time and such that inside the body there are no sliding between molecules, nor stray
pressure waves, and that in terms of voltage (1) becomes:

01 = Olim — A0y (2)
F Fji AF
where: 01 = Xl Olim = % AO‘1= Tl

In such circumstances, on each section of the rod there is a tensile stress 1 constant (Fig. 3).

F1

— =

F

Fig. 3 Tension diagram ol for F; = Fy;,,, — AF .

From this configuration, apply a further impulsive action AF2 to the rod. in traction and such that it is

AF; < AF and therefore, considering the (1) Fy + AF3 = (Fy,, — AF1) + AF3 < Fpip (3)
Ac2=AF2A<(Ac1=AF1A) or from eq. (3) ol+Ac2=clim-Acl+Ac2<clim 4)
which is: F1+2 AF2>Flimor  ¢1+2 Ac2>clim 5)

Considering the previous analysis Fig. 2/c, in which the tensile impulse at both ends generates a tensile stress trend such that on
average in the centerline it doubles compared to the ends Fig. 4, we have:
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Fig. 4 Average tensile stress diagram along the pulse rod AF1.
Summing the effects due to the initial force F1 and those due to AF2, that is, adding up the graphs Fig. 3 + Fig. 4, we get Fig5
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Fig. 4 Average tensile stress diagram along the pulse rod AF1.
Summing the effects due to the initial force F1 and those due to AF2, that is, adding up the graphs Fig. 3 + Fig. 4, we get Fig5

Flrafz
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Fig. 5 Total tension tensile diagram rod.
By choosing appropriately the values of F1, AF1, AF2, we can make sure that it results: 61+2 Ac2>clim>c1+Ac2 (6)

Therefore, it turns out that the centerline zone exceeds the tension limit tension of tensile instability and therefore zone of ignition of
restriction.clim

14
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ABSTRACT

Applied geography in the form of maps and spatial data has served discovery, planning, collaboration and conflict through many years
of mankind. Like many other aspects of life, in the last five decades the way we collect and use spatial information has been deeply
influenced by modern technology, and GIS software and hardware are the results of these advances. GIS becomes an increasingly
important tool in environmental management, marketing, tourism and many other components of our daily lives. The aim of this
paper is to show the possibilities that this technology provides us theoretically and through an independent project - mapping and
cadaster of sunken ships and other attractions in the Adriatic Sea.

Keywords: GIS, mapping, attractions, Adriatic Sea
1. INTRODUCTION

The term GIS has been attempted to be defined many times and for this reason there is no single concluding definition that we can
use. The diversity of these definitions is explained by Pickles [1] by saying that the definition of a GIS system varies depending on
who defines GIS and also states that the definition of a GIS is very likely to change with future developments in technology [2]. In
general, the definitions of GIS systems cover three main components: GIS is a computer system, it uses spatial data and it performs
various analyses over these spatial data.

It can be said that GIS is a tool for creating and using spatial information with added value.

GIS can exist as a generic framework if the specific application is not considered. In that case, any meaningful process/system that
requires spatial data and/or its analysis can be applied. As each information system is the basis for the processes of management and
decision-making, GIS expands these properties and gives them a new appearance and a new value. Of course, data and information in
GIS are of great importance for specific users, because only with the existence of users any G(IS) becomes a reality with concrete
goals and a concrete purpose.

2. DATAIN GIS

Data in GIS systems represent a simplified view of the world and simplified view of physical entities in the world. They include
information on the spatial position and scope of the object and information on its non-spatial properties. Spatial data defines the
location and shape of each spatial object or phenomenon in two or three-dimensional space [3]. Attribute data is used to record non-
spatial characteristics of entities.

When it comes to geographic information systems, the purpose of the spatial data model is to enable the display and management of
spatially referenced information [3]. Spatial data structures provide the necessary information to the computer so that it can
reconstruct the spatial data model into a digital form. Two data models were used in geographic information systems: raster and
vector. Raster is one of the oldest and most widely used models. It is most commonly used in writing, analyzing and visualizing data
of a continuous nature such as elevations, temperatures or for example electromagnetic radiation [4]. A vector data model uses a set of
coordinates and associated attribute data to specify discrete objects. Coordinate groups determine the location and boundaries of

15



discrete objects and, together with attribute data, create vector objects that we use to display real entities [3]. Triangulated irregular
network (TIN) is a data model that is most often used to display terrain height, i.e. it has x, y and z spatial values. TIN, as its name
suggests, creates a network of irregular triangles. This model uses indexing shapes to connect adjacent points. Each edge of the
triangle is connected to two points which are then connect to other edges. These joins continue recursively until the entire network has
been created [3].

3. COLLECTION AND VISUALIZATION OF SPATIAL DATA

Collecting spatial data is one of the most time-consuming and financially expensive GIS tasks. There are various sources of
geographic data and also a lot of methods by which they can be entered into GIS. The two main methods of data collection are data
retrieval and data transfer. It is important to understand the difference between primary (direct measurements) and secondary (taking
data from other sources) data retrieval, which also applies to vector and raster data [5] Primary retrieval of geographic data includes
direct measurements of objects. Digital data obtained by measurement can be entered directly into the GIS database or stored in a
temporary file before entering. The most common method for raster data retrieval is remote sensing. The term remote sensing
encompasses the areas of satellite imaging and aero photography. In vector data retrieval, there are two main branches that are divided
into field measurements and GPS. Secondary retrieval of geographic data is the process of creating raster and vector files and
databases from existing maps, photographs and other documents [5].

Visualization of spatial data is extremely important in understanding their locations, shapes and surfaces and comes from the need to
better understand the nature of these data. Visualization can be done through various software systems, programming languages, their
libraries and tools. Spatial data visualization uses and combines different layers obtained using different libraries and plugins.

4. PROJECT OF MAPPING TOURIST DIVING ATTRACTIONS IN THE ADRIATIC SEA

The first step in mapping tourist diving attractions in the Adriatic Sea is data collection. These data are structured and prepared for
input into GIS. Then follows the visualization of the data, and after the visualization, cartographic expressions, i.e. the final product,
are created.

4.1. DATA COLLECTION

The project began with research and data collection for 4 categories of tourist diving attractions in the Adriatic, namely: shipwrecks,
aircraft wrecks, reefs and caves. Data was recorded and processed in Microsoft Excel 2010 version 14.0 as part of the Microsof Office
Professional Plus 2010 package. To collect data on shipwrecks, a book entitled Wrecks of modern ships in the Adriatic Sea (Adriatic
Wrecks) was used as the starting point of the research. The author of the book is Danijel Frka, B.Sc., independent underwater
researcher, photographer and historian [6]. Additional literature was also used to collect data on shipwrecks and other categories.
Book The underwater story of Istria has contributed in the research of the area of Istria [7]. The book Austro-Hungarian destroyers
was used to find information on Austro-Hungarian destroyers [8]. The literature entitled Crash of an Allied Bristol Beaufighter
(NT997) near Senj in October 1944 was also used to check and find missing information [9]. Of course, along with books and
professional articles, some websites are used, such as:

https://h2oglobe.com/
http://www.ronjenjehrvatska.com/hr/home
https://www.diving-shark.hr/en/
https://krnica.com/index.php
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Shipwreck attributes

A total of 42 shipwrecks were recorded, all from the territory of the Republic of Croatia, and they were described with 17 attributes.
The first and main attribute is the ID that is the primary key and identifier in the database. This is followed by attributes indicating the
name of the ship and the minimum and maximum depth expressed in the meters on which the wreck is located. The most important
attributes, those without which it is not possible to map the locations of wrecks, are latitude and longitude that are expressed in
decimal values. These attributes were the most demanding to find because a lot of literature omits the location of the shipwreck. To
find the location of each wreck, more detailed and deeper research was needed, and specifically from different sources (Figures 1 and
2). Information about the dates when the ship sank and when it was built and/or launched was also saved. Information about the type
of ship was also recorded, for example whether it was a steamship or a motor propulsion, whether it was a cargo or a war cruiser, and
of course, an attribute was added to indicate whether the ship was civilian or belonged to the navy. Very interesting attributes are also
the flag under which the ship sailed and why it sank. Later it will be shown that the most ships sank from hitting an underwater mine.
The literature used for the research provided information about the length and width of the wreck. Data were also added on the area of
sinking, which represents the region or the nearest settlement or island where the ship sank, and generally in which part of the
Adriatic the ship sank (north, middle or south). At the very end, we can read what is the minimum diving category required to access
the wreck (R1, R2 and R3) where R1 indicates the initial and R3 the most experienced category and the visibility score of the wreck
of 1-5, where 1 is the worst and 5 is excellent visibility. Of course, some fields in the table will be remain empty because the data for
that attribute could not be found or was different from various sources.

A B C D E F G H I
1 |ID Ime Min_Dubina Max_Dubina Geo_Sirina Geo_Duzina Potonuo Izgraden_Porinut Tip
2 1 Kostrena 25 35 45,13333 14,21833 19.2.1888 1886. Teretni jedrenjak
3 2 John Gilmaore 35 44 44,83476 13,73183 Teretni parobrod
! 3 Lina 25 55 45,10224 14,27876  14.1.1914 14.4.1879. Teretni parobrod
5 4 TB 26 Flamingo 41 46 44,72077 13,81163  23.8.1914 Torpiljarka
6 5 Cesare Rossarol | 43 45 44,84142 14,00717 16.11.1918. 15.8.1914. Razaract
7 6 Pelagosa 51 51 44,41292 14,47923 12.2.1918 1898. Parobrod
8 7 Varese 33 a1 A4 B1288 13,77931 18.1.1915 1871, Teretni parobrod
9 8 55 Wildfang 40 40 44,71666 13,21666 4.6.1917. 29.8.1906. Razarat
10 9 Euterpe 70 79 A4, 60567 14,79241 11.8.1918. 1886. Teretni parobrod
11 10 Kaiser Franz Josef 28 45 42,40561 18,52667 17.10.1919. 1890. Krstarica
12 11 Etnea 28 35 44,636 14,23057 8.11.1894. 14.4.1870. Teretni parobrod
13 12 Vassilios 25 55 43,00458 16,06517 19.3.1939. 1920. Teretni parobrod
14 13 Teti 10 34 43,05334 16,04083 23.5.1930. 1883. Teretni parobrod
15 14 Brioni 45 61 43,01453 16,22913 2.2.1930. Putnitko teretni parobrod
16 15 HMS Coriolanus 11 25 45,3274 13,38998 5.5.1945. 20.10.1940. Minolovac
17 16 Hans Schmidt 35 45 44,913 13,59388 23.1.1943. 1920. Teretni parobrod
18 17 Medusa 36 38 44,85013 13,80564 30.1.15942, 10.12.1931. Podmornica
19 18 TA 35 Giuseppe Dezza 22 30 44,97333 13,6856 17.8.1944. 15.12.1915. Torpiljarka
20 19 TA 36 Stella Polare 45 65 45,13323 14,22764 18.3.1944, 11.7.1943. Torpiljarka

Figure 1 Shipwreck Dataset Attributes Part 1
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J K L M N 9] P Q R
1 Pripadnost Zastava Potonuo_Zbog Duzina_Broda Sirina_Broda Podrucje_Potonuca ‘Min Ronilacka Kateéuri'a .‘Ocjena_\}idljivusti Dio_Jadrana

2 Civilni Austro-Ugarska Nevrijeme 42,02 9,38 Istra R2 4 Sjeverni
3 Civilni 50 8 Istra R3 4 Sjeverni
4 Civilni Talijanska Nevrijeme 70 9 Cres R2 5 Sjeverni
5 Mornarica Austro-Ugarska Podvodna mina 39 4,5 Istra R3 1 sjeverni
6 Mornarica Talijanska Podvodna mina 85 9 Istra R3 3 sjeverni
7 Mornarica Austro-Ugarska Torpedo 48,73 6,28 Silba R3 3 sjeverni
8 Civilni Talijanska Podvodna mina 60 9 Istra R3 3 sjeverni
9 Mornarica Austro-Ugarska Podvodna mina 67,06 6,26 Istra R3 1 Sjeverni
10 Civilni Austro-Ugarska Torpedo 96,54 11,26 Pag R3 3 Srednji
11 Mornarica Austro-Ugarska Nevrijeme 97,8 14,9 Boka Kotorska R2 3 Juzni

12 Civilni Talijanska Nasukavanje 61 8,7 Unije R2 4 Sjeverni
13 Civilni Greka Nasukavanje 104 15,1 Vis R2 5 Srednji
14 Civilni Talijanska Nevrijeme 72 8 Vis R1 5 Srednji
15 Civilni Austro-Ugarska Nasukavanje 63,36 9,5 Vis R3 5 Srednji
16 Mornarica Britanska Podvodna mina 49,99 8,43 Istra R1 2 Sjeverni
17 | Civilni Njemaéka Podvodna mina 99 11,5 Istra R3 2 Sjeverni
18 Mornarica Talijanska Torpedo 61,5 5,65 Istra R3 2 Sjeverni
19 Mornarica Njemacka Podvodna mina 73 7,33 Istra R2 3 Sjeverni
20 Mornarica Njemacka Podvodna mina 32,26 8,5 Istra R3 3 Sjeverni

Figure 2 Shipwreck Dataset Attributes Part 2

Figure 3 The wreck of the steamship Vis, which sank in 1946 near
Cape Masnjak at the entrance to Plomin Bay [6]
Attributes of aircraft wreckages

In the research is shown that currently only 4 aircraft wreckage has been discovered in the Adriatic Sea, all during the Second World
War between 1941 and 1944. They are described with 15 attributes, most of which are the same as for the previous dataset on
shipwrecks with minor differences. Differences are categories of wrecks (Figures 4 and 5). Some attributes from the previous dataset
were thrown out, such as visibility and the date when the aircraft was built. These data were mostly not available or were
contradictory.
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A B C D E F G H

1 ID Ime Min_Dubina Max_Dubina Geo_Sirina Geo_Duzina  Pad Zastava

2 1 Bristol Beaufighter 22 22 44,99207 14,89623 1944, Britanska
3 2 Boeing B 17G 65 72 43,01718 16,21783 6.11.1944. Americka
4 3 B-24 Libertador 39 52 43,03293 16,26483 17.11.1944, Americka
3 4 Ju 87 Stuka 13 13 43,65478 15,6344 1941. MNjemacka

Figure 4 Attributes of the aircraft wreckage dataset Part 1
| il K L M N o

Tip Min_Ronilacka_Kategorija Duljina Raspon Podrucje_Pada Pao_Zbog Dio_Jladrana
Lovac-bombarder R2 12,6 17,6 Senj Protuzraéna artiljerija  Sjeverni
Bombarder R3 22,78 31,62 Vis Protuzraéna artiljerija  Srednji
Bombarder R3 20,472 33,528 Vis Protuzraéna artiljerija  Srednji
Bombarder R1 11 13,8 Zirje Protuzraéna artiljerija  Srednji

Figure 5 Attributes of the aircraft wreckage dataset Part 2

Figure 6 The B-17 flying fortress near Vis lies at a depth of 72 meters [6]
Attributes of the reefs

Data were collected on 14 reefs across Croatia that can be visited and described with 12 attributes. Compared to earlier datasets, there
were two new attributes added, which did not appear in previous datasets. The attribute of flora and fauna that categorizes the flora
and fauna of the reef into three classes: poor, rich and exist. Current attribute is described with current strength in the reef area: weak,
medium and strong. The current attribute directly affects the attribute of the minimum diving category. It is not recommended for
beginner diver category R1 to access the location with strong current.
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Attributes of the caves

It is important to emphasize that the caves that can be visited are also located in the same locations as some reefs in the previous
dataset. In this data set, only caves that are not part any of the reefs are recorded. A total of 37 caves were recorded in this project and
it can be said that the southern Adriatic is the richest in this category. The attributes of this data set are exactly the same as the set for
reefs.

After collecting and entering the data into the tables, it is necessary to convert the data into a CSV (Comma separated values) file so
that the data from the table can be entered into the QGIS project. A single .csv file is imported into the project as a layer.

4.2 CREATING A MAP OF THE ADRIATIC SEA

For the purpose of this project, our own map of the Adriatic Sea was created from a set of 20 Landsat 8 satellite images collected from
the website: https://earthexplorer.usgs.gov/

The satellite images were saved in .TIFF format and transferred as such to the QGIS program. They are grouped into one raster layer
and form a map that can be seen in Figure 7.

In this project is used WGS84 (World geodetic system) with identifier EPSG:4326 was used. WGS84 is the standard in GPS and
Google Maps service works on this coordinate reference system. It was required because each exact location was obtained and
verified from Google Maps service.

Figure 7 Set of satellite images from the territory of the

Republic of Croatia and Italy
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4.3 DATA VISUALIZATION

In order to make the displayed data more understandable to the user, a visible name of the wreck or other feature is added above the
symbol, In the project, the table with attributes was additionally modified. A new image attribute was added, which contains the path
to the directory where the image is located. After adding a new field to the table, for each feature it was necessary to load an image
from the directory in which it is located. The appearance of visualized data can be seen in Figure 8, which shows the southern
Adriatic.
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Figure 8 Mapped data of the southern Adriatic islands

The map is exported through the qgis2web plugin. Map can be displayed in a web browser so that it is not necessary to have QGIS
software installed to view the map (Figure 9).

i Apps > YouTube & Maps @ Gmail @8 News Of
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Izgraden_P:

Tip: Torpiljarka
Pripadnost: Mornarica
Zastava: Austro-Ugarska
Potonuo_Zb: Podvodna mina
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Sirina_Bro: 45
Podrucje_P: Istra
Min_Ronila: R3
Ocjena_Vid: 1
Dio_Jadran: Sjeverni

Slika:
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Figure 9 Image display as part of attributes in a Web browser
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It is possible to additionally modify the map in such a way as to set the scale, the rotation of the map and the size of the space on
which the map is located, as well as the background, frame and grid of the map. By itself, this map doesn't mean much without some
context, so it's necessary to add a map legend. The map legend can be further edited by changing the font, spacing and style of the
text, and other additional settings. In addition to the legend, a smaller map was added, showing on a larger scale which area it is about.
By adding a graphic scale, it is presented the ratio between the distance of the features on the map and in the real world. In the
settings, the unit of measurement, segments, width, height and line style can be adjusted if necessary.
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Figure 10 Adding a legend and a smaller map

After completing the creation of the map, it is necessary to export it in the desired format. Some of the formats are JPG, JPEG, TIFF,
SVG, PDF. Itis also possible to export the data to a table or CSV file in the selected desired resolution, height and width of the page.

5. CONCLUSION

The paper is guided by the idea that such a project can be made as a separate system with the possibility of inclusion in wider and
more robust GIS systems. The advantages and benefits of its use are multiple. It can be included in the tourist offer, for example,
organized diving activities. Such objects have a significant attraction value. Then, most of these objects have historical significance
because they are tied to a particular historical event. And even when the object cannot be tied exactly to a certain date, the possibility
of archaeological treatment remains. From the aspect of geodesy as the G part of GIS, such objects are of interest because their
location helps to monitor and maintain both objects and locations. It is clear that the sea affects both the location and the integrity of
the object. This is intended to emphasize the dynamism of the system in terms of the possibility of intentional or unintentional
dislocations of the observed objects. From the aspect of informatics as well as part of GIS, such projects are grateful topics when
creating a database, especially in an object-oriented software environment. Vector data is easily arranged as a relational database of
Cartesian coordinates and associated attributes, while rasterization can be performed by storing other than primitive data and object-
type data such as digitized images. The authors consider the project open for refinement of each targeted and useful type and remains
open for possible useful connection or inclusion in wider projects. In this sense, the authors also remain open to all forms of
cooperation.
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Parking system simulation model using CNN
Matej Babic
Faculty of Information Studies, Novo mesto, Slovenia

Abstract

The article shows a possibility of applying graph theory to solving problems in the field of wireless sensor
networks. The modernization of the infocommunication infrastructure of the regional data transmission network
is presented to increase the maximum transmission speed of existing transport routes, ensure quality of service
and reliability. We research one of the fundamental issues in such networks in which we would like to determine
whether an area of interest is sufficiently covered by a given set of sensors. The dynamics of car parking is
modelled with cellular neural networks that predict the occupancy of a parking lot regards on weather
conditional.

1. Introduction

One of the areas of development of the Internet of Things (loT) is the construction of all-pervasive sensor
networks, based on self-organizing wireless networks. WiFi is the industrial name of the technology of wireless
data exchange, which belongs to the group of standards for the organization of wireless networks IEEE 802.11.
Wireless, all-penetrating sensor networks (BSNs) are self-organizing networks consisting of multiple wireless
sensor units distributed in space and designed to monitor and control the characteristics of the environment or
objects located in it. The space that is covered by the sensor network is called the sensory field. Wireless sensor
nodes are miniaturized devices with limited resources: battery charge, memory capacity, computational
capabilities, etc. In wireless communication we have inexpensive wireless nodes capable of sensing, storing,
processing, and communicating data. So they are becoming increasingly common and readily available.
However, combining a large number of these elements into the network due to the effect of the roving
intelligence provides an opportunity to get a real picture of the events and processes occurring within the
framework of a sensory field.

The graph theory finds applications, for example, in geoinformation systems. Existing or newly designed houses,
structures, quarters, etc. are considered as peaks, and the connecting roads, engineering networks, transmission
lines, etc., are like ribs. The application of various calculations made on such a graph allows, for example, to find
the shortest bypass or the nearest grocery store, to plan the optimal route. The theory of graphs contains a large
number of unresolved problems and not yet proven hypotheses. Know the content of the discipline "Graph
Theory" and have a fairly complete idea of its possibilities in other sections of mathematics and in applications;
have an idea of the structures of graph theory and the basic combinatorial methods of proof and be able to apply
these methods, including in wireless networks. When graphs are depicted in the drawings, the following notation
is most often used: the vertices of the graph are represented by dots or, when the vertex's meaning is specified,
rectangles, ovals, etc., where the meaning of the wvertex (graphs of flowcharts of algorithms) is revealed inside
the figure. Cellular automata provide useful models for many studies in natural and computational sciences and
combinatorial mathematics; in particular, they represent a natural way of studying the evolution of large physical
systems. Cellular automata also form a common parallel computing paradigm, just as Turing machines do for
sequential computing . The popularity of cellular automata is based on their comparative simplicity combined
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with great potential for modeling a set of interconnected homogeneous objects. Each cell represent a finite state
machine, whose state is determined by the states of neighboring cells and, possibly, by its own. Changes in the
values of all cells occur simultaneously after calculating the new state of each lattice cell. When a lattice is
homogeneous, all the cells have the same rule. However, many dynamical systems have continuous cell states
and simply cannot use binary values of states. In such cases an extension of cellular automata can be used,
cellular neural networks (CNN). In this article, we use cellular neural networks to model the dynamics of a
parking lot.

2. Data preparation

In the city Novo mesto, Slovenia, it is parking system with 38 park places. One parking place is reserved for the
disabled (yellow circle in Fig. 1) and two places for gas auto. Fig. 5 represent geometry of parking system in the
city Novo mesto, Slovenia. Each parking place have magnetic sensor. So, we used data from magnetic sensors.
We calculating average degree of occupancy of each of 38 park places for 30 days. Then, we transform this data
to matrix with different colors Fig. 2. Table 1 represent weather data for 30 days.

Fig. 1: Geometry of parking
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Figure 2: The occupancy of the parking lot and its prediction by CNN, taking also the weather into
consideration
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Tampsarature Wint Humidity |Dew point |Pressure Weather
1 20°C 11 Em/h | 69% 14°C 1020 0maky Clear
2 2°C 13 Em/ | 61% 14°C 10146 0mb Few clouds
3 16°C 0Em/ | BE% 14°C 1014 0mb Partly cloudy
4 17°C TEmh | 7% 13°C 1020 fmk Few clouds
5 20°C 10 Emb | #4% 13*C 1017 b Few clouds
[ 20°C 4 Emh [ 60% 125C 10146 0mb Few clouds
7 20°C 4 Emh [ 600 14°C 1018 0mb Few clouds
B 23°C 0 EmMb | 65% 16%C 1022 0mb Few clouds
2 22°C 4 Emh [ 65% 15°C 1023 fmb Clear
10 19°C 6 KEm/h | TB% 15°C 1021 fmb Clear
11 19%C 4Emh [73% 14*C 1017 fmb Clear
12 18°C 2Em/b | 68% 1250 1021 fmb Clear
13 16°C TEmbh | 77% 1220 1024 fmb Clear
14 195 2EmMb | 60% 11=C 1020 fmb Clear
15 18°C 4 Emh  [#4% 11=C 1018 (mb Clear
16 i 0 Em/h | 84% G 1019 fmk Blain
17 2 TEm/h | 93% T=C 1025 (mb Cloudy
18 2 TEmh | 62% 1%C 1022 fmb Partly cloudy
12 1n=c 6 Em/b | BE% v 1007 (mb Fain
20 21°C 2EmMb | 60% 13°C 295 fmk Partly cloudy
21 12°C IEm/ | 100% 125C 299 fmk Cloudy
22 19°C 17 Emb | #4% 1250 298 (mb Partly cloudy
23 12°C 11 Em/h | BB% 10°C 1005 fmb Partly cloudy
24 1n°c 4 Em/h |82 B2 1008 fmk Partly cloudy
25 ™ 4 Emh [ 100% T=C 1007 fmk Cloudy
26 15°C TEmb | 63% B0 1008 fmk Few clouds
27 2o 6 KEm/b | B2% 52C 1011 (b Cloudy
28 ™ TEmMb | 983% [ 1017 fmb Cloudy
e asC 6 Em/h | 848 B0 1004 fmk Rain
30 am 2Em/b | 84% B0 298 fmb Flain

Table 1: Weather data

3. Results and discussion

There are P = 38 parking spaces in the parking lot. The data is available for D = 30 days. For each day, only data
of the average occupancy (in percent) for each parking space is given. Therefore, a proper cellular automaton
(CA) cannot be wused, as it operates above a finite number of states; typically binary states (0 and 1, i.e.
unoccupied and occupied). Therefore, s cellular neural network (CNN) is applied here, which, based on the
average occupancy of the parking space or cell and the average occupancy of adjacent cells, attempts to predict
the average occupancy of the parking space for the next day, as shown in Figure 3. When the rule is the same for
all cells, we speak of a homogeneous cellular automaton or homogeneous cellular neural network.
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Fig. 3: The occupancy of a parking space is predicted on the basis of the occupancy of the neighborhood a day
before. In this case, the radius of the neighborhood or adjacency is 2, giving 1+2%*2 =5 cells.

The error of the CNN prediction is calculated as

D P

Ecyn = ﬁz Z (xfj - f(xi-_u_.m s X1 4y ___'x!__ld_))z

i=2 j=1

The basic measure of error that every successful model must beat is the error of predicting that the state the next
day will be the same as today (in this case % occupancy). Such prediction is called naive predictor.

1 D F
2
Engive = mzz Zl(xij - xi—l,j')
i=2 j=

In our case, the mean squared error (MSE) is 0.02625. The RMSE (root MSE) is 0.16, i.e. a 16% error in the
occupancy prediction.

In CNN training and prediction testing, 10-fold cross-validation was used, meaning that the data set was divided
into 10 parts; each time, 90% of the data was used to train the CNN model and 10% (one of 10 subsets) was used
for testing. In addition, 10 different experiments with 10-fold cross-validation were done for each model, in
order to reduce the effects of random initial weights and of  the training procedure.
All the models had one output neuron, but differed in the number of hidden layers and hidden neurons. For
example, 10-5-1 means 10 neurons in the first hidden layer, 5 in the second, and one in the output layer.
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Three different adjacencies are taken: 0, 1 and 2. Adjacency (radius) 2 means that in addition to a cell, we also
consider two  neighbors on each side. In  such a case, two edge cells are not predicted.
The spaces in the parking lot were divided into two groups: those that are closer to the entrance / exit of the
parking lot, and the others. The two groups are differentiated using an additional input (0 or 1) that can influence
the network to implicitly build at least a partially different model. It was found that this helps a little. Another
factor that helped in the prediction was the weather data: average dayly values of temperature, wind speed,
relative humidity, dew point, air pressure, and weather (qualitatively). Therefore, the actual CNN model included
also these additional data, so the CNN function was extended as

f(Xi=1j=n» -e» Xi=1,f» ..., X(—1,j, ntrance [ exit, weather data)

Figure 4. The parking lot. The area closer to the entrance / exit of the parking lot 1s marked by a white rectangle.
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It was found that the appropriate number of training epochs was 100. Namely, with smaller numbers of epochs
the CINN was not tramed enough, while with larger numbers the CINN began to overfit to the tramming data, thus
deteriorating the test results.

Ecnw neighborhood radius (adjacency)
0 1 2

1 0.0270 £ 0.0001 | 0.0263 £0.0002 | 0.0262 + 0.0001
3-1 0.0252+0.0002 | 0.0299 +0.0003 | 0.0246 + 0.0005
5-1 0.0233 £0.0001 | 0.0214 £ 0.0003 | 0.0214 +0.0003
10-1 0.0223 +0.0004 | 0.0204 +0.0005 | 0.0177 + 0.0005
10-5-1 0.0208 £ 0.0006 | 0.0223 £0.0007 | 0.0179 £ 0.0005
20-10-1 | 0.0150+£0.0012 | 0.0089 + 0.0010 | 0.0141 + 0.0004
40-20-1 | 0.0133£00012 | 00035+ 00012 | 0.0019 + 0.0008
80-40-1 | 0.0145+£0.0007 | 0.0067 = 0.0007 | 0.0069 +0.0010
120-60-1 | 0.0146 £ 0.0007 | 0.0081 £0.0007 | 0.0032 £ 0.0006

Table 2. Simulation results of the CINN (MSE and standard error)
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Graph 1: Simulation graph of average occupancy
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The results show that it is possible to get much better prediction than the naive one (16%): the best MSE was
0.0019, which yields RMSE of 0.0436, that is below 5%.
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PPT bicycle rental in the GoONM system using Descriptive statistics
Matej Babic

Faculty of Information Studies, Novo mesto, Slovenia
Abstract

This study proposes a descriptive statistics for PPT bicycle rental in the GONM system in the town of Novo mesto, Slovenia. Public
passenger transport (PPT) is important for every municipality, as the current transport system faces well-known problems such as
congestion, environmental impact, lack of parking areas, increased safety risks and high energy consumption. Urban transport is
crucial for the functionality of any city. High-quality and usable urban transport not only affects the functionality of the city as an
economic and social center, but also reduces the number of passenger cars on the streets. The wider Novo mesto region, with about
30,000 inhabitants, is an important industrial center and is heavily dependent on urban traffic. Unfortunately, the urban traffic of Novo
mesto still has a relatively weak influence on the transport connectivity of the wider area. The aim of the research is to analyze and
model bicycle rentals. Descriptive statistics for PPT bicycle rental in the GoNM system in the town of Novo mesto, Slovenia are used
to predict bicycle traffic over 30 weeks. Our approach will also be useful for other Slovenian and foreign cities with similar needs.

Data preparation
Bicycle data

The bicycle rental data was obtained for 14 stations for 35 weeks between 25.3.2019 and 25.11.2019 from the municipality of Novo
mesto, Slovenia. The Microsoft Excel software is used to analyze the data, by using the pivot tables. Table 1 presents the numbers of
bike rentals for 14 stations for the 13" week. Table 2 presents number of bike rentals for all 35 weeks. In Table 2 the first column
present number of week. Second column present number of rent a bike.

S 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14
1 3 4 3 0 3 2 0 1 2 1 2 5 0 3
2 3 1 2 8 2 2 0 5 4 0 0 1 1 1
3 4 1 4 0 3 1 7 2 0 0 1 3 0 0
4 3 6 1 5 3 0 2 1 3 1 0 2 2 4
5 1 3 7 1 13 | 13 0 3 1 1 1 11 0 1
6 1 2 2 0 14 7 3 2 3 0 1 5 1 2
7 0 0 6 3 1 3 4 0 0 0 1 0 0 0
8 5 2 1 4 2 0 0 8 3 1 0 3 5 3
9 1 1 0 5 0 1 1 3 7 1 0 2 0 3
10 1 1 0 1 2 1 0 0 1 2 0 0 0 0
11 2 0 1 0 0 2 0 0 1 0 26 0 1 0
12 | 10 2 4 1 10 2 0 1 3 1 0 11 0 0
13 0 1 1 1 0 2 0 6 0 0 0 0 5 4
14 0 0 0 2 3 3 1 3 0 0 1 5 4

Table 2: Numbers of bike rentals for 14 stations for the 13™ week
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#week | 1 2 3 4 5 6 7 8 9 |10 |11 |12 |13 |14 | 15|16 | 17 | 18
#renta
bike 18 | 13 | 88 (142|193 | 27 |106| 78 | 252|190 | 353 {413 432|367 | 361|291 |301 | 241

#week | 19 |20 | 21 | 22 | 23 | 24 | 25|26 |27 |28 |29 |30 |31 |32|33]|34 |35

#renta

bike |204 |238|189 | 267|249 | 256 | 256 | 226 | 221|293 | 280 | 184 | 275| 86 | 58 | 63 | 31
Table 2: Number of rent a bike for 35 weeks

Weather data

The weather data were obtained, such as temperature (T), rainfall (R), wind speed (W), and relative humidity (H), from Weather
Society Zeus, Slovenia, for each day. The averages of all data were calculated for 35 weeks. Table 3 shows the weather data. The first
column (n) contains the number of the week, the second column average temperature [°C], the third column average rainfall [mm], the
fourth column average wind speed [m/s] and the fifth column average relative humidity [%].

n T R W H
1 [113] 0.0 46| 553
2 [102] o1 8.3| 63.3
3 |123] 11 55| 728
4 93 | 37 47| 86.2
5 |140] 00 6.1| 55.9
6 [159] 21 6.3| 69.6
7 |131] 16 47| 737
8 |132] 06 41| 719
9 |108]| 6.7 47| 838
10 | 1841 00 39| 679
11 | 169| 83 19| 823
12 | 2441 00 39| 605
13 [ 268 | 00 37| 614
14 | 230| 35 32| 76.9
15 | 266 | 0.1 43| 607
16 | 257 | 21 44| 65.8
17 201 ] 07 39| 735
18 | 241| 01 25| 61.0
19 |265| 36 26| 682
20 | 236] 20 20| 757
21 | 261] 01 39| 67.1
22 | 224 32 30| 715
23 | 231] 08 41| 757
24 249 01 20| 781
25 |181] 17 45| 80.7
26 | 183 | 13 24| 774
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Results

Dataset  Untitled

27 | 153 | 1.9 41| 753
28 | 165] 17 21| 847
29 | 154 17 30| 773
30 [ 137 30 49| 803
31 | 166| 04 30| 799
32 | 166 | 0.2 16| 794
33 | 97 | 13 46| 89.0
34 | 93 | 40 23| 928
35 | 90 | 33 31| 915

Table 3: Weather conditions parameters

Descriptive Statistics Report

Summary Section of T

Standard Standard

Count Mean Deviation Error Minimum Maximum Range
35 17T ABAT 53,84244 9,946189 90 268 178
Counts Section of T

Sum of Missing Distinct Total Adjusted
Rows Frequencies Values Values Sum Sum Squares Sum Squares
35 35 0 33 6212 1220264 1177227
Means Section of T

Geometric Harmonic

Parameter Mean Median Mean Mean Sum Mode
Value 177 4857 166 167,5821 167 6626 6212
Std Error 9,946189 348.1166
95% LCL 167,2726 140 148.5405 140,1752 5504542
95% UCL 197,6988 224 189,0646 180.1351 6919458
T-Value 17.,84459
Prob Level 0
Count 35 35 35 0
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Variation Section of T

Standard Unbiased Std Error Interquartile

Parameter Variance Deviation S5td Dev of Mean Range Range

WValue 3462 434 5884245 5927665 9946189 105 178

Std Error 4860747 £.841136 0,9873322

95% LCL 226538 4759601 3,045195

95% UCL 5943,716 77,0955 13,03152

Skewness and Kurtosis Section of T

Skewness Kurtosis Coefficient Coefficient

Parameter Skewness Kurtosis (Fisher's g1) (Fisher's g2) of Variation of Dispersion

Value 0,1133043 1,689781 01184421 -1,325481 0.3315334 0,2984509

Std Error 0.249156 0,202487 0,02757887

Trimmed Section of T

5% 10% 15% 25% 35% 45%

Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed

Trim-Mean 177,2937 1770714 176,7653 175,2429 170,7143 1678571

Trim-5td Dev 54 51591 4920699 43,33707 31,9367 13,96666 4622924

Count 32 235 25 18 1 4
Trimmed Section of T

5% 10% 15% 25% 35% 45%
Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed
Trim-Mean 177,2937 1770714 176,7653 175,2428 170,7143 1678571
Trim-Std Dev 54,5150 4920699 43,33707 31,9367 13,96666 4622924
Count 32 28 25 18 1 4
Mean-Deviation Section of T
Parameter [X-Mean| |X-Median| (X-Mean)~2 (X-Mean)*3 (X-Mean)~4
Average 50,35592 49 54286 3363.507 2210218 1.9116T9E+07
Std Error 5985037 4721869 47716.13 3691590
Quartile Section of T
10th 25th 50th 75th 90th
Parameter Percentile Percentile Percentile Percentile Percentile
Value 954 131 166 236 262,68
95% LCL 90 a7 140 184 241
95% UCL 123 154 224 261 263
Normality Test Section of T
Test Prob 10% Critical 5% Critical Decision

Test Name Value Level Value Value (5%)
Shapiro-Wilk W 0,9260323 0,02135616 Reject normality
Anderson-Darling 0,7675943 0.04607262 Reject normality
Martinez-lglewicz 0,9689438 1,129221 1,196894 Can't reject normality
Kolmogorov-Smimov 0,1001901 0.136 0.148 Can't reject normality
O'Agostino Skewness 0,3147062 0,7529847 1,645 1,96 Can't reject normality
D' Agostino Kurtosis -3.2064 0.001344 1,645 1,96 Reject normality
O'Agosting Omnibus 10,3803 0,005571 4 605 5,991 Reject normality
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Plots Section of T

Histegram

=y

Purcaast of Tkt Friagasn
¥

Percentile Section of T

Mormal Probablity Plotof T

Parcant of Vakes

Percentile Value 95% LCL

99 268

95 2664

90 2626 2141
85 2538 230
80 2434 20
75 236 184
70 230.2 169
65 210.2 166
60 183.6 159
85 178.6 154
80 166 140
45 165.2 132
40 156 123
35 147.8 113
30 136 102
25 131 a7

20 115 93

15 1044 90

10 954 a0

5 92 4

1 90

Percentile Formula: Ave X(p[n+1])

95% UCL

268
266
265
261
249
244
236
23
224
184
181
169
165
154
140
132
123

Exact Conf. Level

95.49782
96.4725
96.67783
95.00591
95.71412
96.80229
96,0789
95.92338
956.90404
95.92338
956.97847
96,80229
95,5
95.,00591
96.,16875
96,74316
9549752

35



Stem-Leaf Plot Section of T

Depth Stem  Leaf

4 | 9999
7 1* | 001
11 T | 2333
15 F | 4555
(4) S | 6666
16 | 888
13 210

12 T | 2333
8 F | 4445
4 S | 666G

Unit =10 Example: 1| 2 Represents 120

Dataset Untitled

Summary Section of R

Standard Standard
Count Mean Deviation Error Minimum Maximum Range
35 1742857 19.28774 3.260223 0 83 83

Counts Section of R

Sum of Missing Distinct Total Adjusted
Rows Frequencies Values Values Sum Sum Squares Sum Squares
35 35 0 23 610 23280 1264857

Means Section of R

Geometric Harmonic
Parameter Mean Median Mean Mean Sum Mode
WValue 17.42857 13 1107696 4 227522 610
Std Error 3.260223 1141078
94% LCL 10,803 4 6,713369 2,696951 378.1051
95% UCL 24 05414 20 18,28342 9,775044 841,895
T-Value h.345822
Prob Level 6,106905E-06
Count 35 30 30 ]
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Variation Section of R

Standard Unbiased Std Error Interquartile
Parameter Variance Deviation Std Dev of Mean Range Range
Value 3720168 19.28774 19.43006 3,260223 29 83
Std Error 136,8766 5018025 0,848201
95% LCL 2434009 156,60131 2637103
95% UCL 635,6151 2527083 4.271551
Skewness and Kurtosis Section of R
Skewness Kurtosis Coefficient Coefficient
Parameter Skewness Kurtosis (Fisher's g1) (Fisher's g2) of Variation of Dispersion
Value 1,600727 5.738066 1,673311 3,366549 1,106673 1,065934
Std Error 0,3398074 1,622535 01482705
Trimmed Section of R
5% 10% 15% 25% 35% 45%
Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed
Trim-Mean 15,13492 14,33929 13,79592 1261429 13.11305 14
Trim-Std Dev 13.8003 1195714 10,6541 7.116547 4420064 2,04939
Count 32 28 25 18 1 4
Mean-Deviation Section of R
Parameter [X-Mean| |X-Median| (X-Mean)»2 (X-Mean)*3 (X-Mean)~4
Average 1413878 13.85714 3613878 10997.08 749397 .8
Std Error 1,961812 132,9658 6300.914 452079.3
Quartile Section of R
10th 25th 50th 75th 90th
Parameter Percentile Percentile Percentile Percentile Percentile
Value 0 1 13 30 38.2
95% LCL 0 0 4 17 32
95% UCL 1 7 20 v 83
Normality Test Section of R
Test Prob 10% Critical 5% Critical Decision
Test Name Value Level Value Value (5%)
Shapiro-Wilk W 0,8208777 5,381184E-05 Reject normality
Anderson-Darling 1,715375 0,00021504 94 Reject normality
Martinez-lglewicz 1,528559 1,129221 1,196894 Reject normality
Kolmogorov-Smirnov 0,1694067 0,136 0,148 Reject normality
D'Agostino Skewness 3,655084 0,0003778588 1,645 1,96 Reject normality
D'Agostino Kurtosis 2,6399 0.00829%4 1,645 1,96 Reject normality
D'Agostino Omnibus 19,6075 0.000055 4,605 599 Reject normality
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Plots Section of R

Swrist o Tokal Friaysency

Histogram

Percentile Section of R

Percentile
95

il

Homnal Probakilty Plot of R

Parcant of Vaksas

Value
83
70,2
38.2
35,6
32,8
30
21
194
17
16.8
13

—
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.
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.

95% LCL
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Percentile Formula: Ave X{p[n+1])

95% UCL

Exact Conf. Level

9549782
96.4725
96.67783
95,0059
9571412
96,80229
96,0789
95.92338
95.904.04
95.92338
9597847
96.80229
95,5
95,0059
96.16875
96.74316
9549782
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Stem-Leaf Plot Section of R

Depth Stem  Leaf

12
15
(3)
17
12

9

9

6

3
High

0" |
.| 678
1™ | 133
.| B7TTY
21 0N
-
3° | 023
.| 567
41 0
| 67,83

000001111124

Unit =1 Example: 1| 2 Represents 12

Summary Section of Y

Standard Standard

Count Mean Deviation Error Minimum Maximum Range
35 206,9143 115,3874 19.50403 13 432 419
Counts Section of Y

Sum of Missing Distinct Total Adjusted
Rows Frequencies Values Values Sum Sum Squares Sum Squares
35 35 0 34 7242 1951158 452684,8
Means Section of Y

Geometric Harmonic

Parameter Mean Median Mean Mean Sum Mode
WValue 206,9143 226 167.,7973 91,97581 7242 256
Std Error 19.50403 6826412
95% LCL 1672773 184 115,7374 61.00638 5854.706
95% UCL 246.,5513 256 215 1422 186,807 8629,294
T-Value 10,6087 9
Prob Level 2.5135845E-12
Count 35 35 35 2
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Variation Section of Y

Standard Unbiased Std Error Interquartile
Parameter Variance Deviation Std Dev of Mean Range Range
Walue 13314.26 115,3674 116,2389 19.50403 192 419
Std Error 244044 14,95528 2527904
95% LCL 8711.173 93,33366 15,77627
95% UCL 2285565 151,1808 2555423
Skewness and Kurtosis Section of Y
Skewness Kurtos is Coefficient Coefficient
Parameter  Skewness Kurtos is (Fisher's g1) (Fisher's g2)  of Variation of Dispersion
WValue -0,07764058 21758 -0,08116117 -0,7620253 0,5576581 0,4088496
Std Error 0,2334829 0.3161589 0,07533523
Trimmed Section of Y
5% 10% 15% 25% 35% 45%
Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed
Trim-Mean 205,5159 206,2857 207,2653 216,05671 2235952 2275
Trim-Std Dev 1001207 86.26117 72,24759 43.42923 2535854 11,634
Count 32 28 25 18 11 4
Mean-Deviation Section of Y
Parameter |X-Mean| |X-Median| (X-Mean)*2 (X-Mean)~3 (X-Mean)~4
Average 93.75021 924 12933.85 -114203,8 3,639942E+08
Std Error 11,73633 2370713 3313094 1,014974E+08
Quartile Section of Y
10th 25th 50th T5th 90th
Parameter Percentile Percentile Percentile Percentile Percentile
Value 294 83 226 280 3634
95% LCL 13 3 184 252 297
95% UCL g6 130 256 361 432
Normality Test Section of Y
Test Prob 10% Critical 3% Critical Decision
Test Name Value Level Value Value (5%)
Shapiro-Wilk W 0,958122 0,2007245 Can't reject normality
Anderson-Darling 0,5202922 0,1859641 Can't reject normality
Martinez-lglewicz 0,9135617 1,129221 1,196894 Can't reject normality
Kolmogorov-Smirnov 0,1057705 0,136 0,148 Can't reject normality
D'Agostino Skewness -0,2158599 0,8290969 1,645 1,96 Can't reject normality
D'Agostino Kurtosis -1,1913 0,233544 1,645 1,96 Can't reject normality
D'Agostino Omnibus 1,4657 04805627 4 605 5,991 Can't reject normality
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Plots Section of ¥

wresst of Tobil Frispaaney

Histogram

Percentile Section of Y

Percentile
99
g4
80
84
a0
T4
70
645
G0
£h
50
45
40
35
30
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432
416.8
3634
3322
2926
280
268.6
256
2508
2404
226
207 4
191.2
187
134.8
g8
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17
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00
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95% LCL

29
267
256
252
238
221
193
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H
18
13
13

Percentile Formula: Ave X{p[n+1])

95% UCL

432
413
367
361
30
293
280
275
256
252
241
238
204
190
184
106
86

Exact Conf. Level

95.49782
96,4725
96,67783
95,0059
95, 71412
96.80229
96.0789
9592338
95.90404
95,92338
9597847
96.80229
955
95.00591
96.16875
96.74316
95.459782
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Stem-Leaf Plot Section of ¥

Depth Stem  Leaf

4 0* | 1123
9 | 56788

11 1* | 04

15 | 8899

(6) 2 | 022344
14 .| 55567899
6 710

5 | 566

2 4 | 13

Unit =10 Example: 1| 2 Represents 120

Summary Section of W

Standard Standard
Count Mean Deviation Error Minimum Maximum Range
35 38,2574 1423819 2406693 16 83 67

Counts Section of W

Sum of Missing Distinct Total Adjusted
Rows Frequencies Values Values Sum Sum Squares Sum Squares
35 35 0 24 1339 58119 6892, 686

Means Section of W

Geometric Harmonic
Parameter Mean Median Mean Mean Sum Mode
Value 38.256714 39 35,75536 33.30019 1339 39
Std Error 2406693 84 23427
95% LCL 33.36615 30 31.39148 292976 1167 615
95% UCL 4314813 44 40,7259 38,56949 1510185
T-\Value 15.89614
Prob Level ]
Count 35 35 35 4
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Variation Section of W

Standard Unbiased Std Error Interquartile
Parameter Variance Deviation Std Dev of Mean Range Range
Value 202,726 14,23819 14,34325 2.406683 20 67
Std Errar 60,6057 3.019774 0,510435
95% LCL 132,6384 11,51687 1,946707
95% UCL 348,0055 18,65491 3,153255
Skewness and Kurtosis Section of W

Skewness Kurtosis Coefficient Coefficient
Parameter Skewness Kurtos is (Fisher's g1) (Fisher's g2) of Variation of Dispersion
Value 0.8022477 4.148745 0,8386254 1,524681 0,3721707 0.2754575
Std Errar 0,3950506 0.9378234 0,0498313
Trimmed Section of W
5% 10% 15% 25% 35% 45%
Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed
Trim-Mean ITA27 37125 37.32653 38 38.42857 39.14286
Trim-Std Dev 10.91793 9.065732 7.818112 5,694229 3.577288 0.6094494
Count 32 28 25 18 1 4
Mean-Deviation Section of W
Parameter [X-Mean| | X-Median| (X-Mean)»2 (X-Mean)*3 (X-Mean)*4
Average 10.84898 10.74286 196,9339 2217 12 160900,6
Std Error 1,448208 59.06839 1873.564 102355,6
Quartile Section of W
10th 25th 50th 75th 90th
Parameter Percentile Percentile Percentile Percentile Percentile
Walue 20 26 39 46 a7.4
95% LCL 16 20 30 41 47
95% UCL 25 32 44 55 83
Normality Test Section of W
Test Prob 10% Critical 5% Critical Decision

Test Name Value Level Value Value (5%)
Shapiro-Wilk W 0.,9403747 0.05744749 Can't reject normality
Anderson-Darling 0.,52685898 0,179072 Can't reject normality
Martinez-lglewicz 1,103379 1,129221 1,196894 Can't reject normality
Kolmogorov-Smimov 0,1267364 0,136 0,145 Can't reject normality
[O'Agostino Skewness 2,064 366 0,03898307 1,645 1,96 Reject normality
D'Agostino Kurtosis 1,6958 0.089930 1,645 1,96 Can't reject normality
D'Agostine Omnibus 71,1372 0,028195 4,605 5,991 Reject normality
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Plots Section of W
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99
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67
574
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406
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95% UCL

B3
B3
61
b5
47
47
46
46
44
41
41
39
39

Exact Conf. Level

95.49782
96.4725
96.67783
95,005
9571412
96.80229
96,0789
9592338
95,90404
9592338
9597847
96.80229
95.5
95,005
96.16875
96.74316
95.49782
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Stem-Leaf Plot Section of W

Depth Stem Leaf

2 1. | 69

7 2 | 00134
9 .| 5B

14 3* | 0002
(5) .| 79993
16 4* 1 11134
il .| BBETTTY
4 5%

4 15

3 6* | 13
High | 83

Unit =1 Example: 1| 2 Represents 12

Summary Section of H

Standard Standard
Count Mean Deviation Error Minimum Maximum Range
35 7391714 97,2049 16.43063 h53 928 375
Counts Section of H
Sum of Missing Distinct Total Adjusted
Rows Frequencies Values Values Sum Sum Squares Sum Square
35 35 0 34 25871 1,944436E+07 321259
Means Section of H
Geometric Harmonic
Parameter Mean Median Mean Mean Sum Mode
WValue 7391714 753 732,821 7263392 25871 a7
Std Error 1643063 675,072
95% LCL 705,7804 596 699, 7764 593,5904 2470231
95% UCL 7725625 781 7674283 762,334 2703969
T-Value 44 98741
Prob Level 0
Count 35 35 35 2
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Variation Section of H

Standard Unbiased Std Error Interquartile
Parameter Variance Deviation S5td Dev of Mean Range Range
Value 9448.,793 97,2049 97.92217 16,43063 132 37h
Std Error 1859,703 13,62821 2,286685
95% LCL 6182 .1 78,62633 13.29028
95% UCL 1622008 1273581 21,52744
Skewness and Kurtosis Section of H
Skewness Kurtos is Coefficient Coefficient
Parameter Skewness Kurtos is (Fisher's g1) (Fisher's g2) of Variation of Dispersion
Value -0.07448594 2 355821 -0,07786348 -0,5534802 0.1315052 01030544
Std Error 0,2363352 0.,334245 0.,01343689
Trimmed Section of H
5% 10% 15% 25% 35% 45%

Parameter Trimmed Trimmed Trimmed Trimmed Trimmed Trimmed
Trim-Mean 739,1905 738,8036 740,0816 743.8 747,118 T48.5714
Trim-Std Dev 81,66502 69,53082 58,18782 38,22247 2077347 10,73978
Count 32 28 25 18 11 4
Mean-Deviation Section of H
Parameter [X-Mean] | X-Median| (X-Mean)~2 (X-Mean)~3 (X-Mean)~4
Awverage 77,9951 77,6 9178.,828 -65502,09 1,9848E+08
Std Error 9,886995 1806,568 2049599 6,001398E+07
Quartile Section of H

10th 25th 50th T5th 90th
Parameter Percentile Percentile Percentile Percentile Percentile
Value 606,2 671 753 803 873,2
95% LCL 553 607 696 773 aov
95% UCL 658 719 781 862 928
Normality Test Section of H

Test Prob 10% Critical 5% Critical Decision

Test Name Value Level Value Value (5%)
Shapiro-Wilk VW 0,9811119 0,7947596 Can't reject normality
Anderson-Darling 01901875 0,8990407 Can't reject normality
Martinez-Iglewicz 0,9693239 1,129221 1,196894 Can't reject normality
Kolmogorov-Smirnov 0,07250457 0,136 0,148 Can't reject normality
D' Agostino Skewness -0,2071036 0,835929 1,645 1,96 Can't reject normality
D' Agostino Kurtosis 0,7124 0476223 1,645 1,96 Can't reject normality
O'Agostino Omnibus 0,5504 0,759423 4 605 5,91 Can't reject normality
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Conclusion
In this research | present statistical methods of GONM system.
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Scientific error since 1785

Miheli¢ Janko, Domzale, Slovenija
mihelic.jani72@gmail.com

Basic rule of trigonometry. Very old, nameless physical law. If we assume a field source, a point source of light with radius
r, light strength decreases with distance.

The same relation applies for electric and magnetic field strength. The rule explains that the field’s strength weakens with
distance and that it has the shape of the sphere.

We must read the equation from both sides! The distance decreases depending on the field strength. The field
determines the length measures and the velocities.

Coulomb‘s (inverse square) law is fundamental physical law of electromagnetism, first published in 1785. This well known
relation must be interpreted as ,,field dependent length contraction” when assuming that the sphere‘s radius r, as well as all
other dimensions and velocities affected by a field are determined by it. In this way, all kinds of attractive forces, including
gravity must be understood as field effects occurring when one body is located within another‘s field of influence and vice
versa.
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Goldfish problem

Problem of the inverse square law is the physical measurements that we observe within the system, but we cannot observe and
measure them outside the system. The fish is in fishbowl, but it can't physically take a look at itself and take measurements from the
outside on the inside. The energy sent by the transmitter to the receiver is expanded both during the signal transmission and during the
bouncing return throughout the space (which means geometrically over the surface of the sphere), so the inverse square for both paths
means that the transmitter will receive energy according to the inverse fourth power of range. Well, modern physics is a false theory.

Are we lawbreakers when we apply the gravitational force instead of the field in our environment, which is capable of doing
the same thing?

The speed (m/s) also depends on the field strength and is therefore not fixed! We and our measuring devices cannot detect this as we
are also in this field, our solar system. The speed of light is proportional to the measurement path. The result at all events is a constant
value. Speed of light is a constant of measurement and not a constant of nature.
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