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Abstract

In this paper we study LDPC codes having cubic semisymmetric graphs as their Tanner
graphs. We discuss the structure of the smallest absorbing sets of these LDPC codes.
Further, we give the expression for the variance of the syndrome weight of the constructed
codes, and present computational and simulation results.
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1 Introduction and preliminaries
Throughout this paper we assume graphs to be finite, simple and connected. For the con-
cepts and notation related to the graph theory and coding theory, we refer the reader to [10]
and [15], respectively.

In this paper we use cubic semisymmetric graphs for the construction of LDPC codes.
A graph is called a 3-regular graph, i.e. a cubic graph, if every vertex of the graph has
the degree equal to three. A graph is edge-transitive (vertex-transitive) if its automorphism
group acts transitively on the set of edges (set of vertices). A regular graph is semisymmet-
ric if it is edge-transitive, but not vertex-transitive. It has been proved that every semisym-
metric graph is necessarily bipartite with two parts of equal size (see [14]).

Semisymmetric graphs were first studied by Folkman in 1967 (see [12]). He proposed
a construction of semisymmetric graphs and constructed the smallest semisymmetric graph
with 20 vertices and 40 edges (the Folkman graph). Furthermore, it has been proved that
there are no semisymmetric graphs with 2p or 2p2 vertices for a prime number p.
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A cubic semisymmetric graph is a 3-regular graph which is semisymmetric. A con-
struction of cubic semisymmetric graphs and the (non)existence of graphs with a certain
number of vertices have been a subject of many studies. For example, in [20], the exis-
tence of the unique cubic semisymmetric graph with 2p3 vertices for a prime number p,
the Gray graph of order 54, was proved. In [11], the condition for the existence of cubic
semisymmetric graphs with 6p3 vertices was given, and a construction of such graphs was
described. The classification of cubic semisymmetric graphs with at most 768 vertices was
given in [4]. All of the listed graphs have girth at least eight.

The dual code C⊥ of an [n, k] linear code C is an [n, n− k] code defined by

C⊥ =
{
x ∈ Fn

p | x · y = 0, ∀y ∈ C
}
,

where · is the standard inner product. A generator matrix of the code C⊥ is called a parity-
check matrix of C.

A binary low-density parity-check (LDPC) code is a binary linear code defined by a
sparse parity-check matrix H . That is to say, H contains a very small number of nonzero
entries. An LDPC code is (wc, wr)-regular if the weight of each column is equal to wc,
and the weight of each row is equal to wr.

LDPC codes can be presented using Tanner graphs, which were introduced by Tanner
in [26]. The Tanner graph of an LDPC code is a bipartite graph that consists of two sets
of vertices; bit nodes that correspond to codeword bits and check nodes that correspond to
parity-check equations. An edge connects a bit node to a check node if that bit is included
in the corresponding parity-check equation. If an LDPC code is (wc, wr)-regular, the cor-
responding Tanner graph is a biregular bipartite graph in which vertices are of degree wc

or wr.

The decoding performance of an LDPC code depends on the structure of the corre-
sponding Tanner graph; the existence of short cycles in the Tanner graph of a code es-
tablishes a correlation between iterations in the process of decoding, and therefore, has a
negative impact on the bit error rate (BER) performance of the code. The shorter the cy-
cles are, the more significant the effect is. Furthermore, the iterative decoding performance
of an LDPC code is related with the existence of certain undesirable substructures of the
corresponding Tanner graph. For an AWGN channel, substructures that are called trapping
sets, determine error floor performance of an LDPC code. It has been proved that absorbing
sets, as a special type of trapping sets, have an important role in the error floor (see [25]).

Various combinatorial structures, including graphs, were used for a construction of
LDPC codes without cycles of length four (see, e.g., [6, 16, 17, 23]). In [7], the authors in-
vestigated a family of LDPC codes constructed by taking bipartite cubic symmetric graphs
as the Tanner graphs. In this paper, we construct LDPC codes from cubic semisymmetric
graphs and study the smallest absorbing sets in the corresponding Tanner graphs.

The paper is organized as follows. In Section 2, the construction of the family of LDPC
codes using cubic semisymmetric graphs is presented, some properties of the obtained
codes are analyzed and the results regarding the code parameters are given. Furthermore,
the expression for the variance of the syndrome weight of the constructed LDPC codes is
presented. In Section 3, the structure of the smallest absorbing sets is studied. Sections 4
and 5 contain computational and simulation results.
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2 LDPC codes constructed from cubic semisymmetric graphs
Let G be a connected cubic semisymmetric graph with 2n vertices, and denote by A its
adjacency matrix. Since every semisymmetric graph is bipartite with two parts of equal
size, its adjacency matrix can be written as follows

A =

[
0 H

HT 0

]
, (2.1)

where H is an n× n matrix.

Taking the matrix H as a parity-check matrix, one can construct a (3, 3)-regular LDPC
code CH(G) of length n. The dimension of that code is equal to n − rank2(H), where
rank2(H) = 1

2 rank2(A). Furthermore, the density of the parity-check matrix H is equal
to 3

n . For the constructed code CH(G), the cubic semisymmetric graph G is its Tanner
graph.

From the fact that semisymmetric graphs are edge-transitive, but not vertex-transitive, it
follows that HT determines another LDPC code CHT (G). The code CHT (G) is a
(3, 3)-regular LDPC code of length n, and its dimension is equal to n − rank2(H) as
well.

Let H and HT be n × n parity-check matrices of the codes CH(G) and CHT (G), re-
spectively. For the code CH(G), the bit node graph Γb is defined in the following way:
vertices of the graph correspond to codeword bits, and two vertices are adjacent if and only
if the corresponding bits are included in the same parity-check equation. In other words,
two vertices of the graph Γb are adjacent if and only if the corresponding bit nodes of the
Tanner graph of the code CH(G) have a common neighbour. Similarly, the vertices of the
check node graph Γc correspond to parity-check equations of the code, and two vertices
are adjacent if and only if the corresponding parity-check equations have a bit in common.
That is to say, two vertices of the graph Γc are adjacent if and only if the corresponding
check nodes of the Tanner graph of the code CH(G) have a common neighbour. Note that
the check node graph Γc of the code CH(G) is the bit node graph of the code CHT (G).

Theorem 2.1. Let G be a connected cubic semisymmetric graph with girth at least six and
let H be the parity-check matrix of the code CH(G). Then the corresponding bit node graph
Γb and check node graph Γc are 6-regular.

Proof. Let v be a bit node of the Tanner graph G. The degree of the node v is equal to
three, and each of its neighbours is adjacent to another two bit nodes. Using the fact that G
does not have cycles of length four, it follows that v has a common neighbour with exactly
six other bit nodes. In other words, the degree of a vertex of the graph Γb is equal to six,
i.e., the graph Γb is 6-regular. In the same way it can be concluded that the graph Γc is also
6-regular.

Theorem 2.2. Let G be a connected cubic semisymmetric graph with 2n vertices and girth
at least six. Further, let H be the parity-check matrix of the code CH(G) and let Γb and Γc

be the corresponding bit node graph and check node graph, respectively. Matrices Tb and
Tc are square (0, 1)-matrices of order n satisfying Tb = HTH − 3I and Tc = HHT − 3I
if and only if Tb and Tc are the adjacency matrices of the graphs Γb and Γc, respectively.
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Proof. Let us consider the n × n matrix HTH = [hi,j ]. The degree of a bit node of the
Tanner graph G of the code CH(G) is equal to three, hence hi,i = 3, i ∈ {1, . . . , n}. An
element hi,j , i ̸= j, of the matrix H is equal to one or zero depending on whether the
corresponding nodes of the graph Γb are adjacent or not. Accordingly, Tb = HTH − 3I ,
where Tb is the adjacency matrix of the graph Γb.

Conversely, let Tb = [ti,j ] be an n × n (0, 1)-matrix with the property that
Tb = HTH − 3I . HTH is a symmetric matrix and, consequently, Tb is also a sym-
metric matrix such that ti,i = 0, i ∈ {1, . . . , n}. The girth of the Tanner graph G is greater
than four, so hi,j , i ̸= j, is equal to zero or one, and represents the number of common
neighbours of the corresponding bit nodes of the Tanner graph G of the code CH(G). It
follows that Tb is the adjacency matrix of the graph Γb.

An analog statement for the matrix Tc can be formed similarly by observing check
nodes of the Tanner graph of the code CH(G).

A clique of a graph G is a complete subgraph of the graph G. The clique number of the
graph G, denoted by ω(G), is the number of vertices in a clique of the largest size in G, i.e.
the order of a complete subgraph of G of maximum possible size for G. In the sequel, the
clique number of the bit node graph Γb and the check node graph Γc will be examined.

Lemma 2.3. Let G be a connected cubic semisymmetric graph. Further, let CH(G) be
the corresponding LDPC code and let Γb and Γc be its bit node and check node graph,
respectively. The clique numbers of the graphs Γb and Γc are at least three.

Proof. Each check node of the Tanner graph G is a common neighbour of every pair of
its three adjacent bit nodes. Thus, each check node determines the complete graph K3

as a subgraph of the bit node graph Γb. Similarly, each bit node of the Tanner graph
determines the complete graph K3 as a subgraph of the check node graph Γc. Hence,
ω(Γb), ω(Γc) ≥ 3.

Lemma 2.4. Let G be a connected cubic semisymmetric graph with girth greater than six.
Further, let CH(G) be the corresponding LDPC code and let Γb and Γc be its bit node and
check node graph, respectively. Then the complete graph K4 is not a subgraph of Γb or
Γc.

Proof. Suppose that K4 is a subgraph of the graph Γb. Let the bit nodes u1, u2, u3, u4 be
the vertices of K4. We have the following two possibilities:

(a) One of the check nodes (say v1) in the corresponding subgraph of the Tanner graph G
has degree three. Let u1, u2 and u3 be the bit nodes adjacent with v1. Furthermore,
let the check node v2 be a common neighbour of u1 and u4. Since u2 and u4 are
adjacent in Γb, they have a common neighbour v3 in G. Then u1v1u2v3u4v2u1 is a
cycle of length six, which is impossible since the girth of the graph G is greater than
six.

(b) The check nodes in the corresponding subgraph of the Tanner graph G have degrees
at most two. Let the check node vi be a common neighbour of the bit nodes u1 and
ui+1, i = 1, 2, 3. Since u2 and u4 are adjacent in Γb, they have a common neighbour
v4 in G. Then u1v1u2v4u4v3u1 is a cycle of length six, which contradicts the fact
that the girth of the graph G is greater than six.
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Analog arguments yield that K4 is not a subgraph of Γc.

The following theorem is a direct consequence of Lemmas 2.3 and 2.4.

Theorem 2.5. Let G be a connected cubic semisymmetric graph with girth greater than
six. Further, let CH(G) be the corresponding LDPC code and let Γb and Γc be its bit node
and check node graph, respectively. Then ω(Γb) = ω(Γc) = 3.

In the sequel, we discuss the minimum distance of the codes CH(G) and CHT (G). The
following results from [24] will be used.

Theorem 2.6 ([24, Theorem 3.1]). Let C be a binary linear code with a parity-check matrix
H . Then there exists a codeword in C with weight w if and only if there are w columns in
H whose vector sum is a zero vector.

Theorem 2.7 ([24, Theorem 3.2]). Let C be a binary linear code with a parity-check matrix
H . Then the minimum distance of the code C is equal to the smallest number of columns in
H whose vector sum is a zero vector.

The column weight of parity check matrices H and HT of codes CH(G) and CHT (G) is
equal to three, and according to Theorem 2.6, the codes are even. Therefore, the minimum
distance of the codes is an even number.

Theorem 2.8. Let G be a connected cubic semisymmetric graph with girth greater than six.
Let d(CH(G)) and d(CT

H(G)) be the minimum distances of the codes CH(G) and CHT (G),
respectively. Then d(CH(G)) ≥ 6 and d(CT

H(G)) ≥ 6.

Proof. The column weight of the parity-check matrix H of the code CH(G) is equal to
three, and since the graph G does not have cycles of length four, it follows that the minimum
distance of the code is at least four (see [13]). Assume that the minimum distance of the
code is equal to four. As a consequence of Theorem 2.7, four columns of the parity-check
matrix whose sum equals zero exist. Therefore, a set S in the graph G, which consists of
four bit nodes such that each pair of the vertices has a different common neighbour in G,
exists. Moreover, the set S determines the complete graph K4 as a subgraph of the bit node
graph Γb. Using Theorem 2.5, we conclude that the minimum distance of the code is at
least six.

Observing check nodes of the Tanner graph of the code CH(G), and the check node
graph Γc, one can prove the statement for the minumum distance of the code CHT (G).

In [7, Theorem 1], the minimum distance of an LDPC code constructed from a bipartite
cubic symmetric graph is expressed using the second largest eigenvalue of the adjacency
matrix of that graph. In a similar way, using the result given in Theorem 2.8, one can prove
the following theorem.

Theorem 2.9. Let G be a connected cubic semisymmetric graph with 2n vertices and girth
greater than six. Let λ2 be the second largest eigenvalue of its adjacency matrix A. Let
d(CH(G)) and d(CT

H(G)) be the minimum distances of the codes CH(G) and CHT (G), re-
spectively. Then the following inequalities hold

d ≥


2
5n, λ2 ≤ 2,
2
9n, 2 < λ2 ≤

√
6,

6,
√
6 < λ2 < 3,
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where d ∈ {d(CH(G)), d(CT
H(G))}.

Remark 2.10. The results given above refer to the LDPC codes constructed from con-
nected cubic semisymmetric graphs with girth greater than six. According to the classifi-
cation of cubic semisymmetric graphs with at most 768 vertices (see [4]), all such graphs
have girth at least eight. Consequently, all of the associated LDPC codes have properties
stated above.

Theorem 2.11. Let G be a connected cubic semisymmetric graph with 2n vertices. Then
the dimension of the codes CH(G) and CHT (G) is at most n− 2α(Γb) + 1, where α(Γb) is
the independence number of the bit node graph Γb.

Proof. The 2-rank of the parity-check matrix of a binary code determines its dimension.
The 2-rank of the matrix H is equal to the 2-rank of the matrix HT and, therefore, it is
sufficent to observe the matrix H and the corresponding code CH(G). A maximal indepen-
dent set of Γb determines α(Γb) linearly independent columns of the parity check matrix
H . These columns have the property that no two columns have an entry equal to one at
the same position. Due to the fact that Γb is a 6-regular graph, there are 6α(Γb) ones at
different positions within the columns. Therefore, adding any other α(Γb)− 1 columns of
the matrix, a set of 2α(Γb)− 1 linearly independent columns of the parity check matrix is
defined. Hence, 2-rank of the matrix H is at least 2α(Γb)− 1.

As a consequence, the dimension of the code is at most n − 2α(Γb) + 1, where n
is the length of the code, i.e. the number of vertices of the graph Γb, and α(Γb) is the
independence number of the graph Γ.

2.1 The variance of syndrome weight

To predict a decoding efficiency one can use a channel state information (CSI) (e.g. the
crossover probability, a signal-to-noise ratio), which has an important role for communi-
cation systems. The estimation (performed prior to decoding) of the crossover probability
based on the probability of syndrome weight was proposed in [18] and [27].

The expression for the variance of the syndrome weight of the LDPC codes constructed
from bipartite cubic symmetric graphs is given in [7]. In a similar way, one can obtain the
expression for the variance of the syndrome weight of the LDPC codes constructed from
cubic semisymmetric graphs which is given by

V ar(w) =
n

2
(7f6(ρ)− 6f4(ρ)) ,

where the function ft is defined by ft(ρ) =
1−(1−2ρ)t

2 (see [22]).

3 Absorbing sets
Let G = G(C) be the Tanner graph of an LDPC code C which is determined by an m× n
parity check matrix H . A (κ, τ) trapping set is a set T , that consists of κ bit nodes, having
the property that the induced subgraph G[T ] has exactly τ check nodes of odd degree. The
most harmful trapping sets are those with small sizes and small ratios τ

κ . If the Tanner
graph of an LDPC code does not have trapping sets with size smaller than the minimum
distance of the code, then the error floor of the code is dominated by the minimum distance
(see [9]). Let T be a trapping set. If every bit node in G[T ] is connected with fewer check
nodes of odd degree than check nodes of even degree, then T is called an absorbing set.
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Let A be a (κ, τ)− trapping set in the Tanner graph of an (3, wr) LDPC code. Using
simple counting it can be seen that τ is an even number if κ is even, and an odd number if
κ is odd.

The results in the sequel refer to the LDPC codes for which the corresponding Tanner
graphs have girth at least six. We examine the existence of the smallest absorbing sets in
the Tanner graphs of the LDPC codes constructed from the cubic semisymmetric graphs.

Theorem 3.1. Let the Tanner graph of the LDPC code CH(G) be a connected cubic
semisymmetric graph G with girth at least six. Then there is no absorbing set of size
smaller than three in the graph G.

Proof. The proof follows directly from the definition of an absorbing set and the fact that
the Tanner graph of the code has no cycles of length four.

Theorem 3.2. Let G be a connected cubic semisymmetric graph with girth greater than
six, which is the Tanner graph of the LDPC codes CH(G) and CHT (G). The Tanner graph
G has no absorbing set of size three.

Proof. Let A be a (3, 3)-absorbing set, which is the only possible structure of an absorbing
set of size three in the Tanner graph of the codes (see Figure 1). The proof follows directly
from the fact that the absorbing set defines a cycle of length six in the Tanner graph.

Figure 1: The only possible structure of an absorbing set of size three in the Tanner graph
of the LDPC codes CH(G). and CHT (G).

Theorem 3.3. Let G be a connected cubic semisymmetric graph with girth greater than
six, which is the Tanner graph of the LDPC codes CH(G) and CHT (G). The only possible
structure for an absorbing set of size four is (4, 4)-absorbing set.

Proof. Since the size of an absorbing set is an even number, and according to the previous
observations, the possible structures for absorbing sets of size four in the Tanner graph of
the codes are (4, 0), (4, 2) and (4, 4) absorbing sets (see Figure 2(a), (b) and (c), respec-
tively). The proof follows directly from the fact that (4, 0) and (4, 2) absorbing sets define
the complete graph K4 as a subgraph of the graph Γb.
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(a)

(b)

(c)

Figure 2: The possible structures of an absorbing set of size four in the Tanner graph of the
LDPC codes CH(G) and CHT (G).

4 Computational results
Within this section the parameters of the LDPC codes obtained from cubic semisymmetric
graphs are presented. For the construction of the cubic semisymmetric graphs we have
employed the method presented in [1]. The parameters of the constructed codes can be
seen in Table 1. The parameter v denotes the number of vertices of the corresponding
cubic semisymmetric graph.

v LDPC1 LDPC2

54 [27, 8, 6] [27, 8, 8]∗

112 [56, 12, 14] [56,12,16]
120 [60, 14, 8] [60,14,12]
144 [72, 16, 12]∗ [72, 16, 14]∗

216 [108, 16, 24] [108, 16, 32]
240 [120, 22, 16] [120, 22, 24]
294 [147, 26, 14] [147, 26, 26]
336 [168, 24, 14] [168, 24, 42]
378 [189, 11, 42] [189, 11, 56]
384 [192, 35, 16] [192, 35, 18]
400 [200,24,32] [200,24,60]
432 [216, 24, 48] [216, 24, 60]

v LDPC1 LDPC2

448 [224, 33, 32] [224,33,32]
486 [243, 2, 162]∗ [243, 2, 162]∗

546 [273, 5, 130] [273, 5, 130]
576 [288, 32, 48] [288, 32, 56]
672 [336, 47, 14] [336, 47, 42]
702 [351, 8, 78] [351, 8, 104]∗

720 [360,10,120] [360,10,120]
784 [392, 12, 98] [392,12,112]
798 [399, 5, 190] [399, 5, 190]
864 [432, 32, 96] [432, 32, 108]
882 [441, 44, 42] [441, 44, 78]
896 [448, 48, 84] [448,48,100]

Table 1: The parameters of LDPC codes constructed from cubic semisymmetric graphs
with less than 1000 vertices (using the method presented in [1]).
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The Tanner graphs of the constructed codes have girth at least eight. The codes CH(G)
and CHT (G) are isomorphic in the case when the number of vertices of the cubic semisym-
metric graph G is 486, 546, 720 or 798.

Remark 4.1. Lately, much interest has been devoted to LCD codes, which have an impor-
tant application in cryptography, in protection against side-channel and fault attacks (see
[2]). Self-orthogonal codes can be used to construct quantum error-correcting codes, which
can protect quantum information in quantum computations and quantum communications
(see [3]).

The LDPC codes marked in bold are self-orthogonal codes, and those labeled with ∗ in
Table 1 are LCD codes.

Remark 4.2. Codes CH(G) and CHT (G) constructed from a cubic semisymmetric graph
(CSSG) have the same length and dimension, and, in general, different minimum distance.
Thus, the construction gives diversity in code parameters for the same graph, which is
not the case for LDPC codes which are constructed in [7] using cubic symmetric graphs
(CSGs).

According to the classification of CSSGs with at most 768 vertices (see [4]), all the
graphs have girth at least eight, while according to [5] many CSGs have girth equal to six.
Moreover, semisymmetric graphs form a wider family than symmetric graphs.

Furthermore, we have compared the parameters of the LDPC codes constructed from
CSSGs to the parameters of the LDPC codes constructed from CSGs. The results are shown
in Table 2. It can be concluded that, for the same code length, the LDPC codes from CSSGs
achieve higher code rate than those constructed using CSGs. When n = 27, the code rate
is four times greater.

n Rate (CSSG) Rate (CSG)
27 0.296 0.074
56 0.214 {0.107, 0.143}
60 0.233 {0.067, 0.083}
72 0.222 {0.083, 0.111}

Table 2: Rates od LDPC codes constructed from cubic symmetric and semisymmetric
graphs with the same length.

5 Simulation results

In this section, we present simulation results of the LDPC codes derived from the cubic
semisymmetric graphs, over the additive white gaussian noise (AWGN) channel. We have
compared the codes with randomly generated LDPC codes of the same length and dimen-
sion and a parity-check matrix with a column weight equal to three. For randomly gener-
ated codes we have used the software for LDPC codes available on [21], which employs the
construction from [8, 19]. The codes are decoded with the sum-product decoding algorithm
and the maximum number of iteration is set to 50. Figures 3 - 6 show the performance of
the codes.
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Remark 5.1. The LDPC codes that we are aware of were not adequate for the comparison
with the LDPC codes obtained in this paper because of the different parameters of the
codes. Thus, we have used the best known random construction for LDPC codes. It has
been proved in [8] that the construction leads to LDPC codes with performance close to the
Shannon limit. Moreover, the best results were obtained in the case of the smallest possible
column weight.

Figure 3: BER performance of the [56, 12, 16] LDPC code derived from the Ljubljana
graph.

Figure 4: BER performance of the [147, 26, 26] LDPC code derived from the cubic
semisymmetric graph with 294 vertices.
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Figure 5: BER performance of the [288, 32, 56] LDPC code derived from the cubic
semisymmetric graph with 576 vertices.

Figure 6: BER performance of the [448, 48, 100] LDPC code derived from the cubic
semisymmetric graph with 896 vertices.

The obtained simulation results indicate better BER performance of the codes con-
structed from the cubic semisymmetric graphs than randomly generated LDPC codes.
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