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Abstract

Considering the problems faced by learners of Jeggfrom non-kanji background, the present
paper discusses the characteristics of 15 exig@mg dictionary indexes. In order to compare

the relative efficiency of these indexes, the cphad selectivity is defined, and the selectivity

coefficient of the kanji indexes is computed andmpared. Furthermore, new indexes

developed by the present authors and based onphabat code, a symbol code, a semantic
code, and a radical-and-stroke-number code areemiexs and their use and efficiency are
explained.
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kodiranju, semanthem kodiranju in kodiranju na osnovi pomenskegackljin Stevila potez.
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1. Background of the study

The most commonly known indexes used to look ugi K@minese characters) in
character dictionaries are the radical inde¥ # 5% 5| bushu-sakuiy) the stroke-
number index £ B %5 5| sokakusuu-sakunand the readings index&(3)l 55 5
onkun-sakuip The radical index is used when searching kagjinteans of their
radical; it consists of a list of all radicals avgad by increasing number of strokes,
where each radical is followed by a list of chagegtbelonging to this radical, and each
list of characters with the same radical is usualisanged by increasing number of
strokes. The stroke number index is used to lookhgracters when their number of
strokes is known; it consists of all characterstaimed in a dictionary, arranged by
increasing total number of strokes. The readingexrs used to look up characters by
their reading, and consists of a list of all readirof the characters contained in the
dictionary, usually arranged in standgajizon kana order.

However, it is also generally known that learneosrf non-kanji background, i.e.
learners who are not familiar with Chinese charaetgting, find it difficult to use
traditional character dictionaries. When searchim@ traditional radical index, it is
sometimes difficult to determine which part of tbiearacter is to be considered its
radical, as in the case bf where T_ is the radical. Traditional ordering is complichte
also because it does not classify characters ¢entlis according to shape, but rather
takes into account meaning, such as in the casieeotharactergi (“between”) Ff
(“close”), Bl (“open”) which are indexed under radi¢dl (“gate”), while the character
fi] (“question”) is indexed under radical (“mouth”) andf# (“listen”) under radical
H (“ear”). The user should therefore already knowativance the meaning of a
character in order to look it up, which is selddm tase. Indexes ordered by number
of strokes are also troublesome to use, since meettemake mistakes when counting,
and there are many characters with the same nuafilstiokes. In order to use reading
indexes, on the other hand, the user needs to kneweading of a given character in
order to look it up, but most users from a non-kéajckground generally look up
characters exactly because they do not know howetd them.

2. Previous research

Previous research has aimed at developing mom@esftisearch methods. Both in
the cultural sphere using Chinese characters atsideuof it, diverse types of search
methods have been developed and are being usedkbdbe above mentioned and
well known radical index, stroke index or readingdex. To mention a few, other
methods include the “five step arrangement karjleta (F2 B #E5# 53 godan
hairetsu kanji hy) developed by the Russian researcher Rosenbeld)1he Four
corner method Il 4 =fif§ Si jido hao na) developed in China (Wang, 1925), the
phonetic key index %4 onpy developed by Shiraishi (1971/1978), the index of
katakana shapes, the initial stroke pattern indek the index of meaning symbols
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developed by Kam (1998), the index of stroke order patterns by \Wa&ad Hattori
(1989), the index of character shapes by Sakarmedalk Shinagawa, Tajima and
Tokashiki (2009), the key words and primitive me@si index by Heisig (1977/2001),
a radical index consistently based on shape by idaérey and Spahn (1981), the
system of kanji indexing by patterns (SKIP) develbpy Halpern (1988), and the
Kanji Fast Finder system by Matthews (2004). Théhans of the present paper have
also contributed to research on character indefiogobeva, 2009, 2011).

3. Research aims

The goal of this paper is to 1) describe existihgracter search methods and
analyse their efficiency; and 2) develop an effitieharacter search method based on a
coding of character which appropriately expressesacter form.

4. Research method

Given the variety of existing character indexes,omasidered that an evaluation
and comparative analysis of their efficiency wasessary. In order to compare the
efficiency of the various character indexes, i$ $tudy we decided to use the concept
of selectivity which expresses the processing efficiency of cdmpuaata. With
reference to character indexes, we introduced ¢heapt ofselectivity coefficienand
used it to compare and assess the efficiency oétiegi character indexes by
calculating their selectivity coefficient.

We then built some new types of character indexethe basis of character codes
which accurately express character form. We cootscua database with four kinds of
character codes for all nedgys kanji, sorted the data according to the order used in
dictionary compiling, and developed four indexes:adphabet code index, a symbol
code index, a semantic code index and a radicastiokle code index.

Finally, we compared and evaluated the efficieridhese four code indexes.

5. Types and characteristics of existing character inelxes

In the following paragraphs we introduce 12 exiptippes of character indexes,
omitting the on-kunreadings index, the radical index and the strakedrer index
already described in the introduction.
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5.1 Five step arrangement kanji table -TLB¥ k5|

The “graphic system” search method developed by Russian researcher
Vasil'ev (1867) and the “five step arrangement kéaiple” developed by Rosenberg
(1916) are generally known as the “Russian graggstem” (“Kod_Rozenberga”,
2012).

This is a method of arranging characters by formers only need to remember
some simple rules and can use this method even wiggncannot determine which
part is the radical, have problems counting thelmemof strokes and do not know how
to read the character. The method was developegrbiessor Vasilij Pavlovi
Vasil’ev, a Chinese language scholar at Kazan Wsityein Russia, who extracted 19
kinds of graphic elements or strokes (see FigumgHidh compose Chinese characters,
and classified each character according to itsskaske, i.e. the stroke which is written
last.

— L) 77} T—=\A\VLZ.

Figure 1: Vasile'v's 19 graphic elements of Chinese character

On the basis of these graphic elements, he compiledw type of character
dictionary with a unique character ordering andradeamethod: the first Chinese-
Russian dictionary, entitled’pa¢uueckas cucrema xuraiickux ueporiupos. OmbIT
MepBOTo KUTalicko-pycckoro ciopaps [Graficeskad sistema kitajskih ieroglifov. Opyt
pervogo kitajsko-russkogo slovara.“Graphic System of Chinese Characters. An
attempt at the First Chinese-Russian DictionalyVasil’'ev, 1867, see figure 2). This
was the beginning of a far-reaching reform in dictiry structuring and organisation.

Figure 2: Vasil'ev's First Chinese-Russian Dictionary
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Two decades later, professor D. A. PeSurov at SBetersburg University
published a Chinese-Russian dictionary entitl€alraiicko-pycckuii cioBaps. 10
rpaduueckoii cucreme (Kitajsko-russkij slovar” po grafeskoj sisteme - “Chinese-
Russian Dictionary. Based on the Graphic SysteReSurov, 1891) on the basis of
Vasil'ev's graphic method (see figure 3).

TR O A e
EHTAGCEO-PYCCRTIT
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Figure 3: PeSurov’'s Chinese-Russian Dictionary

The Russian graphic system was subsequently atsb insa Japanese character
dictionary, compiled by professor Otto RosenberdsbfPetersburg University, who
emphasised the importance of kanji learning stagimdollows: “... especially for the
person who is going to study the literary arts @pah and Japanese civilisation of
former ages, the knowledge of Chinese characterslégtbecome the core subject of
learning™ (Rosenberg, 1916, p. 7). At the same time, he dilstussed the difficulties
to be faced when learning Chinese characters amg) eharacter dictionaries, and
wrote the following comment regarding charactersndpdisted according to their
radicals: “I feel considerable inconvenience arftiagilty, because Chinese characters
do not possess an ordering such as alphat§Bissenberg, 1916, p. 1).

On the basis of the graphic system developed byl"#asRosenberg constructed
a search system that was based on the shape ché#nacters and was completely
different from the traditional indexes based onigald, stroke number and readings,
and used it to compile théBtEl 55~ # (Godan hairetsu kanjiten - “Five Step

LR ICETR B RO SCH, B H ARD SR 2D A LT D N T, ER ORI,
FOFERH-53%720,

2 IR R AARME LWL A R U720, FAUTEL L CEFICT A7 7y hO X NEF 72 X2k
na70,
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Arrangement Character Dictionary”a dictionary with a novel character arrangement
and search system published in Japan (Rosenbel§, 4€e figure 4).

Figure 4: Rosenberg’sf. B¢l 71 (Godan hairetsu kanjiter.916)

The basic idea of the five-step arrangement sesystem is that “One look at the
shape of the character [...] is enough. It can tinemediately be found rapidly and
reliably’” (Rosenberg, 1916, Explanatory notes 1).

Russian speakers are used to the notation in iCyaitld Roman letters, and even
in the case of Chinese characters they feel the fozea systematisation similar to the
alphabet. Rosenberg took that into account whessifleng and arranging characters
according to the last written stroke. In contrastasil'ev’'s system with 19 strokes
(Vasil'ev, 1867), Rosenberg used 24 strokes aniielivthem into 5 groups. In order
to implement a Chinese character ordering systesedan stroke order, Rosenberg
extracted 24 types of strokes, and grouped them Sntategories, according to the
direction in which they are written. Finally, hdessted one stroke to represent each of
the five groups, as shown in table 1 (Rosenberg6,19. 20).

Table 1: Basic strokes in Rosenberg’s system

Direction Basic strokes
7 /
N AN
v J
! |

S (WPE) DA, — RUIEDDIRIT, 45720, ML TEHIOREMEE ISR T 528
5L,



An Analysis of the Efficiency of Existing Kanji tlexes... 33

— —_

Rosenberg exemplified the 5 types of strokes uliegh strokes of the character
7, as shown in figure 5.

Figure 5: Rosenberg'’s five types of strokes, exemplified gy ¢haracters

The Chinese character cha~? 1% kanji no jibohy) in Rosenberg’s
(1916) dictionary is shown in figure 6, while figu¥ shows one page of the Five step
arrangement Chinese character ind&E¢i 511553 godan hairetsu kanjitdy, and
figure 8 shows one page of the dictionary’s maitnies
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Figure 6: The Chinese character chagif o> 7k:Z kaniji no jibohy)
in Rosenberg’s dictionary

The Chinese character type chart (see figure 8udes the five basic strokes,
beneath them all 24 strokes classified by shapeeb®iging to one of the basic five
strokes, and finally, beneath them, 567 charagpes (Chinese characters and
character patterns) classified according to thet®skes and divided into 60 columns.
Characters listed in the Five step arrangementeSkiicharacter indext(E:Ac 5135
7 godan hairetsu kanijiliy see figure 7) are arranged according to the avtiéneir
strokes in the character chart. Figure 8 showscample dictionary page.

=

Bl ¥ B

R

ﬁ
&
5
=

Figure 7: First page of the Five step arrangement Chinesectea index
(FLEX ALY 55 godan hairetsu kanjit®) in Rosenberg’s dictionary
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Figure 8: Examples of main entries in Rosenberg’s dictionary

In the 19th century Russian researchers focuseth@rform of characters and,
adhering to the principle of coherent classificatigpproposed a novel character
sequencing and search method. In the former Sdauédn, this “Russian graphic
system” was the basis for tl@msimioii kuraiicko-pycckuii cinoaps (Bol S0j kitajsko-
russkij slovar” -“The Great Chinese-Russian DictiongryPanasyuk & Suhanov,
1983). Later, the “Russian graphic system” for mgiag and searching characters
according to their stroke characteristics was mifioential in the creation of the “Four
corner method” [0 5 Si jido hao nd, see figures 9 and 10), developed in China
during the 1920s. (Wang, 1934, p. 38).
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5.2 The Four corner method

The Four corner method (ChineBeéfs 55 si jido haond, Japanesddf 51
skikakugma) is one of the Chinese character search systewhsnathe context of
Japanese language means the “code based on fo@rgort was developed in China
by Wang Yan Wi, who published higiEfis#s5% (Haomi jianzi i - “Code based
character search methodin 1925,V £ 54 7-1% (Si jido haond jianzi # - “Four
corner code based character search methdd’1926, and finally/t £ S kg 575
ik 72 (Si jido haond jianzi #: fu jignzi & biao - “Four corner code based
character search method: with a character look-ablé¢ appendix) in 1934. Just like
the “Russian graphical system”, the Four cornerhoetdoes not depend on the
radical, stroke number, stroke order, reading oanivgy of a character, but rather
allows for character look-up by means of a codectvlis based on the shape of the
strokes in the four corners of a character. Thakstshapes in each of the four corners
are assigned numbers from 0 to 9, and in ordeistinduish between those Chinese
characters which happen to end up with the sameérgpket of assigned digits, an
extra “corner”, namedfff4 (fujido) is additionally assigned. Each Chinese character
can thus be uniquely coded and ordered by a figé dumber. In order to use this
Chinese character index, it is not necessary te hay knowledge of traditional search
systems based on radicals, stroke number or stroles.

Figure 9: Front page ofU f 5k 71k Btk 3k
(Si jiao haon jidnzi fi: fu jianzi fa biao - “Four corner code based character searthate
with a character look-up table appendix”) (Wang340
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Figure 10: Introduction tolU £ 5EfBiR 515 [T
Si jido haond jianzi fa: fu jidnzi fa biao - “Four corner code based character searthatie
with a character look-up table appendix” (Wang,4,98 38)

To give an example, the characiér is assigned the code 34131, by assigning
these numbers to the strokes in each corner, ifotlogving sequence:

3 4
{51
13

The Four corner method was adopted in the compiiaif KX FIEE#L (Dai Kan-
Wa Jiten Morohashi, 1960)The Great Chinese Character - Japanese Dictioniard3
volumes published in Japan. The coding rules usdHi$ dictionary are described in
Morohashi (1984, p. 1038).

5.3 Katakana shape based classification

The Katakana shape based classification systén {7 7 3 ¥ 5% 51 -
katakana jikei bunrui sakujnKars, 1998, p. 1007) sorts all the 1948y kaniji
according to the similarity of their component ke to Japanese kana syllabary
character shapes, with Chinese characters acctydingnged as kana in the “a, i, u,
e, 0" order. Chinese characters are listed undepdnt that shares the same shape with
some katakana character, as can be seen in table2oosition of the katakana-like
shape within each character is not questioned.



38 Galina N. VOROEVA , Victor M. VOROBEV"

Table 2: Examples of Chinese characters listed under eaeldaa character

katakana form type examples of corresponding Chinese characters
7 T, F, AL A,
A fili, £, £, 1k, ...
- T, o, &, i, ...
4+ > R %I P ¢ S R

5.4 Initial stroke pattern index

The Initial stroke pattern index& L ~%—>325| kakidashi pataan sakuin
Kano, 1998, p. 1020) shares similarities with the afoeationed Five step
arrangement Chinese character table developed bgriRerg, but while Rosenberg
operates with the strokes written at the very ¢inel,Initial stroke pattern index deals
with the strokes that are written first. The Iriteroke pattern index defines the six
initial stroke patterns given in table 3.

Table 3: Initial stroke patterns in Kars Initial stroke pattern index (1998)

1 2 3 4 5 6
— I J \ - |92

Characters with the same initial stroke pattern adered by their number of
strokes. For example, characters belonging to npatte(—) appear in the following
order, according to their number of strokes —, T, =, K, ....

5.5 Stroke order index

The Stroke order indexX&JlF5Z 5| hitsujun sakuih was implemented by Wakao
and Hattori (1989) in their dictionary for the da&foerment of cursive style characters
(I Lg% 78 Kuzusi kaidoku jiten Characters in this dictionary are ordered
according to their stroke order and stroke directBrush movement is represented by
arrows pointing to eight directions, with each diren being assigned a number (code)
ranging from 0 to 7 (Wakao & Hattori, 1989, p. 4683 shown in table 4.

Table 4: Brush stroke direction patterns in Wakao & Hatw@troke order index (1989)

0 1 2 3 4 5 6 7
1 2 - N ! v — N
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Each character is assigned a code, based on #wialr of the first four strokes
(ELZE kihitsu “first stroke”, 5 —2& dainihitsu“second stroke” & =% daisanhitsu
“third stroke” and#; U4 daiyonhitsu“fourth stroke”). For example, the first strokes
of the characteftll are written in the following directions in the sive style: (5),
(1), | (4). Here the second stroké, (1), not visible in the printed form of this
character, is included in cursive stroke countiegause the brush is brought back to
its starting point after the first stroke (WakaoRsattori, 1989, p. 466). This coding
system could easily be applied to standard chardorens in general character
dictionaries. In this case, the charadtérwould be coded according to its standard
stroke ordery, |, |, |, resulting in the four digit code 5-4-4-4.

5.6 Key Words and Primitive Meanings Index

The Key Words and Primitive Meanings Index (Heig@01, p. 506) assigns a
unigue meaning or interpretation to each charaoteccharacter component part.
English words representing these meanings are exdalphabetically, making it
possible to look up any character according togHesglish translations of assigned
meanings. In order to use this index, the user fimsstiearn the assigned meanings of
each component part.

5.7 System of Kanji Indexing by Patterns (SKIP)

Halpern (1988/1990, 1999), developing his SysterKariji Indexing by Patterns
(SKIP), assigned to each character a numeric daderder to do this he first divided
characters into four patterns, numbered from 1 to 4

1 - Il Characters that can be divided into left and rjggits;

2 - M Characters that can be divided into top and bofiarts;

3 - O Characters that can be divided by an enclosuresgiem
4 - B Characters that cannot be classified under patierdor 3

These pattern numbers are used as the first digd code assigned to each
characters. Characters of type 1 to 3 are dividewltivo parts. The number of strokes
in each part of the character is then used asdbens and third component of the
character code. For example, the charatteronsists of a left and a right part and is
thus categorised as type 1; the left part,has 4 strokes and the right pdtt, has 5
strokes, resulting in its SKIP code 1-4-5. In thee of characters belonging to type 4,
the second component of their code is the total beunof strokes, while the third
component is a code number, ranging from 1 to digaed according to their shape.
For details, readers can refer to the dictionasgsiled front matter. Further examples
of SKIP codes are given in table 5 below.
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Table 5: Examples of System of Kaniji Indexing by PatternsIf§ coding

Type Kanji Number of strokes SKIPcode
2 1-1-1
1 AN
A 9 1-4-5
_ 2 2-1-1
2 .
' 4 2-2-2
3 3-2-1
30 =
] 12 3-8-3
4 K 4-4-4
-8 3 4-3-4

The dictionary contains a SKIP index constructed drylering characters
according to their SKIP codes in ascending order.

5.8 Fast Finder

Matthews (2004), in a way similar to Halpern (19880) and Halpern (1999),
assigns a pattern to each character, but doesremteccodes. Characters are divided
into 8 patterns on the basis of their constituemmonents: left of the left-right, right
of the left-right, top of the top-bottom, bottom tife top-bottom, three types of
enclosures and non-divisible characters. Charab&onging to each pattern are listed
together on pages beginning with the pattern itslflowed by all characters
belonging to it. Lists of characters with complekages are further minutely
subdivided and ordered according to the compledfittheir shape, in ascending order
of their number of strokes.

5.9 Index by Radicals

Hadamitzky and Spahn (1981) adopted an index basddhditional radicals, but
reduced the number of radicals in order to simptifiaracter search. They selected 79
of the 214 generally used radicals, which are ataadardised in Unicode (Unicode,
2012), and used them to construct their Index byid@s. Those radicals whose
shapes were deemed too complex were omitted amedatbes traditionally assigned to
them were assigned to other radicals. Some exarapegiven in Table 6 below. As a
result of the reduced number of radicals, the nunabecharacters listed under each
radical has increased.
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Table 6: Examples of radical substitution in Hadamitzky &phhn (1981)

214 radicals in general use 79 radicals proposed by Hadamitzky
and Spahn (1981)
Radical number Radical Radical number Radical
176 i 3s [
177 H 3k R
178 = 3d H

5.10Index by meaning symbols

The Index by meaning symbolgE¢£ic 5551 imikigo saku) lists characters
according to 495 meaning symbols used by Kér998), ordered according to their
increasing number of strokes. Ka(998, p. 6) explains that “... We indicate the part
that represents the meaning of a character asngsriing symbol'... Some of the
‘meaning symbols’ have the same shape as radibals,are, as radicals, called
differently (e.g.7Kk mizu‘water’ and ¥ sanzui‘three [drops of] water’). [...] It also
happens sometimes that a character does not centai@aning symbol'. In such cases
we have shown the original character, on whichdieent character is based.” For
example, the radical off (nowadays usually substituted By) is 7, and its ‘meaning
symbol’ is7~ (the shape of an altar) (cf. K@rL998, p. 952).

5.11Index by character shapes

The Index by character shapesfz7z75| jikei sakuir) is implemented in a text
book including 512 Chinese characters (Banno, lkefhinagawa, Tajima &
Tokashiki, 2009) and is similar to a radical indieowever, the 215 “character shapes”
(jikel) used include both radicals and other shapes wihieh traditionally not
considered as radicals. The index lists “charastepes” ordered by their number of
strokes, each followed by characters containingwith their assigned numbers
corresponding to the order in which they are iniit! within the textbook.

5.12Index by principal semantic determiners

The Index by principal semantic determinei&4{ ifu) developed by Shiraishi
(1971/1978) is similar to a radical index, but @@t of radicals relies on 243
characters representing principal semantic detemsimhese determiners also include
radicals, characters and character constituentegiesrthat are not radicals. Principal
semantic determiners are ordered by stroke number.
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5.13Final considerations

The above survey revealed a great variety of diffetypes of character indexes.
Among those which are based on character constiglements and strokes, there are
also indexes which assign numerical codes to ctexsacin order to compare and
evaluate these indexes, we introduce the notidsedéctivity” (ZR 1" sentakusgi A
comparison and evaluation of indexes based on tseteds presented in the next
section.

6. Evaluation and comparison of existing character indxes
6.1 Shared characteristics of existing character indexe

A point shared by all aforementioned character xedas that only one character
element or property is selected as the basis ugichwhe index is built. Elements or
properties employed for this purpose are the nurabstrokes, radicals, initial stroke
pattern etc. Considering the necessity to evalaate comparatively analyse each of
these indexes, we introduced the notion of seliégtof character indexes and used it
to compare and evaluate existing indexes.

6.2 Definition of the “coefficient of selectivity”

To compare and evaluate the efficiency of charanthxes, we will use a notion
used to express computer processing efficiency, ‘iselectivity” (Vorobeva, 2009,
p. 72). The “selectivity” of an index has previgubkeen defined as follows.

“The ratio of the number of distinct values in tineexed column / columns to the
number of records in the table represents the thétgf an index.

Example with good selectivity: a table having 1@0,0records where one of its
indexed columns has 88,000 distinct values, then dhlectivity of this index is
88,000 / 100,000 = 0.88

Example with bad selectivity: if an index on a &bff 100,000 records has only 500
distinct values, then the index’s selectivity i9590100000 = 0.005 and in this case a
query which uses the limitation of such an indeX wéturn 100000 / 500 = 200
records for each distinct value.” (Akadia, 2008)

Based on the notion of selectivity, the “Coeffidiaf Selectivity” (hereafter CS)
as a measure of index efficiency is defined as:
CS=V/Nx100/%

where V stands for the number of distinct valuethaindexed column(s) and N is the
total number of records in the table.
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Here, in the case of an index based on charactgrestN is the total number of
characters in the index, and V is the number dédht groups to which characters are
assigned. A group is for example a group of alrabi@rs under the same radical or a
group of all characters with the same number akss. For example, in the case of an
index by stroke numbers, V is the number of groopstaining characters with the
same number of strokes. In the case of an indesdbas radicals, V is the number of
different radicals. On the other hand, in a pha@netsedon-kun (loan and native
reading) index, N is the total number of all loanyom) and native Kunyom)
readings associated with all characters covereithddyndex, while V is the number of
all distinct loan ¢nyom) and native Kunyomj readings.

To give an example of how to compute the coefficadrselectivity, let us use the
old version of thgoyo kaniji list (not the newshin pyo kanji). The 1945 characters in
thejoyo kanji list can be divided into 23 groups according teirtmumber of strokes,
or 201 groups of characters with distinct radidaisly 201 radicals are used in the
1945 pyo kanji). Thus, for example, for the stroke numbreteix and radical index we
can compute the CS as follows:

stroke number index: V=23, N=1945, CS=23/1945%460.2%
radical index: V=201, N=1945, and €201/1945%x1000=10.3%

From this we can conclude that the radical indeaxbisut 10 times more efficient
than the stroke number based index. In the follgnsnbsections we are going to
compare and evaluate the individual indexes acagrti this notion of “selectivity”.

6.3 Evaluation of efficiency of existing character indges

In Vorobeva (2009), ten types of existing charattdexes were compared, while
in the present paper the object of comparison &réendexes. Existing indexes were
compared on the basis of the CS (Table 7). Inab&t comparison of indexes based
on the character shape, character readings andotéameaning is given.

It is clear from the above analysis that the CRladracter shape based indexes
varies between 1.2% and 25.4%, and is thus gepédoall The possible reason for this
is that such indexes are generally based only encbaracter property or element. For
example, for each character, the radical indexsadinly on one element - the radical,
the stroke number index relies only on one propertye stroke number, the initial
stroke index relies only on the initial stroke,.e®roups thus defined, i.e. groups of
characters with the same radical, the same nunilstrakes or the same type of initial
stroke, each contain a large number of differearatiers. On the other hand, the CS
of indexes based on character reading vary indghge of 27.6~40%, and are more
efficient if compared to character shape basedxesleHowever, in order to use these
indexes, one has to know the readings in advance.
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Table 7: Coefficients of selectivity of various charactedéxes

Index type | CS (%)
Indexes based on character form

Stroke number index (Henshall, 1988) 1.2
Index by katakana shapes (Kai998) 2.6
Radical index (Hadamitzky & Spahn, 1981) 4.1
Initial stroke pattern index (Kan 1998) 6.1
Five step arrangement kaniji table (Rosenberg, 1916) 7.1
Four corner method (Morohashi, 1984) 10.2
Radical index (Henshall, 1988) 10.3
Stroke order index (Wakao & Hattori, 1989) 10.7
Index by principal semantic determiners (Shirai$hi/8) 12.4
Fast Finder (Matthews, 2004) 14.1
SKIP (Halpern, 1988) 15.4
Index by meaning symbols (Kan1998) 25.4
Indexes based on character reading

Index by principal phonetic determiners (Shiraidl978) 27.6
On-kun reading index (Henshall, 1988) 40.6
Index based on character meaning

Key Words Index and Primitive Meanings (Heisig, 2P0 | 100.0

Indexes based on character meaning, such as th&\eys Index and Primitive
Meanings (Heisig, 2001) have a CS reaching 100%/rdmuire the user to know in
advance the meaning of all characters.

Based on these findings it can be said that indesesh rely on the coded total
shape of a character, such as the two indexes aboeemuch more efficient then
indexes relying on a single element or propertgah therefore be concluded that such
an index is needed for efficient character seagchiius, in the following section, a
new efficient index will be proposed and developgak. this purpose, character were
structurally decomposed and coded.

7. Structural decomposition and coding of characters

Three coding systems based on the structural demsitign of characters and
three character databases built on the basis &fetlsystems are introduced by
Vorobeva (2011). In the present paper, we will alsc four systems of character
coding. All characters contained in tjagro kanji list, and also those added in tt@n
joyo kanji list were encoded, and four databases were builthenbasis of the
following codes:
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(1) an alphabet code

(2) a symbol code (containing roman letters anitgjig
(3) a semantic code (expressed by words),

(4) aradical and stroke codes.

Structural decomposition of characters and semamidysis of their constituent
elements stimulate a deeper understanding of dearameaning. Structural
decomposition of characters can be achieved atléwgls, i.e., decomposition into
strokes € 5CF% shokis) and decomposition into constituent elements @mallest
meaningful constituent elements of Chinese chadfeik %% koseiywso).

Decomposition into strokes follows the stroke or@erin the following example:
ﬁ‘ — { <1 ) y }

Decomposition into constituent elements also folloine stroke order, but to
obtain the smallest meaningful constituent elemexgtsn the following example:

7 — (W, 2, X, 0l

After having defined the alphabet and number carfestrokes and constituent
elements of each character, and the alphabet amberucodes for each whole
character, the compleshin pyo kanjilist was encoded.

7.1 Type of strokes and their encoding

7.1.1 The alphabet code of strokes

According to Zadoenko and Khuan (1993), Chineseaditers used in China can
be decomposed into strokes belonging to 24 diftergres. Fazzioli (1987) also uses
almost the same strokes. In an analysis of theeshapall characters in thehin pyo
kanji list, we found that the 24 types of strokes propobg Zadoenko and Khuan
(1993) are necessary and sufficient. We therefoded these 24 shapes into Latin
alphabet letters from A to Z based on the simifaot their shapes, so that for each
stroke a corresponding letter could be guesseti®badsis of its shape (cf. Table 8).

Table 8: The 24 character strokes and their alphabet codes

A e C D [E I
— | L (VR -~
G T J K R Y
B R
N o P Q IR s
=y A ~ '
T K8 W v 2
L y3 Z 7
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7.1.2 The alphabet coding of characters and its use

An alphabet code was obtained for each charactélloyving its stroke order and
transforming each stroke into its correspondindpaliet code as given in table 8. Thus,
the stroke order for each character could alsoxpeessed by an alphabet code, as in
the following examples:

= (AAA) JII(PBB) E(ABAAQ) % (KPA) /INJLQ

All characters in thehin jpyo kanji list were encoded according to this procedure,
and the alphabetic order of the code thus obtaveiused to arrange the entries in a
new character dictionary index. In this way a nedeix of character entries could be
developed. An excerpt of the index is given inieec8, table 12.

7.2 Types of constituent elements and their encoding

7.2.1 Types of constituent elements

There are two types constituent elements which foam characters: elements
which are radicals and elements which are notticadilly considered radicals but are
patterns which correspond to radicals in some a&sped/e name the latter
“graphemes”. Constituents combine in complex way®tm individual characters.

7.2.2 Types and coding of radicals

Traditionally, 214 types of graphic patterns haeerb considered as radicals, as
mentioned in the previous sections. Unicode 6.Witidode, 2012) includes a table of
these 214 radicals, and each radical is assignedgae number. Analysing both the
joyo kaniji list and theshin pyo kanji list, we found that of these traditional 214
radicals, 201 types could be found as constitumhents of characters in théeyo
kanji list and 202 types as constituent elements ofadters in theshin pyo kanji list.

In the present study, we assigned three differetiés to each radical:

(1) an alphabetic code composed of the alphabetiesof all strokes which make
up the radical;

(2) a symbol code corresponding to the traditionahbering of radicals from 1 to
214;

(3) a semantic code consisting of a word expredsiegrincipal meaning of each
radical.

Examples of these codes are given in table 9.
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Table 9: Examples of coded radicals

Radical |Alphabet code Symbol code Semantic code
(number) (Principal meaning)
— A 1 one
[ B 2 stick
A PO 9 man
1] BEB 46 mountain
=53 BABAAGLQQQ |187 horse

7.2.3 Types and coding of graphemes

Vorobeva (2011, p. 11) structurally decomposed ehenacter from thehin pyo
kaniji list and extracted all graphemes included in themsilting in 161 different types
of graphemes. This extraction was based on antiveunotion of what would
constitute a grapheme. In the present study, et diefined some rules to determine
what part of the character can be extracted asaphgme. We then structurally
decomposed each character ingha pyo kanji list according to these rules, extracted
their graphemes and found 220 different types apgemes. Combining this list with
the 202 traditional radicals found in the previamalysis, we found that the 2136
characters in theshin pyo kanji list are composed of 422 different constituent
elements.

The rules used to structurally decompose charaetedsextract graphemes are
based on Stalph (1989, p. 69) and are given below.

1. Graphemes are limited to characters or charaotestituent elements included
either in Unicode 6.1.0 (Unicode, 2012) or thdajikyo tankanji” list (Mojikyo
Kenkytikai, 2002). Unicode 6.1.0 contains 74,617 characlieted as CJK Unified
Ideographs, and theVojikyo tankaniji” list contains 110,000 characters. The reason
for using these lists is that when characters ammposed, the decomposition may
result in shapes that do not appear instie pyo kaniji list.

2. When the decomposition of characters or comstitielements into smaller
elements reaches a point where a stroke does netittibe an independent character,
the decomposition is stopped and such a shapenssdeved a grapheme. For example:
decomposing further would give two elements? and ‘\\, but since\ is not an
independent element, the decomposition is stoppet }a is considered itself a
grapheme. In shorthand notatidl: # /7 + '\

Attention is necessary in the case -of and Z.. Here they are considered as
characters and not as strokes.

3. When the decomposition of a character or a #taest element reaches an
element which by itself is not a radical but is enstant shape always used in
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combination with a radical or other graphemes, ghiape is considered a grapheme,
without further decomposition. For example, the stitnent elementi¥: appears in
characters such a#, &%, %, and%. It contains the elemektwhich by itself is not a
radical and which regularly accompanies the radiéallhis constituent elemefi€ is
not further decomposed, i & # & + =%, andk¥ is considered as a grapheme.

4. When decomposing a character or a constituemeedt, if it is necessary to cut
one stroke to obtain two independent shapes ahe iotal number of resulting strokes
is then higher than in the original character arstituent element, then such character
or constituent element is considered as a graplames not decomposed further. For
example:

M+, BE T+ 5
Thus, i andE are considered as graphemes.

5. When decomposing a character or a constituembegit, if it is necessary to
insert a stroke into a decomposed element to ntat@niplete and if the total number
of resulting strokes of the two parts exceeds tmaber of strokes  in the original
character, then such a character or constituemegieis considered a grapheme and
not decomposed. For exampt€:# /> + 4£ and thusi is considered a grapheme.

6. When decomposing a character or a constituemegit, if it is necessary to
split two crossing strokes to arrive at a grapheme radical, such a character or
constituent element is considered a grapheme. @mnge: & # .[» + /, and thust:
is a grapheme.

7. A character or constituent element which is dmkrimpossible to further
decompose is considered a grapheme. For examples;, 3%, etc, are considered
graphemes.

As the next step, all graphemes were assigned thpes of codes according to
the same procedure used for radicals. Details atocoding are given in Vorobeva
(2011, p. 21). Examples of codes for graphemes twlike component parts of
characters in thshin jpys kanjilist are given in table 10 below.

Table 10: Examples of coding of graphemes included in charagdh theshin pyo kanijilist

Grapheme Alphabet code Symbol code Semantic code
T AJ 2AJ street

H AN 2AN snare

~ YQ 2YQ chop-seal

A POA 3POA meeting
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7.2.4 Symbol codes, semantic code, radical and stroke agcand their use

Symbol codes and semantic codes of character awziloked in Vorobeva (2007,
p. 22). The symbol code of each character is obthby listing the symbol codes of
each constituent element (cf. 7.2.2), following streke order.

The semantic code of a character is defined aseh®ntic code of its first two
constituent elements, following the stroke ordemnlyQhe first two elements are used
in order to avoid long codes.

Further, codes based on radicals and strokes samed by listing the numbers of
elements which correspond to traditional radicals$ the symbol codes (roman letters)
assigned to each of the remaining strokes, follgnstandard stroke order. Letters
indicating strokes and numbers indicating raditepes are divided by slashes, as in
the following examples.

» — {¥{,1, K} -85/H/37
L = {7, —, 7> 911/,
Numbers and letters used in the above code aretafbcals, standard radical

numbers from Unicode 6.1.0 (Unicode, 2012), and dimokes, the alphabet codes
assigned to basic strokes (cf. table 8).

Following the above procedure, all characters im ghin pyo kanji list were
encoded and a database was constructed to indiedaghabet codes, symbol codes,
semantic codes, as well as radical and stroke c&d@snples of such coding are given
in table 11 below.

Table 11: Examples of alphabet, symbol, semantic and raditake character codes

character | Alphabet code Symbol code| Semantic code Eci;j;cal e S0l
Ju PR 2PR nine 4/5

1 PYBHBAPCQMO 8PYB/162 escape/road 18/30/2/10/162
Hr SAQLAABPOPPAB | 117/75/69 stand/tree 117/75/69

8. Towards a new type of character index based on chacter coding
8.1 Construction and use of a new type of character irek

Starting from the premise that it is necessarydeetbp a character index which
would make search in character dictionaries mofeiefit and which would be
suitable for learners not familiar with Chinese releter writing, we developed a
character code based on appropriate representatiartsracter shapes (cf. Vorobeva
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2007, 2009, p. 72). In order to develop such a typ& of character index, we sorted
the alphabet codes, symbol codes, semantic codédsyaalical/stroke codes for all
characters in theshin pyo kaniji list in standard dictionary order (alphabetical and
numerical order). Searching for characters in sadexes should require the same
amount of labour as searching for words in alphiehky ordered dictionaries to which
learners from non-kanji background are accustomed.

A symbol code index and a semantic code index weveloped and implemented
in two character textbooks including 518 charagt€asji monogatari [Z 7458 1 ]
(Vorobeva, 2007) andanji monogatari Il [{#5-4)7& 1] (Vorobev & Vorobeva,
2007).

Further, an alphabet code index, a symbol codexiatie a semantic code index
were developed for the 1945 characters injélyé kanji list, selectivity coefficients
were computed and compared with existing charaotixes (Vorobeva, 2009).

In 2010, after the newhin pys kaniji list with 2136 characters was approved, an
alphabet code index, a symbol code index and arg@mzode index were compiled
for the new list, and a new, easier to use radiodkstroke code index was also
developed. The next sections introduce each oéthew indexes.

8.2 Alphabet code index
The first part of the alphabet code index is shawiable 12. In order to be able

to use this index, one needs to memorise the 2dstyyf strokes and the rules
governing stroke order of characters.

Table 12:First part of the alphabet code index forchlaracters in th@yo kanijilist

Alphabet coding of character character
A .
AA -
AAA =
AAABPQAAPB pois
AAABPQPAAC ¥t

Beginning learners are not yet accustomed to thestitoent elements of
characters. The alphabet code index is therefopeat®d to be easier to understand
and use.
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8.3 Symbol code index

Most characters are composite characters, compo$eahultiple constituent
elements. We coded all characters in our textbakguradical and grapheme codes,
compiled a database of characters with their résjeecadical and grapheme codes,
sorted the database according to the code columatandard dictionary ascending
order (i.e. alphabetic and numerical order), and tbbtained a symbol code index.
Users can thus search for characters in this indg)g codes based on character shape.

For example, the symbol code for the charaiteis 117/75/147. The numbers in
the code are the numbers of the radical shapeswhich the character can be
decomposed, i.e. (117),K (75), andii (147). To use the symbol code index, users
refer to the table of radical numbers and grapheodes. After some time, users
generally end up remembering the numbers and dndasing them.

An excerpt from the symbol code index Kanji monogatari I[EEF4#5E 1]
(Vorobeva, 2007) andkanji monogatari Il [543 1] (Vorobev & Vorobeva,
2007) is shown in table 13.

Table 13:First part of the symbol code index in the textbmok
Kanji monogatari | and Il

character symbol code| character |character number in Kanji
monogatari I,11

1 — 11

1/106 I 21

1/119 P 51

1/13/46 ] 238

1/132/34 B 189

8.4 Semantic code index

Part of the semantic code index from the textbdédsji monogatari landll is
given in table 14. When using the semantic codexndsers refer to the list of words
representing the meaning labels of character daestielements. The semantic code is
obtained by listing the meaning labels of the firgd constituent elements, following
standard stroke order. For example, the semantite dor the charactew; is
“stand/tree”, since the first two constituent elemseand their corresponding meaning
labels arer. (stand), andK (tree). In order for the semantic code not todmelong,
only the meaning labels of the first two constituglements are used.
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Table 14:First part of the semantic code index in the teakso
Kanji monogatari | and Il

chara(_:ter semantic code character char_gcter numbe_r in
(Russian /English) Kanji monogatari I,lI
Asns/cepaue (Asia / heart) iz 140
6am6Oyk/BcTpeua (bamboo/ meeting) 22 447
6ambyk/nepeso (bambooltree) ) 449

8.5 Radical and stroke index

The special characteristic of this index is thatrasonly need to remember the
radicals and the basic strokes in order to usehit. first part of the radical and stroke

code index is shown in Table 15.

Table 15:First part of the radical and stroke index

Radical and stroke code character
1 _
1/102/17 )
1/106 =l
1/132/34 =
1/25 T
1/30/6/1/30/6/76 7

The nine types of strokes (A, B, C, F, J, P, QY\R, given in Table 8 are at the
same time also constituent elements appearing én téble of radicals. In the
compilation of the radical and stroke based indimese strokes were treated as
radicals. By analysing all characters in #ien pyo kanji list, we found that more than
90% of these characters are entirely composedeafezits which can be found in the
traditional list of radicals. Characters that irmtduother strokes (i.e. D, E, G, H, K, L,
M,N,O,R,S,T,V,Y, Zin table 8) are relatiydew, less than 10% of all characters
in the shin pyo kanji list. The radical and stroke code, which is maibbsed on
radicals, is therefore presumably easier to acquceuse than the symbol code index

and the semantic code index.

Table 16 shows the frequency of use of stroke cod#ee radical and stroke code

index for all characters in thahin jpys kanijilist.




An Analysis of the Efficiency of Existing Kanji ¢fexes... 53

Table 16: Frequency of use of stroke codes in the radicalstimudke code index
for characters in thghin pyo kanijilist

Stroke code DIE|GIH|K|L|IM|N|O|IR|S|T|V]|Y|Z

Frequencyofuse, Q 256 20 19 |5 42 (4 |16 |51 |2 |0 | 9| 19| ®

8.6 Comparison and evaluation of the new type of charaer indexes

If the new character indexes introduced in the galgry sections are learned and
used, the workload necessary for search is comigatabthe search in alphabetic
dictionaries, resulting in more efficient characsearch. At the same time it can be
expected that the learners gain a better insigbttime structure of characters and are
thus freed from rote memorisation. Table 17 gives doefficients of selectivity (CS)
of these new indexes, computed for the 1945 chensatitgoyo kanijilist. CS for each
index is obtained by dividing the number of distinbaracters under each code by the
total number of characters in the index, and mhitig it by 100, as explained in
section 6.2.

The 1945 characters in thjgyo kanji list were considered instead of the 2136
characters from thehin jpoyo kanjilist, in order to facilitate a comparison with diig
indexes.

Table 17: Coefficients of selectivity (CS) for the new typ#fsndexes

New type of index Coefficient of selectivity (%)
Semantic code index 64.1
Alphabet code index 98.4
Symbol code index 99.4
Radical and stroke index 99.4

The results of the analysis show that the alphabde index, the symbol code
index and the radical and stroke code index alehavCS close to 100%, implying
better ease of search compared with existing irelbased on character shape. In other
words, in the new indexes, different charactergisbahe same code are few, and
many characters have a unique code. For examplee iradical and stroke code index,
there are only 11 characters sharing their code @ther characters (cf. table 18). CS
values for the radical and stroke code index faratters in th@gpys kanji list andshin
joyo kanii list are:

joyo kanijilist: CS = (2136-11)/2136*100 = 99.5%

shin pyo kanjilist :CS = (1945-11)/1945*100 = 99.4%
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Table 18: Characters from thghin pyo kanjilist sharing the same code in the radical and
stroke code index

radical and stroke code character 1 | character 2 | character 3 | character 4
96 + *

102 H H FH H
57/2 5l o

9/7/28 = =

30/154 g e

120/102 i il

83 K B

1/75 ES EN

64/102 i i

The CS value for the semantic code index is 64|b¥ser than the CS for the
alphabetic code index, the symbol code index aaddlical and stroke index. This is
because the semantic code only includes the coflé¢lsecfirst two elements in a
character, resulting in relatively many sets ofrabters with the same code.

In order to use character coding systems, sometaffaequired. For the new
coding systems proposed above, it is especiallpitapt to accurately master the rules
governing stroke order and the decomposition ofattars into constituent elements
and strokes.

The alphabet code index is probably the easiektatm among the new indexes
proposed, since users only need to memorise 24s tgpebasic strokes and their
corresponding alphabetic codes. This index caretber be used from the beginning
stages of character instruction.

In order to use the radical and stroke index, le@meed to memorise radicals,
their numeric codes, and 24 basic strokes withr tlphabetic codes.

In order to use the symbol index and the semamiite andex, learners need to
memorise radicals with their respective numericades, and graphemes with their
alphabetic codes.

However, the symbol code index, the semantic cadex, and the radical and
stroke index have two merits if compared with thehabetic code.

(1) The code is short. For example, the alphabmiie for the characte#; is
SABHABGBHA, while its symbol code and its radicaldastroke code (identical in
both cases) is 189.

(2) In order to use the radical and stroke codersuseed to learn how to
structurally decompose characters and to learn tathair constituent parts, which
enhances comprehension and memorisation of chesacte
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8.7 Uses of the new index types

At the beginning stage of learning to read and ewnfthinese characters, the
alphabetic index is probably easier to use tharrdtidexes, since learners do not yet
know the constituent elements which make up charsctHowever, as learning
progresses, characters to be learned become momgleog being made up of more
strokes, and the alphabetic code becomes longerthé&t same time, learners
progressively learn to recognise different consttuparts within complex characters,
and are able to use other indexes, choosing thehamédest suits their learning style,
be it the symbol code index, the semantic codexindethe radical and stroke code
index. At this point, they usually start using nigione of these indexes.

The radical and stroke index is probably easideaon and use than the symbol
code and the semantic code index, but the latter @ave probably more useful for
deepening learners’ understanding of charactectsiial composition.

We used the symbol code index and the semanticindé® in two textbooks we
developedKanji monogatari [ 54775 1] (Vorobeva, 2007) andanji monogatari
Il [BEF495E ] (Vorobev & Vorobeva, 2007). In the following pgraphs we explain
how the use of these indexes was introduced tée@uners.

In order to look up an unknown character in theldeak, learners firstly write the
first two constituent elements of the character eonvert them into their respective
codes. At first, when they are yet not accustontedharacters, they actually write
down the first elements on paper, later they léagust imagine writing the character
and convert the first two elements into their codédwey then look through either the
symbol code index or the semantic code index, wicedes are arranged in alpha-
numeric order, and look up the character as thayidva a dictionary of alphabetically
arranged words, until they find the number of tharacter in the index. Using this
number, they can then find the character insidetéttbook and read the textbook
explanation about the character they were seardbmdsearching in these two types
of indexes is equivalent to searching through ahabetically ordered dictionary. The
procedure (algorithm) used when searching the apharic symbol code index is
described by Vorobeva (2007, p. 25). Through usarners get progressively
accustomed to this way of looking up characters, @iter some practice are able to
find a character in a few seconds.

9. Selectivity of character indexes and learning burde

In the present paper, we defined the CoefficienSefectivity as an index of
efficiency for character indexes, and compared tiexjsindexes with our newly
developed index types on the basis of this coeffici However, there is one more
factor to be considered when considering the efficy of indexes, i.e. the learning
burden required from users, the special knowletigg heed to acquire in order to be



56 Galina N. VOROEVA , Victor M. VOROBEV"

able to actually use each of these indexes, sudhascter radicals, types of strokes
and their counting, readings and meanings assdowgth each character, their coding
etc. When discussing the efficiency of indexes hslearning burden must also be
considered, as discussed in Vorobeva (2011, p. 24).

The index by total number of strokes is probably ¢asiest to master among the
indexes presented in the previous sections. Howeguiern its CS of 1.2%, it is clearly
not an efficient index. On the other hand, the Riggrds and Primitive Meanings
Index (Heisig, 2001), with a CS of almost 100%opwab for very efficient search, but
in order to use it, learners need to memorise a@padely 2000 semantic keywords.
We can therefore conclude that in future researetill be necessary to analyse the
learning burden of character indexes, and furthefind a comprehensive index of
efficiency which would reflect both selectivity arldarning burden of character
indexes.

10. Conclusion and further work

In the present paper we discussed the difficufiesd by learners of Japanese not
familiar with Chinese characters when they use attar dictionaries, presented 15
types of existing character indexes and describeil tharacteristics. We pointed out
that for users who need to look up characters idictionary, in addition to the
generally used radical index, stroke number indea eeadings index, many other
different types of character indexes have beenldpgd and used, including the five
step arrangement kanji table (Rosenberg, 1916¥otirecorner method (Wang, 1925),
the phonetic key index (Shiraishi, 1971/1978), itldex of katakana shapes, the index
of initial stroke patterns and the index of meangygnbols (Kag, 1998), the stroke
order index (Wakao & Hattori, 1989), the index bfacacter shapes (Sakano, lkeda,
Shinagawa, Tajima, & Tokashiki, 2009), the key vgoashd primitive meanings index
(Heisig, 1977/2001), the index by radicals (Hadakyit& Spahn, 1981), the system of
kanji indexing by patterns - SKIP (Halpern, 1988) kanji fast finder (Matthews,
2004) and others.

In order to compare the effectiveness of diffedraracter indexes, we applied the
concept of selectivity, a concept used to expréss dfficiency of computer data
processing, to character indexes, and defined aheept of coefficient of selectivity
(CS) as an index of efficiency of character indeX®#e then computed CS for existing
character indexes and compared their efficiency. fdiand that indexes based on
character form or structure had a low CS in thegeaof 1.2% to 25.4%, probably
because most indexes based on character form ugeooe structural element or
characteristic of each character for indexing, saglhe radical index using only the
radical part of a character, the total stroke numbdex using only the number of
strokes, or the initial stroke pattern index usomdy the form of the first stroke for
indexing characters.
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In order to improve the efficiency of charactertidicary indexes, we considered it
necessary to develop a new type of index with atréglectivity coefficient that would
be appropriate for the habits of learners not famivith Chinese character writing.
We therefore developed an alphabetic and a syndatd mdex, based on a code which
accurately represents the form of Chinese chamgctersemantic code index and a
radical and stroke code index. In this paper, weedeed the use of these indexes, and
comparatively evaluated their efficiency. We fouhdt the alphabetic code index, the
symbol code index and the radical and stroke intkeye a coefficient of selectivity
nearing 100%, while the semantic code index only &&oefficient of selectivity of
64.1%. The reason for such a low CS is probablyitimamly takes into account the first
two structural elements of each character, whiekldeto a relatively high number of
characters with the same code.

We expect that learners using the above new typ@&sdexes should be able to
look up characters in dictionaries more efficienttieepen their understanding of
character structure, and be emancipated from ear®ing. We implemented these new
types of indexes in two introductory textbooks wuthg 518 charactersKanii
monogatari I(Vorobeva, 2007) andanji monogatari ll(Vorobev & Vorobeva, 2007).
We plan to include these new types of indexes (phahetic code index, a symbol
code index, a semantic code index, and a radighktroke index) in a new textbook
with 1006 characters for the initial and interméglikevel that is under development,
and to empirically investigate the efficiency ofesle indexes by surveying how
learners use them in practice.

Moreover, the usefulness of character indexes diminvestigated by measuring
not only their coefficient of selectivity, but aldbe learning burden associated with
them, as suggested in Vorobeva (2011, p. 24). \Wetlarefore planning to further
investigate both factors and define a comprehemaa@sure of efficiency for character
dictionaries.
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