Radiol Oncol 1996; 30: 218-23.

Dose delivery uncertainty in photon beam radiotherapy

Arthur Curtin-Savard and Ervin B. Podgorsak
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Even slight variations in total dose delivered to the patient in external beam photon radiotherapy can
significantly alter the probability of tunour control and normal tissue complications. For this reason, the
International Commision on Radiation Units and Measurements (ICRU) has recommended a goal of a £5%
precision in the dose delivered to the target volwne. In this paper, we present the results of an uncertainty
analvsis which tracked the uncertainty in dose delivery through the entire radiotherapy process: calibration
of the secondary standard, calibration of a field instrument, output determination of the treatment unit,
measurement of beam parameters, calculation of an isodose distribution, calculation of the required machine
setting, and the delivery of the radiation dose to the patient on the treatment machine. Our study finds
cunnulative beam intensity uncertainties of £3.8 % (one standard deviation) and cunudative beam positional
uncertainties of £5.5 mm (one standard deviation). The effect of these uncertainties on the dose to the patient
is illustrated on a rypical case.
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Introduction tion; and finally (7) patient set-up on treatment

machine and possible patient or organ motion dur-

Regardless of how sophisticated radiotherapy be- ing treatment. It is important to determine the mag-

comes, there will always be some uncertainty asso-
ciated with the delivery of dose to the patient. The
radiation dose delivered is influenced by the follow-
ing elements: (1) calibration of the institution’s se-
condary standard chamber at a national calibration
laboratory;, (2) calibration of a field instrument from
the secondary standard chamber; (3) use of the field
instrument in output determination for treatment units
in the clinic; (4) measurement of beam parameters
used in the calculation of the dose distribution and
machine setting; (5) calculation of a dose distribu-
tion based on measured parameters and accounting
for patient contour and tissue heterogeneities; (6)
calculation of the machine setting for the daily frac-
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nitude of the various contributions to the overall
uncertainty; corrective efforts can then be applied
efficiently to improve the accuracy of dose delivery
and minimize the uncertainty.

Clinical studies" > * have shown that relatively
small changes in the dose delivered to the patient in
photon beam radiotherapy lead to appreciable
changes in the probabilities both for tumour control
and normal tissue complications. Although the dose-
response curve varies with the type of disease
treated, the ICRU* has recommended that institu-
tions strive to deliver the dose to the target volume
with an overall accuracy of £5 % of the prescribed
dose. This recommendation provided the motiva-
tion for a detailed uncertainty analysis undertaken at
the Montreal General Hospital on photon beams pro-
duced by a Clinac-18 linear accelerator (10 MV beam)
and a Theratron T-780 cobalt unit. In this paper we
discuss the linear accelerator data; similar results and
conclusions were obtained for the cobalt unit.
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Materials and methods

The uncertainty associated with each of the seven
steps above was analyzed carefully and then com-
bined to compute the overall uncertainty. We as-
sume the uncertainties for the different steps to be
uncorrelated which implies that the overall uncer-
tainty is obtained by a quadrature summation of the
individual uncertainties. This simple approach seems
acceptable since there is considerable uncertainty
on the uncertainty estimates themselves.

Except for step (1) which is in the hands of a
national calibration laboratory and step (7) for which
we referred to published studies, the uncertainty for
each of the other steps listed above may be ascer-
tained by examining the spread in results of re-
peated measurements of the quantity in question.
The number of repetitions in our experiments was
30, with the uncertainty expressed as the standard
deviation of the 30 measurements. A 0.6 cm* Farmer
chamber (NE 2581) and a digital electrometer (Keith-
ley 35617) were used in all experiments, except in

the water tank scans where a 0.1 cm*® water-proof

ionization chamber was employed (Therados RK
83-05).

In order to obtain a realistic measure of the un-
certainty for a given quantity, it is not sufficient to
simply perform the set-up once and repeat the meas-
urement thirty times, because the spread in meas-
urement results is caused mainly by slight difter-
ences in set-up rather than by statistical variations
in the measured parameter. Thus the set-up must be
redone for each measurement. As an example, con-
sider measuring the uncertainty on the wedge fac-
tor. Determination of the wedge factor involves tak-
ing the ratio of readings for a 10 X 10 cm? field at
the depth of dose maximum (dww) in phantom for
the wedged field and the open field. For each meas-
urement of the wedge factor, one must reset the
field size, gantry angle, collimator angle, realign

the chamber, and re-insert the wedge in the tray if

one is to acquire a realistic uncertainty, representa-
tive of different measuring conditions.

Results

The secondary standard

The uncertainty on the cobalt-60 calibration factor
for the secondary standard chamber provided by
our national calibration laboratory® is 0.5 %. This is
defensible since the precision of primary standards

of cobalt-60 radiation. established through com-
parisons of numerous primary standards around the
world,* 7 is within 0.3 % and the act of calibration
introduces additional, non-negligible uncertainties.

Calibration of the field instriunent

The calibration of the field instrument from the
secondary standard chamber is perfermed in air by
subjecting the two chambers to identical exposures
in a cobalt-60 beam, and solving for the calibration
factor, N, of the field instrument:
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where N is the calibration factor of the secon-
dary standard chamber, M*¢ and M’" are the meter
readings of the secondary standard and field cham-
ber, respectively, and P{ accounts for recombina-
tion loss in the field instrument.

The uncertainty on the calibration factor of the
field instrument can be deduced from the uncer-
tainties on each of the variables in Eq. (1) using the
usual quadrature summation. Experiments have shown
that with normal care the uncertainty on readings
taken in the calibration set-up with our chamber is
about 0.07 %, reflecting the uncertainty on M*< and
M If this estimate seems unusually low com-
pared to typical clinical measurements, it is be-
cause in the calibration set-up the chamber is clamp-
ed to a rigid rod extending from the accessory tray
which permits a highly-reproducible positioning.
The uncertainty on P, for our chamber is less than
0.02 % and, as stated above, the uncertainty on the
calibration of the reference chamber is 0.5 %. Com-
bining these uncertainties with the uncertainties on
the meter readings for each chamber gives a total
uncertainty for the cobalt-60 calibration factor of
our field chamber of 0.5 %. essentially attributed to
the calibration factor of the secondary standard
chamber.

Further analysis of the field instrument might
include experiments to examine chamber response
for dependence on polarity, angle of rotation and
angulation, stem exposed to the beam, charge re-
combination, charge leakage, cable irradiation, and
total dose. Extensive experimentation conducted
prior to our uncertainty analysis confirmed that none
of these effects is significant under typical condi-
tions of use.
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Output determination

The AAPM TG-21 dosimetry protocol® used in North
America introduces a number of dose transfer coef-
ficients and chamber-dependent correction factors
by which the meter reading M obtained at a given
depth in phantom must be multiplied to obtain the
dose to medium at the same point:

P, (2)
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where (I/p)2" is the ratio of the restricted stopp-
ing powers for the medium material and air, P, is
a correction factor dependent on the thickness and
geometry of the chamber wall, P, is a gradient
correction necessary for measurements not perfor-
med at d,,, in phantom, and P, accounts for re-
combination loss. All of these factors are evaluated
at the beam energy for which one is measuring

D,ws- The chamber-gas calibration factor, N, is
given by:
gas = N§™ %&LAMT ) (3)
(L/p)m‘, ('u-“'b /p)wall

where N was described in Eq. (1), k is a con-
version factor from roentgen to C/kg (2.58 x 10+
Cl(kgeR)), Wa is the mean energy required to cre-
ate an ion pair in air (33.97 eV/ion pair), A, is a
correction factor dependent on the thickness and
geometry of the chamber wall, A, accounts for
recombination loss, (E/p),‘,:,"“ is the ratio of the
restricted  stopping powers for the chamber wall
material and air, and (/T:,,,/p)["".:;,, is the ratio of
mass-energy absorption coefficients for air and the
chamber wall material. All quantities in N, are
evaluated at cobalt-60 photon energy.

Estimates of the uncertainties on the dose trans-
fer coefficients are given in the literature”' as fol-
lows: stopping power ratios are known to 0.6 %,
while the mass-energy absorption coefficients and
W, are known to 0.2 %. The uncertainty on Prepi is
estimated'" at 0.2 %. From the TG-21 protocol.} we
estimate the uncertainty on A, and P, to be 0.2 %.
Uncertainties on A,,, and P, are negligible. From
these values we calculate the uncertainty on N, for
a typical field chamber to be about 1.0 %. Repeated
measurements with a new set-up performed each
time, have shown that the uncertainty on the meter
reading, M, is 0.26 % for the 10 MV beam. Thus,
combining the uncertainties on all factors in Eq. (2)
gives an uncertainty of 1.2 % on the measurement

of D, at a given depth in phantom for our 10 MV
beam.

The output of a treatment unit is generally de-
fined as the dose rate to medium at d,,, in phantom,
for a 10x10 ¢cm? field in units of ¢Gy/min for a
cobalt machine or ¢cGy/MU for a linear accelerator.
For output determination our institution employs a
water phantom with an ionization chamber placed
at 5 cm depth. The dose at duwx is then found by
dividing the measured dose at 5 ¢cm depth by the
percent depth dose for a depth of 5cm. With re-
peated measurements, we have established the un-
certainty on percent depth dose measurements in a
water tank to be around 0.5 %. This, combined with
the 1.2 % uncertainty of the dose measurement at
5 ¢m depth, results in an output uncertainty of 1.3 %.
Furthermore, the agreed upon tolerance of the output
calibration is £12 % which means that, frequently,
the calibration can be off by over I %. This added
uncertainty results in a cumulative uncertainty of
approximately 1.8 % on the output of the 10 MV
beam. In certain circumstances the output uncer-
tainty may be even higher: for instance, with the use
of highly-elongated fields because of the collimator-
exchange elfect or with very low monitor unit set-
tings because of the monitor end-effect.

Input for the treatment planning system

For each lield size in the range of fields sizes clini-
cally employed, a treatment planning system typi-
cally requires percent depth doses and dose profiles
at a number of depths in phantom as input for its
dose calculation algorithm. The results of repeated
water-tank scans (with a new set-up performed for
each scan) revealed that the uncertainty on percent
depth doses on the beam central axis and dose pro-
files well within the radiation field limits is of the
order of 0.5 %. The uncertainty for dose profiles is
considerably higher (~10 %) in the penumbra re-
gion because of the steep dose gradient in this re-
gion. For the percent depth doses, the uncertainty is
negligible near d,,, (since normalization is per-
formed at this point) and slowly increases to reach
about 0.8 % at a depth of 30 ¢m in the water phan-
tom.

Dose distribution calculation

Uncertainties introduced in computerized treatment
planning are the result of uncertainties in the beam
data entered into the computer, imperfections in the
calculation algorithm, and inaccuracies in the pa-
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tient data which consists of body, organ, and target
contours, as well as tissue heterogeneities. These
factors can be expected to generate incongruities
between calculated dose distributions and measured
ones, with the act of measurement occasioning ad-
ditional uncertainies. According to the ICRU:' “A
computer-produced dose distribution can be con-
sidered to be accurate enough if it differs from
relative dose measurements by less than 2 % (or
0.2 cm in position of isodose lines in special cir-
cumstances involving very steep dose gradients) in
points of relevance for the treatment”. However, a
very comprehensive U.S. study" comparing six sys-
tems (using four different computational algorithms)
found about a 3 % agreement (or 0.3 cm in position
of corresponding isodose lines in regions of high
dose gradient) for a wide range of test conditions.
A Scandinavian study" tested the accuracy of six
other systems in typical elinical situations and their
results concurred with those of the U.S. study.

Calculation of machine setting

To calculate the machine setting from the physi-
cian’s prescription, relative dose factors and wedge
factors are needed in addition to the basic output
calibration data. Reproducibility tests, once again,
allowed us to conclude that the uncertainty on the
relative dose factor is 0.3 % and the uncertainty on
the wedge factor is 0.4 %.

Patient treatment

Concerning patient set-up, an extensive study by
Rabinowitz,"” as well as several studies of lesser
scope, ' - ¥ were undertaken to assess the magni-
tude of positional uncertainties. These studies have
found that the variability in patient position from
one treatment fraction to another is about 3 mm,
practically irrespective of site. Since these varia-
tions are random, their cumulative effect over the
full course of treatment will be to increase the
effective penumbra of the beam. Internal organ mo-
tion during irradiation is an additional positional
uncertainty. A study of brain motion" has measured
translations of 0.5 mm, which are negligible, while
an estimate for the abdomen® is 4 mm. For thoracic
irradiations, breathing and swallowing increase
positional uncertainties still further.

The transfer of the patient from the simulator to
the treatment couch also produces an uncertainty
which the studies have found to be about 4 mm.
Contrary to the inter-fraction positional uncertain-

o
3%}

ties, this uncertainty occurs only once and thus has
a systematic effect over the whole treatment course.

Discussion

The uncertainties in dose delivery described abo-
ve naturally fall into two categories: beam intensity
uncertainties and positional uncertainties. Beam in-
tensity uncertainties encompass uncertainties attri-
buted to the calibration of the field chamber, the
output determination of the treatment unit, short-
comings of the treatment planning system, the quan-
tities required in the calculation of the machine
setting (relative dose factor and wedge factor), and
variation in position of the patient along the beam
axis. Positional uncertainties include variations in
position of the patient across the beam and defi-
ciencies of the treatment planning system in re-
gions of high dose gradient, i.e., the beam pen-
umbra.

To provide an example of the effect of the uncer-
tainties on the dose delivered to a patient we have
selected a typical three-field pelvic case with a
prescription of 45 Gy to isocentre. For this case,
beam intensity uncertainties yield a total of 3.8 %
(one standard deviation). Positional uncertainties
yield a total 5.5 mm (one standard deviation).

These uncertainties can be illustrated according
to an approach suggested by Goitein.>' Three dose
maps are produced for the patient. A first map gives
the nominal dose distribution; this is the dose dis-
tribution which we intend to deliver. A second map
gives the largest possible dose that each point can
receive; it is calculated with the beam weighting
increased by 3.8 % and the field sizes increased by
5.5 mm on each of the four sides of the treatment
fields. A third map gives the smallest possible dose
that each point can receive; it is calculated with the
beam weighting decreased by 3.8 % and the field
sizes decreased by 5.5 mm on each of the four sides
of the fields.

The three maps for our typical case are shown in
Figure | where normalization is performed to give
the dose in Gray. Points well within the field limits
are affected only by the uncertainty on the beam
intensity; for example, the isocentre dose, in com-
parison to the nominal dose of 45 Gy, may vary
from 43.2 Gy to 46.8 Gy, or by *13.8 % of the
nominal dose. Points near a field limit suffer the
effects of both the beam intensity uncertainties and
the positional uncertainties. For instance, the nomi-
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Figure 1. Effect of uncertainties in the radiotherapy process
on the patient dose. For a typical example of pelvic irradia-
tion with a three-field technique we show: (a) the nominal
distribution, (b) the largest possible dose each point may
receive, (¢) the smallest possible dose each point may re-
ceive. Normalization is adjusted to give the dose in Gy. The
isocentre dose may vary from 43.2 Gy to 46.8 Gy com-
pared to the nominal 45 Gy, while the dose to a typical point
in the penumbra region denoted by ® may vary from 35 Gy
to 47 Gy compared to the nominal 43 Gy.
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nal dose delivered to the point denoted by & in
Figure | is 43 Gy; because of the uncertainties the
actual dose delivered to this point may vary from
35 GY (-19 %) to 47 Gy (+9 %).

Conclusions

For the beam intensity uncertainties, our esti-
mated total of 3.8 % (one standard deviation) is in
conformity with the ICRU recommendation of +5 %
(if the ICRU recommendation is to be taken as one
standard deviation). For the positional uncertain-
ties, the I cm margin that physicians routinely add
to all sides of the target volume would seem suffi-
cient to account for the positional uncertainties of
+5.5 mm (one standard deviation) found in our study.

The uncertainties illustrated by the typical case
shown above are representative of those associated
with routine radiotherapy in the majority of modern
centres; no special precautions are required to achie-
ve this level of precision. Despite the partially sub-
jective character of uncertainty estimates, other stu-
dies have come to very similar results.? 22 2 24 [
the precision of dose delivery in radiotherapy is to
be improved, treatment planning systems must be-
come more sophisticated and better patient posi-
tioning devices must be developed. These two steps
have been shown to be the major contributors to the
overall uncertainty.

Since substantial variability also exists in medi-
cal diagnosis and dose prescription, further improve-
ments in the accuracy and precision of radiotherapy
will have to come both from the physical side and
from the medical side. Yet the physical side plays a
crucial role, for it is only when a high degree of
accuracy and precision exists in the delivery of dose
that clinical conclusions regarding the relative merit
of different fractionation schemes, total doses, and
normal tissue tolerance can be drawn.
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