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 Abstract 

This paper aims to compare different types of web surveys in terms of response 

behaviour and data quality. To do so, the data of four online samples, two online access 

panels, a student sample, and a generated mail sample – randomly drawn from a 

systemically generated pool of email addresses – were contrasted. To investigate 

expected sample differences in drop-out rates, non-response, and data quality, closed and 

open-ended questions of varying levels of sensitiveness were employed. The main 

findings were that the two access panels lead to lower item non-response, but especially 

when sensitive questions were asked, data quality problems were revealed. Moreover, 

the access panelists showed a tendency to take short-cuts in the response process and to 

edit their answers in favour of social desirability. 

 

1 Introduction 
 

The number of online surveys has gradually exceeded mail surveys and computer assisted 

personal interviews, while even the commonly employed telephone surveys method of the 

past has, in the meantime, been less widely used than web surveys (Arbeitskreis Deutscher 

Markt- und Sozialforschungsinstitute e. V., 2010:12; Bethlehem & Biffignandi, 2012:XI). 

Besides the ever increasing amount of people with internet access, the main reasons for this 

ascent are the lower costs and the comparative easiness of employing these kinds of surveys 

(Couper, 2000:476; Groves, 2004:502). But do survey researchers who employ web surveys 

do this at the expense of the quality of their data?  

 A large amount of studies on different survey types have addressed this issue and 

have applied mode comparisons by mainly contrasting online with various other modes 

(Bowling, 2005; Denscombe, 2009; Dillmann et al., 2009; Fricker et al., 2005; Kaplowitz, 

Hadlock & Levine, 2004; Kaplowitz et al., 2012; Kreuter, Presser & Tourangeau, 2008; 
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Malhotra & Krosnick, 2007; de Leeuw, 2005; Shin, Johnson & Rao, 2012). While it was 

highlighted that telephone surveys are cost-intensive and need the facilities of a call centre, 

web surveys do not need to overcome this high barrier. On the other hand, it was shown that 

web surveys have serious drawbacks in representativeness. Notwithstanding the obvious 

advantages and disadvantages of web surveys, differences between the survey modes in terms 

of response behaviour to question formats, question order and scale effects are not that 

effortless to investigate. Contrasting web and mail survey modes, Shin, Johnson & Rao, 

(2012:228) concluded that mail surveys may entail higher unit non-response rates, whereas 

the amount of item non-response might be lower within web surveys. In addition, Knapp & 

Heidingsfelder (1999:3) showed considerable impacts of survey design on drop-out rates by 

comparing different web-surveys.  

Besides all these findings, it would be too simplistic to divide the world of surveys 

exclusively in self-administered and externally administered or online and non-online surveys. 

Every survey mode, and especially the online mode itself, frequently employs an increasing 

number of subtypes (Bethlehem & Biffignandi, 2012:38; Couper & Coutts, 2006:228; Couper 

& Miller, 2008:831; Fricker, 2008:202; Koo & Skinner, 2005). Contrasting online survey 

subtypes, Yeager and colleagues showed in their groundbreaking article about the effects of 

different sampling strategies the impact of probability and non-probability sampling on 

accuracy (Yeager et al., 2011).  

Academic online research polls various populations of respondents such as students, 

members of access panels or specific email samples. By using the rational choice approach 

(RC) as a heuristic, we assume that respondents will compare the benefits and the costs of 

taking part in a survey and similarly applying it while answering every single question 

(Dillman, 1978:12; Esser, 1986:38). Consequently, we start from the premise that different 

samples are connected with typical patterns of cost-effectiveness considerations. In line with 

this idea, non-professional respondents
4
 should have a higher interest in the stated research 

aim than those hired with incentives for an online access panel. In contrast, the participants of 

such panels should be more interested in the fulfilment of their obligations. Considering that, 

on every stage of the answering process these costs and benefits of responding are taken i nto 

account by the respondents, our main research question is: What are the consequences of 

different costs-effectiveness considerations with respect to participation, item non-response 

and the quality of the answers. Each of these characteristics is closely related with the 

accuracy and the relevance of the retrieved information. In the following, we introduce our 

research hypotheses by focusing on participation (response rates and drop-outs), item non-

response and the quality of answers (cognitive effort and social desirability). Accordingly to 

this, we outline our hypotheses, describe our research concept and present our findings in 

detail afterwards. 

 

 

 

                                                 
4
 We consider the participants of access panels as professionals and the volunteers of the other samples as non-

professionals (Gittleman & Tirmarchie, 2009:2; Sparrow, 2007:180; Toepoel, Das & van Soest, 2008:986; 2009). 
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2 Hypotheses 
 

Generally, we expect a distinction between “non-professional respondents” and “professional 

respondents” caused by the varying motivations for responding to the surveys. 

 

Response rate 

With regard to incentivisation and daily routine we assume a higher willingness to follow the 

invitation and to start answering the questionnaire by the professional respondents. The non-

professionals visiting the first page may have more interest in the subject. Alternatively, 

professionals might have less interest, they, nevertheless, have greater motivation to fulfil their 

obligations (Görtiz 2004; 2006; Holbrook, Krosnick & Pfent 2007).  

Additionally, it is likely that technical problems with the questionnaire appear rarely on the 

terminals of professionals, and therefore, it is often an easier task for the professional respondents to 

answer surveys than for the volunteers (Dillmann et al. 2009; Holbrook, Krosnick & Pfent 2007). 

Consequently, we expect a significant impact on the response rates. 

 

Drop-outs 

Secondly, we hypothesise differences in drop-outs between the surveys with professional and non-

professional respondents. The combination of the given incentives and the panel conditioning, 

which arises especially for the professional sample, could generate a work-like professional 

relationship to the task of responding to the questionnaire. Because, the members of the access 

panels receive incentives only for answering the entire questionnaire, we expect a lower drop-out 

rate (Birnholtz et al. 2004; Bosjak & Tuten 2003; Göritz 2004; 2006; Hansen & Pedersen 2012; 

Herrwegh 2006; Sandez-Fernandez 2010). These effects should be particularly visible at the 

beginning of the questionnaire. We suppose that the participants of the non-professional samples 

should show, especially at this point, higher drop-outs, because of the insufficient financial 

motivation. However, the people from the access samples should not discontinue filling in the form, 

even if they have no relation to the topic (Frick, Bächtiger & Reips, 2001:195; Knapp & 

Heidingsfelder, 1999:6; Roose, Waege & Agneessens, 2003:416; Roose, Lievens & Waege, 

2007:424).  

 

Non-response 

Moreover, the work-like relationship could cause the risk of providing incorrect answers to fit into 

the target sample and the motivation for answering the questionnaire in a shorter period of time 

occasionally scanning the given instructions (Göritz, 2007:481; Petric, Appel & de Leeuw, 

2009:466; Tourangeau, 2007:189). Therefore, we also expect differences in the item non-response 

between the professional and non-professional samples. The following hypotheses are based on two 

main assumptions. First, we hypothesize less item non-response in the access data for closed-ended 

as well as for open-ended questions, because of the professional relationship. Second, the quantity 

of answers to open-ended questions should be higher for the professionals. 

Besides, there is an on-going discussion about specifics of online access panelists in response 

behaviour towards different questions forms (Göritz, 2007; Dennis, 2001). While, little evidence 

was found for panel conditioning related to attitude questions, questions concerning the knowledge 
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of the respondents revealed remarkable effects (Das, Toepoel & van Soest, 2007; Kruse et al., 2009; 

Toepoel, Das & can Soest, 2009). Nevertheless, based on the RC approach, we expect panel 

conditioning effects for the target attitude questions.   

 

Quality of answers 

A possibility to test the differences concerning the response pattern of closed-ended questions is to 

check the distortion created by social desirability. Numerous studies have analysed the effect of 

sensitive questions for different modes. In comparison to CATI, PAPI and face-to-face interviews, 

most of these studies have established that web surveys show less social desirability bias (Chang & 

Krosnick, 2009:674; Kreuter, Presser & Tourangeau, 2008:861; de Leeuw, 2005:246). The 

determining argument, for the missing social desirability bias in web surveys is the absence of 

social presence (Taddicken, 2009:100). Due to this condition of more anonymity, the respondents 

provided responses with less social desirability. 

Also various online survey subtypes can create differences in the perception of social presence 

and anonymity. The participants of the non-professional samples were invited to the survey via 

personal email. With regard to the recruitment method, it was considered that this personal email 

announcement by a university would create a form of social presence (Heerwegh, 2005:596; 

Heerwegh & Losseveldt, 2007:265). Additionally, the non-professional respondents may have more 

interest in the topic than the professional respondents (Groves, Presser & Dipko, 2004:26; Martin, 

1994; Schnell, 1997:185). 

When measuring social desirability, scales such as the Marlow-Crowne Scale (Crowne & 

Marlow, 1960; German version: Stöber, 1999) and the Balanced Inventory of Desirability Response 

(Paulhus, 1991; 2002) are used the most frequently. Besides these classical social desirability scales, 

it is also possible to measure the specific motivation to control prejudiced reaction (Dunton & 

Fazio, 1997; Banse & Gawronski, 2003). Another approach suggested by Bassili (1996) is the 

measurement of response latency. According to Mayerl (2005:1), the response latency could be 

“used to measure the chronic accessibility of attitudes“. 

In our context, the theory of response latency demands a longer response time from the fact that 

socially desired answers necessitate additional mental expenditure (Walczyk et al., 2009:35).  

According to this, we hypothesise that the professionals should express more prejudice in their 

answers, because of the lack of social presence, and their lesser interest in the topic. If our 

assumptions about cognitive effort prove true, we should also find a higher motivation to report 

unprejudiced behaviour in the non-professional samples. 

Additionally, we will examine the quality of the open-ended answers. We expect them to be of a 

higher quality for the surveys answered by non-professional respondents, because of their greater 

interest in the topic based on self-selection (Groves, Presser & Dipko, 2004:26; Holland & 

Christian, 2009:198; Martin, 1994; Schnell, 1997:185). 

 

3 Research concept 
 

To test the postulated assumptions empirically, we employed data from different respondents groups 

surveyed with identical questionnaires. The subject of the questionnaires was “Multiculturalism in 
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Germany”. In the academic research convenience samples of open online surveys with volunteers 

are typical; the most common are samples from students. Traditionally undergraduates are 

frequently asked to test new instruments for academic use, especially in social sciences and 

psychology (Druckmann & Kam, 2011:54; Flere & Lavric, 2008:399; Peterson, 2001:450; Wiecko, 

2010:1186). Furthermore, in recent years the use of online access panels has become more popular 

among academic, and especially, market researchers. These non-probability web samples are 

selected via stratifications from panels of thousands of professionals, who do not fit the probability 

samples of any population. Commonly, quotas are used to create the samples of interest.  

Our aim is to have a closer look at professional and non-professional web samples. Until now, 

little effort has been devoted to a systematic comparison across various web survey types in terms 

of unit and item non-response towards closed and open-ended questions and the effect of social 

desirability. Therefore, we combined previous findings on non-response (Biemer & Lyberg, 2003; 

Bosnjak & Tuten, 2001; Groves et al., 2002; Groves, 2004; Groves & Couper, 1998; Stoop, 2004; 

2007) and sensitive questions (Lee, 1993; Lensvelt-Mulders, 2008; Reja et al., 2003; Tourangeau & 

Smith, 1996; Tourangeau & Yan, 2007) with the examination of different types of web surveys. For 

testing our hypotheses, we selected four samples, a student sample
5
, and two online access panels of 

different professional providers. Moreover, the research includes another sample drawn randomly 

from a systematically generated pool of email addresses. Purpose of this generated mail sample was 

to test the assumptions on a second non-professional group without the typical drawbacks of 

homogeneous subjects (Druckman & Kam, 2011; Peterson, 2001). 

 

4 Samples 
 

Our four samples were collected between February and May 2011. A summary of the differences 

between the data collection methods appears in Table 1. For the first sample we invited 1066 

individuals from a list of graduates and undergraduates of the social sciences. About 96% of those 

mails reached an email account. A total number of 139 individuals visited the first page a few days 

later and 73.4% of them completed the questionnaire. Using the panel partner programme of 

Globalpark, we contacted the members of two different online access panels
6
. In both, nearly 10% 

of the respondents completed the questionnaire in the short time period of 8 and 4 days respectively. 

The last sample was drawn from a list of automatically generated email addresses to ensure a wider 

spread in comparison to the student sample.
7
 In 30% of the cases, the email could not be delivered 

to the recipient because of email errors. A closer look at the table reveals the inefficiency of the 

recruitment strategy of the third sample, indicated by the lowest contact rate (4.3%), the highest 

                                                 
5
  Students in social sciences might be already  more sensitised to the subject of our letter of announcement than 

respondents of the other samples. 
6
 The specification was a census-representative sample with respect to gender and region of Germans between 16 and 

69 years. 
7
 We used 250 typical German forenames, the 100 commonest German surnames and four different email suffixes to 

generate a selection base with 357,084 email addresses. We selected 4,629 cases of this list at random and invited 

the owner personally. 
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drop-outs (28.1%) and, in particular, the long field time (80 days) for conducting this small sample 

(n=100).
8
 

The marked differences between the socio-demographic distributions of the four samples reflect 

the various sampling strategies. However, there are also some similarities. In detail, the highly 

educated people are over-represented, the proportion of women is the highest in the student sample 

(54.3%) and females are slightly under-represented in the three web based samples. Moreover, with 

an average of 41 years, the participants of both access panels are the oldest respondent groups; as 

expected, the students are the youngest (25.2) and the average of those of the generated mail sample 

is 37.4 years. 

 

Table 1: Sample description 

 student sample1 access sample 1 access sample 2 GM sample 
invitations 1066/10262 4500 4000 4629/32342 
contact  

1. page 
139 305 225 139 

invitations/ 

responses rate 
0.135 0.068 0.056 0.043 

completed 102 286 202 100 
responses/ 

completation rate 
0.734 0.938 0.898 0.719 

fieldtime  

in days 
15 4 8 80 

incentivisation no yes yes no 
age (mean) 25.2 41.1 41.2 37.4 
proportion of  

women 
0.543 0.497 0.488 0.490 

proportion of  

qualification for 

university entrance 
1 0.514 0.495 0.779 

1 Undergraduates and graduates 
2 Number of email addresses without mail delivery failure and returning message to sender. 
 
 

Below we present our findings divided into three parts: drop-outs, non-response and answer 

quality towards open and closed-ended questions. Finally, we will discuss the implications for 

further web survey research. 

 

5 Results 
 

The analysis is presented in three parts.
9 

First, we contrast the survey drop-out rates of the four web 

samples. Next, we compare quantitative and qualitative aspects of response behaviour towards open 

and closed-ended questions separately. Besides exploring item non-response, our set of analyses 

                                                 
8
  Respondents were invited only once to participate in the surveys; reminder emails were not sent out to any of the 

four samples.  
9
 The statistical analyses reported in this chapter were conducted with the statistical software packages SPSS Version 

20. 
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investigates the qualitative aspect of data quality by examining whether the type of web survey has 

any influence on the quality of the answers in respect to different question formats and levels of 

sensitiveness. Most importantly, we are interested in the effects of different forms of social 

presence, response experience, topic interest and incentivisation in response behaviour. 

 

Drop-outs 

In web surveys, researchers have to cope with the same difficulties as in other surveys that a 

systematic drop-out rate will lead to biased results because of selective samples. Thus, the question 

arises whether the different data collection methods of our four samples have also caused 

differences in their drop-out rate. Further, which consequences arise from these drop-outs 

concerning the quality of answers? Examining the data, we expected - in line with earlier findings - 

fewer drop-outs from the professional respondents, as a result of the given incentives and the panel 

conditioning (Frick, Bächtiger & Reips, 2001:198; Heberlein & Baumgartner, 1978:455).  Figure 1 

shows the partial respondent drop-outs during the interview. Whereas the drop-out rate for the first 

access sample amounts to 10 and the second access sample comes to 6 percent, the non-

professionals had significantly higher drop-out rates (student sample 27% and generated mail 

sample 28%). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Drop-outs during the interview by sample (percent) 

 

Only 3% of the respondents of the first and 1% of the second access panel abandoned the survey 

after the first page. In contrast, the breaking off rate for the first page was higher by the student 

sample (5%) and the generated mail sample (4%). Both samples also showed a similar pattern in 

relation to the content of the questions. We found the highest endurance in the professional access 

surveys. One reason for the lower drop-outs could be the work-like professional relationship, 

especially the effect of incentivisation. This could implicate that in the access survey, respondents, 

who have lower drop-out rates, answered the questionnaire without regard to the subject (this 

assumption is strengthened by the varying drop-out rates on the starting page). Moreover, if they 

were more likely to be disinterested, what could be the consequences for the quality of answers? 

Following this question, the investigated indicators for the quality of the answers are item non-

response, response latency and response behaviour. 
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Open-ended questions 

 

Non-response 

Examining item non-response within open-ended questions, Table 2 and 3 show the number of 

answers to questions about stereotypes towards Muslims and towards Jews.
1011

 While merely 

around 25 percent of the respondents of the student sample and the generated mail sample answered 

the open-ended questions, twice as many of both access panel samples provided answers.  

 

Table 2: Answers to open questions to stereotypes towards Jews by samples (in percent) 

 

 student sample access sample 1 access sample 2 GM sample 
response 30 50 51 26 
no response 70 50 49 74 
total 100 

(N=102) 

100 

(N=287) 

100 

(N=202) 

100 

(N=135) 

           See appendix Table 2a for significance tests. 

 

Table 3: Answers to open questions to stereotypes towards Muslims by samples (in percent) 

 

 student sample access sample 1 access sample 2 GM sample 
response 25 49 52 21 
no response 75 51 48 79 
total 100 

(N=132) 

100 

(N=303) 

100 

(N=220) 

100 

(N=135) 

          See appendix Table 3a for significance tests. 

 

 

Altogether, the number of responses towards open-ended questions on prejudice was much higher 

within the professional respondents of the access panels one and two. Besides that, the student 

sample and the email sample showed relatively similar response patterns, while the two access 

panels revealed very different results. These findings lead us back to our initial question: Does any 

survey type provide answers of higher data quality? Thus, we next examine whether the shown 

lower percentage of item non-response towards open-ended questions of the two access samples 

will have any negative impact on the quality of the given answers. 

 

Quality of answers 

Our former analyses of item non-response indicated that the access panelists answered the open-

ended questions more often. In the following, we want to investigate the quality of those responses. 

Therefore, we divided the given answers in meaningful and meaningless responses. Meaningless 

                                                 
10

 “Thinking about Jews, which positive or negative facts come to you mind?“ 

  “Thinking about Muslims, which positive or negative facts come to you mind?“ 
11

 Prejudice items used in this article addressed negative opinions toward Jews and Muslims, two different minorities. 

With regard to the concepts of latent communication and latent anti-Semitism, we expect a stronger connection of 

social desirability for prejudice statements toward Jews (Bergmann & Erb, 1986; Salzborn & Schwietring, 2003). 

The fundamental idea is, that while a large potential for anti-Semitism still lingers in Germany, the German social 

elite continues to suppress the public expression of anti-Semitic attitudes. Therefore, the expression of prejudices 

towards Jews is more taboo for Germans than negative attitudes toward Muslims. 
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refers to an answer which is hardly related to the requested answer.
12

 Afterwards, we compare the 

length of the meaningful answers within the four web samples and exclude the meaningless. 

 

 

Table 4: Substantive answers to open questions to stereotypes towards Jews by samples (in percent) 

 

 student sample access sample 1 access sample 2 GM sample 
meaningless 

answer 

3 39 46 23 

substantive 

answer 

97 61 54 77 

total 100 

(N=31) 

100 

(N=145) 

100 

(N=104) 

100 

(N=26) 

          See appendix Table 4a for significance tests. 

 

Table 5: Substantive answers to open questions to stereotypes towards Muslims by samples (in 

percent) 

 

 student sample access sample 1 access sample 2 GM sample 
meaningless 

answer 

4 34 31 5 

substantive 

answer 

96 66 69 95 

total 100 

(N=25) 

100 

(N=124) 

100 

(N=107) 

100 

(N=21) 

          See appendix Table 5a for significance tests. 

 

With regard to the quality of the responses towards the two open-ended questions on 

stereotypes, the Tables 4 and 5 show that the relative number of meaningful answers were much 

higher in the student and the generated mail sample. In detail, these samples provided as many 

meaningful answers for the question regarding Muslims, whereas on examining the questions about 

Jews alone, the percentage of meaningful answers was seen to be about 20 percent higher among 

the students.  

An explanation for the differences in response quality might be a tendency of the access 

panelists to take short cuts in the response process. For instance, typing something meaningless into 

open-ended questions, which had hardly any connection to the desired answer. Throughout all 

survey types, the afore-mentioned differences in the open-ended questions regarding Muslims and 

Jews were probably a result of the extraordinary sensitiveness of Jewish topics in Germany. 

 

 

 

 

                                                 
12

 We rated responses as meaningless if they had no relation at all to the requested answer. For instance, some 

respondents answered the open questions only with numbers, random characters or smilies. Consequently, we rated 

every ambiguous statement with reference to the respective minority as meaningful. 
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Table 6: Length of response to open question towards Jewish stereotypes (mean: number of 

characters) 

 

 student sample access sample 1 access sample 2 GM sample 
total 50.38 

(N=102) 

32.18 

(N=287) 

24.71 

(N=202) 

35.33 

(N=100) 
without n.a.* 165.77 

(N=31) 

63.7 

(N=145) 

47.99 

(N=104) 

135.88 

(N=28) 
without n.a. and 

meaningless** 

171.13 

(N=30) 

99.89 

(N=89) 

84.02 

(N=56) 

174.75 

(N=20) 
*Length without nonresponse 

**Length only taking substantive answers into account 

 

Table 7: Length of response to open question towards Muslim stereotypes (mean: number of 

characters) 

 

 student sample access sample 1 access sample 2 GM sample 
Total 48.71 

(N=102) 

53.92 

(N=287) 

45.98 

(N=202) 

27.81 

(N=100) 
without n.a.* 198.72 

(N=25) 

109.25 

(N=140) 

86.92 

(N=105) 

132.43 

(N=21) 
without n.a. and 

meaningless** 

206.96 

(N=24) 

165.62 

(N=92) 

126.13 

(N=72) 

138.75 

(N=20) 
*Length without nonresponse 

**Length only taking substantive answers into account 

 

Moreover, with regard to the length of responses indicated in Tables 6 and 7, there were only 

small differences amongst the four web samples in the total amount of characters. By limiting to the 

meaningful responses only, the answers of the students and the respondents of the generated mail 

samples were significantly longer. Furthermore, the examination of the sensitive questions about 

Muslims showed that the length of responses of the non-professional samples were almost equal, 

whereas the length of responses of the graduates and undergraduates were significantly longer when 

answering the questions about Jews. 

To sum up, while the access panelists typed more often characters, the response quality of non-

professional respondents seemed to be higher. These findings suggest that, when the non-

professionals answered the open-ended questions, they had taken the given task seriously and had 

answered meaningfully and extensively, while the access panelists had frequently been trying to 

abbreviate the response process by answering shorter and more meaninglessly. Furthermore, the 

students and the respondents of the generated mail sample showed roughly similar response 

behaviour towards open-ended questions. 

 

Closed-ended questions 

 

Non-response 

To investigate the non-response, we selected three closed-ended blocks of questions (see Figure 1). 

For the purpose of controlling question placement effects, the first block was placed at the 

beginning of the questionnaire, the second in the middle and the third at the end. Moreover, to 
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compare differences within question sensitivity, we used prejudice items towards Jews and Muslims 

for the second block. 

As the means in Table 8 indicate, in every single item block the respondents of access sample 

one and two decided more often on selecting item non-response options, whereas the respondents of 

the student sample and the generated mail sample selected this option less often. The respondents of 

access sample two showed the highest rate of non-response in the second item block with an 

average 1.24, whereas the 102 students answered nearly all the items (0.11) in the last block. 

 

 

 

Table 8: Item missings
1
 by sample for three items blocks

2
 

 

First block (at the beginning of the questionnaire) 

 mean of item 

missings
3
 N 

number of missings (Percent) 

0 1 2 3+ 

student sample 0.44 102 68.6 20.6 8.8 2.0 

access sample 1 0.51 286 74.8 16.1 4.9 4.2 

access sample 2 0.51 202 79.2 10.4 3.5 6.9 

GM sample 0.41 100 79.0 13.0 3.0 5.0 

 

Second block (prejudice items in the middle of the questionnaire) 

 mean of item 

missings
4
 N 

number of missings (Percent) 

0 1 2 3+ 

student sample 0.39 102 77.5 10.8 6.9 4.8 

access sample 1 1.17 286 62.9 13.3 6.3 17.5 

access sample 2 1.24 202 58.9 13.4 8.9 18.8 

GM sample 0.39 100 81.0 11.0 3.0 5.0 

 

Third block (at the end of the questionnaire) 

 mean of item 

missings
5
 N 

number of missings (Percent) 

0 1 2 3+ 

student sample 0.11 102 93.1 3.9 2.0 1.0 

access sample 1 0.30 286 92.3 3.1 1.0 0.0 

access sample 2 0.36 202 89.1 5.9 0.5 4.5 

GM sample 0.27 100 88.0 7.0 3.0 2.0 
1) Refusals and don´t know answers for seven items 

2) The placement of the blocks in the questionnaire is shown in Figure 1. 

3) No significant differences between the means. 

4) The mean of the student and GM sample is significant lower than the two access samples. 

5) The mean of the student sample is significant lower than the two access samples. 

 

 

Moreover, with regard to the number of item non-responses in the second item block with 

prejudice items, professionals and non-professionals showed different response patterns, whereas 
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the amount of respondents with three or more non-responses was higher within the access panels. 

This is also reflected by the means. 

The findings point out that in the case of closed-ended questions, the number of non-responses 

could have depended on sensitiveness. Particularly, the professional respondents seemed to have 

shown a tendency to select the non-response option when closed-ended sensitive questions were 

asked.   

 

Quality of answers 

Besides this complexity of item non-response, it is possible that the answers to closed-ended 

prejudice items are affected by social desirability. In this context, we examined the relationship of 

social desirability scales, response latency and prejudice against Muslims
13

 and Jews
14

 by sample. 

As indicated in Table 9, the respondents of the access panels frequently expressed significantly 

more negative attitudes against Jews as well as against Muslims, while the non-professional 

respondents showed a less prejudiced response pattern towards these religious groups. 

 

 

Table 9: Prejudice* towards Jews and Muslims by sample (mean and standard deviation) 

 prejudice against Jews prejudice against Muslims 
 

mean** 

stand. 

deviation N mean*** 

stand. 

deviation N 
student sample 1.284 0.441 108 1.678 0.678 105 
access sample 1 1.754 0.678 258 2.377 0.743 264 
access sample 2 1.780 0.690 187 2.475 0.818 193 
GM sample 1.433 0.598 107 2.033 0.890 107 

*     Values range from one (no prejudices) to four (high prejudices) 

**   The mean of the student sample is significant smaller compared to the means of the two access samples. 

*** The means of the student and the GM sample are significant different compared to all other samples. 

 

 

We expected that the answers to sensitive questions would be influenced by social desirability. 

On the other hand, a typical characteristic of web surveys is the lack of social presence, which could 

diminish the influence of social desirability. Our assumption was that the personal email 

announcement could invoke such social pressure for the non-professionals with effects on their 

perceived desirability. We used two social desirability measures, firstly a shortened version of the 

social desirability scale (GMC) by Stöber (1999) and secondly three items of the motivation to 

                                                 
13

  “Islamic and west-European values can be agreed with each other.“ 

   “Muslim culture fits well into our Western world.” 

    “Immigration to Germany should be prohibited for Muslims.” 

    “With so many Muslims living here in Germany, I sometimes feel like a stranger in my own country.”  

    An index based on the individual mean score was computed for these items. 
14

  “Judaism fits well to Europe.” 

    “Jews have too much influence in Germany.” 

    “As a result of their behaviour, Jews are not entirely without blame for being persecuted.” 

    An index based on the individual mean score was computed for these items. 
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control prejudiced reactions scale (MUB) (Banse & Gawronski, 2003)
15

. In addition, we employed 

the response latency as a possible indicator for the measurement of social desirable response sets 

(Walczyk et al., 2005).
16

 In the first step, we tested the assumed relationship of response latency and 

social desirability. Table 10 shows the correlation between response latency and the two social 

desirability scales for the block with the seven prejudice questions. 

 

 

Table 10: Correlation of SD-scales with response latency for seven prejudice questions towards 

Jews and Muslims by sample
1 

 

  GMC MUB 

student sample coefficient 0,221 0,147 

 p-value 0,041 0,177 

access sample 1 coefficient 0,120 0,168 

 p-value 0,055 0,007 

access sample 2 coefficient 0,159 0,146 

 p-value 0,038 0,057 

GM sample coefficient 0,067 -0,103 

 p-value 0,542 0,384 

                           1) Under control of age, sex and education  

 

 

The correlation analysis showed significant effects solely for the professional respondents. With 

decreasing GMC, it took the respondents of the first access sample less time to answer the attitude 

questions.  We also found a significant positive effect for the scale of motivation to unprejudiced 

behaviour. Respondents who wanted to behave in an unprejudiced manner needed more time to 

answer the questions. 

In a second step, we investigated the impact of these social desirability measurements on anti-

Semitic and islamophobic attitudes. The results are shown in Table 11 and 12.
17

 

 

 

 

 

 

 

                                                 
15

  “I pay attention to the fact that my behaviour is free from prejudices.” (MUB) 

   “Going through life worrying about whether you might offend someone is just more trouble than it´s worth.” 

     (MUB) 

   “I don’t care if somebody thinks that I had prejudices towards minorities.” (MUB) 

   “I have kept before borrowed things.” (GMC) 

   “Sometimes I help only because I expect a consideration.” (GMC) 

   “Sometimes I throw garbage in the landscape or on the street.” (GMC) 

    An index based on the individual mean score was computed for the MUB- and GMC-items. 
16

 Fazio suggests a correction of the response time with a logarithmic function for asymmetrical distributions. This 

form of transformation is frequently used in research on response time (Fazio, 1990; Huckfeldt et al., 1999; Devine 

et al., 2002; Kreuter, 2002; Mayerl & Urban, 2008) and is used in the following analysis. 
17

 The coefficient of the control variables, age, sex and education were not significant. 
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Table 11: Linear regression (OLS) prejudices against 

Jews on SD scales and response latency by sample  

Table 12: Linear regression (OLS) prejudices against 

Muslims on SD scales and response latency by sample 

  
model 1 model 2

1 
   

model 1 model 2
1 

  
beta beta 

   
beta beta 

student  

sample 
(constant) 0.894 

 
1.651 

  
student  

sample 
(Constant) 3.541 *** 3.263 * 

response  

latency 
0.162 

 
0.202 

  

Response latency 
-0.039 

 
-0.089 

 

GMC -0.097 
 

-0.023 
  

GMC 0.116 
 

0.071 
 

MUB -0.299 ** -0.188 ** 
 

MUB -0.569 *** -0.551 *** 

R2 0.083 
 

0.111 
  

R2 0.296 
 

0.279 
 

N 94 
 

89 
  

N 91 
 

86 
 

access  

sample 1 
(Constant) 3.701 *** 3.266 *** 

 
access  

sample 1 
(Constant) 3.492 *** 3.663 *** 

Response latency -0.161 *  -0.199 * 
 

Response latency 0.027 
 

0.016 
 

GMC -0.121 + -0.042 
  

GMC 0.049 
 

0.039 
 

MUB -0.167 ** -0.165 * 
 

MUB -0.428 *** -0.535 *** 

R2 0.080 
 

0.099 
  

R2 0.167 
 

0.166 
 

N 243 
 

240 
  

N 247 
 

244 
 

access  

sample 2 
(Constant) 2.364 ** 2.154 ** 

 
access  

sample 2 
(Constant) 3.804 *** 4.399 *** 

Response latency 0.044 
 

0.098 
  

Response latency 0.044 
 

0.075 
 

GMC -0.128 + -0.072 + 
 

GMC 0.035 
 

0.019 
 

MUB -0.154 *  -0.218 * 
 

MUB -0.436 *** -0.706 *** 

R2 0.029 
 

0.030 
  

R2 0.168 
 

0.203 
 

N 170 
 

161 
  

N 175 
 

165 
 

GM  

sample 
(Constant) 3.535 *** 4.307 *** 

 
GM  

sample 
(Constant) 3.176 *  4.964 ** 

Response latency -0.093 
 

-0.221 
  

Response latency 0.044 
 

-0.051 
 

GMC 0.027 
 

0.023 
  

GMC 0.023 
 

-0.012 
 

MUB -0.486 *** -0.469 *** 
 

MUB -0.413 *** -0.570 *** 

R2 0.234 
 

0.288 
  

R2 0.149 
 

0.257 
 

N 94 
 

88 
  

N 94 
 

88 
 

             
1) Model 2: Linear regression under control of age, sex and education 

Significance: +p<=0.10, *p<=0.05, **p<=0.01, ***p<=0.001 

 

 

Firstly, there are some differences between the attitudes towards Jews and Muslims. Whereas, 

we found a stable influence on the MUB scale throughout all samples on prejudice towards the 

various groups, a barely noticeable effect on GMC and the response latency could be noticed solely 

in the explanations of prejudices against Jews. Furthermore, under control of the two social 

desirability scales, response latency had only a significant effect on the first access panel. In short, 

the longer it took the respondents to answer, the less prejudices seem to have been expressed. In line 

with our expectations, we found that the lower the MUB value was, the higher the conveyed 

prejudices against Muslims and Jews were. The respondents of the access panels with higher GMC, 

expressed in line with the hypothesis, less prejudice against Jews than those with a lower tendency 

to social desirability. These findings support the view that social desirability works throughout the 

editing process, in which the respondents evaluate their responses in accordance to less prejudiced 

attitudes (Holtgraves, 2004:171). 
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Secondly, and in contrast to our hypothesis, we found an effect of social desirability on anti-

Semitism in the data drawn from the professional samples. The professional respondents answered 

in a less socially desirable manner and needed less time to answer, as well. It seems that the 

response time only had an unexpected negative effect with reference to anti-Semitism, whereas 

negative attitudes towards Muslims were apparently not influenced by the response time. However, 

the scope of this finding is very limited. Due to time measurement was solely possible for each page 

and refers, therefore, to the anti-Semitism as well as the islamophobia items. 

While MUB reduced prejudice throughout all groups and samples, GMC showed, exclusively 

in the access panels, a rather small unexpected negative effect on prejudices against Jews. A 

possible explanation for this difference in answer behaviour could be that professional respondents 

are more trained to fill out web-questionnaires, but they also tend to disguise their opinion in favour 

of social desirability. It seems that the work-like relationship could abolish the anonymity of the 

web panels and generate a social impact. This could have influenced the quality of responses, 

whereas personal sentiment, however, seems to have not influenced the answers of the non-

professionals. 

 

6  Limitations 
 

The present study has certain limitations. First, the time measurement represents each page of the 

survey and refers, therefore, to the respondents’ attitudes toward both religious minority groups, 

Jews and Muslims. Second, we used only short versions of the social desirability measures. The 

short versions are well tested, but results obtained with the long versions might, however, have 

differed from our findings. Third, our study does not include an online survey based on a 

probability sampling method. Including a probability online survey would have significantly 

strengthened the ability to generalise our results. Fourth, a fifth anonymous group, without a 

personalized email invitation, would have enabled us to control for social impact on the results. 

Finally, the four online samples are of small sample sizes. Ideally, future studies should meet these 

limitations by using the complete measures of social desirability, asking only one question per page, 

including an online sample based on a probability sampling method from the general population, 

and increasing the sample sizes. 

 

7  Conclusion  
 

With reference to earlier findings (Gittleman & Tirmarchie, 2009:2; Sparrow, 2007:180; Toepoel, 

Das & van Soest, 2008:986; 2009), we assumed that there would be differences in answer 

behaviour between the “professional” and “non-professional” respondents. 

For unit non-response, we did not find differences between these two groups of respondents. In 

contrast, the drop-out rates of the non-professionals were somewhat higher than those of the access 

panel participants. This was not only consistent for the first page drop-out, but throughout the whole 

questionnaire. Furthermore, we assumed that the work-like relationship might cause a lower item 

non-response rate for the professionals. Contrary to this expectation, the findings did not reveal 

differences for non-sensitive items with predefined answers amongst the samples. However, for 
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sensitive questions, the two groups showed entirely different results. The professional respondents 

tended to non-response more often than the volunteers. Since Shoemaker (2002:198) showed that 

non-response is related to item sensitivity and cognitive effort, the average sensitivity and effort 

could have been higher for professional respondents who did not anticipate prejudice items in the 

questionnaire because of their lack of interest in the topic. Moreover, we observed more answers for 

open-ended questions, albeit of lower quality within the access panels. 

We also hypothesised a lower influence of social desirability for the access panels with regard 

to the absence of social presence. For prejudice against Muslims, we did not find differences among 

our four samples. Only the motivation to control prejudiced behaviour showed a significant effect 

across all samples. This was also revealed as true regarding the attitudes towards Jews in the non-

professional samples. In contrast to this, the answers of the access panel participants towards these 

items were also influenced by the scale of motivation to unprejudiced behaviour and, in one case, 

by the response latency. The obvious reason behind this finding might be the historically based 

suppression of anti-Semitic statements in Germany. Surprisingly, the combination of anonymity and 

selectivity led to a stronger tendency for social desirability in the access panel data. Therefore, the 

results suggest that the work-like relationship of the professional respondents caused a form of 

social presence and social pressure, which caused confirmative response behaviour that undermined 

the anonymity of the access panels. 

With regard to the discussion of panel conditioning effects related to attitude questions (Das, 

Toepoel & van Soest, 2007; Kruse et al., 2009; Toepoel, Das & van Soest 2009), our findings 

supported the previous findings that  attitude questions are not influenced by panel conditioning for 

questions without sensitive content. In addition, however, we observed fairly strong effects within 

item non-response and answer behaviour for attitude questions with a higher level of sensitiveness. 

All in all, the findings suggest that the type of online survey used has a significant impact on 

data quality, an observation which was especially noticed in the distinction between the student 

sample and the generated email sample with “non-professional respondents” on the one hand and 

the access panel types with “professional respondents” who used trained heuristics and tended to 

take shortcuts in the response process on the other hand. We believe that this could be of special 

importance to researchers who would like to ask sensitive questions. A particular survey type might 

produce less non-response, but a closer investigation might reveal substantial data quality problems. 

The shown differences between the non-professional samples and the access panels remained 

steady over many aspects of data quality and challenge the accuracy of online access panels. 

However, these differences were far more significant when sensitive questions such as closed and 

open-ended questions on stereotypes and prejudice were asked. Former research had already 

pointed out that access panels might be problematic due their lack of representativeness (Yeager et 

al., 2011). Our findings add another drawback to the use of online access panels, namely that item 

non-response and social desirability could be similarly problematic. Alongside these, we suggest the 

use of multiple samples of different web survey types for online researchers who may not be able to 

use probability samples of the target population. Thus the lack of representativeness still remains, 

but stable results within a multiple sample type approach could ensure the findings to a certain 

degree. 
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Appendix 
 

 
Table 2a: Significances for the multiple comparison for Table 2 

 
student sample access sample 1 access sample 2 GM sample 

student sample 
 

0.00 0.00 0.52 

access sample 1 
  

0.83 0.00 

access sample 2 
   

0.00 

     

     
Table 3a: Significances for the multiple comparison for Table 3 

 
student sample access sample 1 access sample 2 GM sample 

student sample 
 

0.00 0.00 0.60 

access sample 1 
  

0.47 0.00 

access sample 2 
   

0.00 

     

     
Table 4a: Significances for the multiple comparison for Table 4 

 
student sample access sample 1 access sample 2 GM sample 

student sample 
 

0.00 0.00 0.11 

access sample 1 
  

0.21 0.12 

access sample 2 
   

0.03 

     

     
Table 5a: Significances for the multiple comparison for Table 5 

 
student sample access sample 1 access sample 2 GM sample 

student sample 
 

0.00 0.01 0.95 

access sample 1 
  

0.62 0.01 

access sample 2 
   

0.01 

 

 


