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Maximum Likelihood Estimation of Lorenz
Curves using Alternative Parametric Model

Ibrahim M. Abdalld and Mohamed Y. Hassan

Abstract

In this paper the Lorenz curve proposed by AbdaHd Hassan is fitted
to grouped income data of Abu-Dhabi Emirate famelkpenditure survey,
1997, using Maximum likelihood estimation methoddaassuming that
income shares follow a Dirichlet distribution. Emping Abdalla and
Hassan's together with some known parametric Lomn@ozlels, estimates
based on the maximum likelihood are compared whithiseé based on non-
linear least squares techniques. Given the natidréhe distribution of
income and the distinct characteristics of Abu-DhBEmirate, it is evident
that the maximum likelihood estimation approach duces comparable
parameter estimates to the non-linear least squeamiques, but higher
standard errors and less goodness of fit. Under tlwe estimation
techniques, the model proposed by Abdalla and Hagsarformed well
better than some well known parametric models aliterature.

1 Introduction

The Lorenz curve is a graphical representation,allguadopted to depict the
distribution of income and wealth in a populatidtiorizontally, it displays the
cumulative proportion of the population, sgy arranged in increasing order of

income. Vertically, it measures the proportion otaome, 5, accruing to any

particular fraction of the population thus arranged
Direct estimation of the Lorenz curve is based mredr interpolation using
empirical data presented in income group formatisTlepresentation assumes a
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complete uniformity of income distribution within @a group. Consequently the
estimated curve converges to the true Lorenz cwasethe number of income
groups increases. However, various models for patamLorenz curves have
been suggested in the literature, including Kakw@®i80), Basmanet al. (1990),
Ortegaet al (1991) and Chotikapanich (1993). Other models lzased on well
known income distribution models such as lognormatl gamma. Kakwani and
Podder (1976) noted that Lorenz curves, driven fromown density functions,
hardly give reasonably good fit to actual data.

By means of goodness of fit tests, Gini ratios , astimated income shares, it
is evident that results of employing different madeh different income data for
different countries are in sharp contrast (Chotéaiph, 1993, Sarabiat al., 1999
and Cheong, 1999). Some models give a good appaiim to the data over the
middle of the distribution, but not well over thails. The opposite happens when
analyzing some other models. Arguably, these diffeeenmay be attributable to
differences in the nature of income distributionsd adistinct characteristics of
different countries.

The objective of this paper is to estimate the bareurve for income data
from the most recent Abu-Dhabi Emirate family expiguc survey, Ministry of
Planning (1997), using the maximum likelihood apmo suggested by
Chotikapanich and Griffiths (2002) and comparereates with those based on the
non-linear least square techniques. Along withrtteedel proposed by Abdalla and
Hassan (2004), additional models are evaluated andesponding Gini
concentration ratios are assessed in terms of acguof fit.

The plan of this paper is as follows: In Sectiors@ne known parametric
Lorenz curves (models), including the one propdsgdbdalla and Hassan (2004)
are presented. In Sections 3 and 4 estimation ndstlaoe outlined. Goodness of
fit and empirical results are discussed in Sectidred 6. Section 7 is dedicated
to some concluding remarks.

2 Parametric Lorenz Curves

Suppose that population units, individuals or faes) are ordered according to
increasing income. Thus income distribution data take the form(p, 7 ) for

each of T income groups, where is the cumulative proportions of population
units associated with group with p, =1, ands, is the corresponding cumulative

proportions of income, withy, =1. Dropping the subscripts and utilizing these
observations, a parametric Lorenz curve is giveryasL(p;€), where 8 is a

vector of unknown parameters. A function is a Larerurve if it satisfies the
following conditions:
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(i) L@G6)=0
(i) L&LO)=1,

(i) L(p;@) is twice continuously differentiable monotone iresang function;
therefore:L'(p;8)=0, L"(p;8)=0.
Abdalla and Hassan (2004) suggest the model defayed
L(p)=p°[1-(1-p)’e”] a=00<B<d<1 (2.1)

The Gini concentration ratioR;) associated with the different parametric
models are calculated based on the definition

Rs :1—2iL(p;0)dp 2.2)

In particular, the Gini ratio associated with Abldaland Hassan model is
reduced to the following closed form

R, =1-2] p°[1-(1- p)°e’Pdp
0 .
:a—1+2w/'(a+j+1)/'(5+1),8' (2.3)
a+l =/ (j+1)/(a+d+|+2)

Using Abu-Dhabi Emirate income data set, 1997, gexformance of the
parametric model suggested by Abdalla and Hasdgp, is compared with
different alternatives. The first alternative isethmodel L. introduced by

Chotikapanich (1993). It is a simple one parameatedel:

e -1 (2.4)
a>0
e’ -1

Le(pia)=

Ortegaet al. (1991) suggested the mode] which is a special case of Abdalla
and Hassan moddl,, when S=0;
Lo(p;@,0) = p[1-(1-p)°] a=0, 0<d<1 (2.5)

When =0 and a=0 L,,, is reduced toL.(p;Jd)=1-(1-p)°, which
originates from the Pareto distribution. This cursea special case of Rasche's
al. (1980), two parameter moddl,, with a =1

L(p;d,a)=[1-(1-p)°]° az1 0<d<1 (2.6)

Kakwani (1980) introduced the beta model;
L((p;a.8,B8)=p-ap’(l-p)’ a>0,0<d<1 0<pB<1 (2.7)
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Kakwani’'s proposal is considered as the best paréorcompared to a number
of different models; see for example Chotikapanacid Griffith (2002), Cheong
(1999) and Sarabiat al. (1999).

3 Maximum Likelihood Estimation

Chotikapanich and Griffiths (2002) proposed a maximlikelihood estimation
methodology based on assuming income proportionem(fgrouped data) as
realizations of a Dirichlet distribution. They arguéat Lorenz curve estimation
based on linear or non-linear least squares tectmsiglefy the reality that error
terms associated with observations on cumulativepgrtions are neither
independent nor normally distributed. Alternativedpnditional on the population
proportions p,, income sharesy =7, —n,_, are considered as random variables

with means E(q)=E(n)-E(n_)=L(p;8)-L(p_;€). The vector
g=(9,,9,,..,0; )" is assumed to be generated from a Dirichlet distion with

density
Ma +a,+--+a a1 - o 3.1
f(qla)= L (Bt t ot ) guoge | got G4
/_(al)/_(az)"'/_(aT)
where a =(a,,a,,...,a; )" are the parameters of the Dirichlet density and) is
the gamma function. Settingr as a function of the curve parameters,

a =A[L(p;B8)-L(p_;0), a probabilty density function forq with

meankE(q, ) is given by
T g/ (PO L (01 (3.2)

Ml =TT im0~ L1100

whereg¢ =(6',4) and A is an additional parameter. This leads to the ibpdgy of
getting maximum likelihood estimate fog which is based on maximizing the
likelihood function,
;
log[ f(al@)] =|09/'(/1)+§1(/1[ L(pi;8) - L(p_1;0)] —1)xlogq
i -
- Ylog M(A[L(P:8)~L(p1;0)])

(3.3)

4 Non-linear Least Squares Estimation

Non-linear least squares estimators are definedchbyestimators which minimize
the sum of the squared differences between theiggeztiand observed values. For
a particular Lorenz curveL(p;d) the minimization is associated with the

expression
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(7~ L(p:O))*

Least squares estimates are usually obtained bytditenerical search procedures
implemented in many statistical computer packages.

5 Goodness of Fit

Goodness of fit of alternative models discussedSiection 2 is based on
comparing values of the information inaccuracy measas shown in Theil
(1967), and Chotikapanich and Griffiths (2002), ievhis given by
T .
I =>q log(1),
i=1 q

(5.1)

where @ is the predicted income shares from an estimatedem

Smaller values of the indekdepicted in (5.1) indicate better fits. Moreover,
the index| can be used as a Deviance measure of fit, Ag(@986). A value of
zero indicates a perfect model fit. For each mode¢ value ofl is compared
with xy* with T -k degrees of freedom, whefe denotes the number of income
groups andkis the number of parameters in the model. This sheame sort of a
penalty when too many parameters are included inmnbeel.

Gastwirth (1972) criterion for the Gini ratio issal used as another goodness
of fit measure.

Assessment of the reliability of the two techniquesxximum likelihood (ML)
and non-linear least squares (NL) is based on coimgpgarameter estimates and
associated standard errors. The standard errorth&@ ML and the NL estimates
are estimated by utilizing the Hessian matrix geteztafrom a numerical
maximization/minimization routine as shown in thetfoduction to R” manual,
pages 66-67, R Development Team (2000).

6 Empirical Results

Incomes of 3206 families that constitute Abu-Dh&mirate surveyed sample are
summarized by grouping the data info=12 intervals. Income share for each

interval (income group) together with cumulativeoportion of incomes, and
cumulative proportion of familiep, are calculatedj =1,..., T. These values are

used in fitting the models outlined in Section Z2ngsML and NL estimation
techniques.
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Table 1: Lorenz curve: Maximum likelihood (ML) and non-liaeleast squares
(NL) parameter estimates, and related standards(sce) and Gini ratios R;).

Lorenz Function Estimates s.€) I Rs
Chotikapanich 6 =2.9646 (0.3497) 0.03252 || 0.4341
ML G =3.4876 (0.1323 0.03615 | 0.4896
Ortegaet all 6 =0.3650 (0.1797) 0.00129 | 0.4370
5=10.4835 (0.052
ML ( 4
0=04543 (00259 | 400115 | 0.4585
5=0.4787 (0.004%)
Rascheet al. 5=05383 (0.0679 0.00077 | 0.4427
ML 6 =1.3067 (0.1589
8=05577 (0.005] 0.00048 | 0.4564
6 =1.3862 (0.0148
Kakwani 6 =0.8040 (0.1400 0.00125 | 0.4442
5=1.0189 (0.0933
ML N
B=0.4558 (0.0919
6 =0.8168 (0.0223
B=04484 (0.0127)
Abdalla and Hassan a =0.0476 (0.3738 0.00076 0.4454
ML 53=0.5798 (0.1099
B=03154 (0.3008
6 =0.1447 (0.0579
5=05515 (0.011) 0.00031 | 0.4536
B=0.2466 (0.0383

" Satisfy Gastwirth criterion.
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Figure 1: Lorenz curves for Abu-Dhabi Emirate income data97

Table 1 reports point estimates and standard efoorghe parameters and the
Gini ratio,R;, associated with each model together with the eslwf information
inaccuracy,l, as goodness of fit measures. It is evident fronbl@al that the
estimates of the Lorenz curve parameters associaf¢id ML estimation are
slightly different and have higher standard errooshpared to estimates associated
with NL estimation. Gini ratios associated with Mdstimation are noticeably
smaller compared to those associated with NL esgtonaUsingl as a Deviance
measure of fit and compare it with the value)df with T -k degrees of freedom
(see Section 5) , there is no evidence of modet tEHcfit. The p-value (the right
tail probability) associated with each model is However, the modell,,
proposed by Abdalla and Hassan is associated viiéh smallest values ofl
compared to the other models. This indicates thgtprovides better fit compared
to the other models.
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Table 2: Actual and Estimated Income Shares (based on mariitkelihood (ML) and
non-linear least squares (NL) methods) for the .B.Ancome Groups

Income Actual Chotikapanich Ortega Rascheet al. Kakwani Abdalla &
et al. Hassan

(OOODHSs) Le Lo L, L. Ly
Less than 3 0.30 0.37 0.27 0.31 0.57 0.50
ML 0.30 0.25 0.19 0.23 0.55 0.39
3 - 6 5.20 4.06 5.46 5.54 5.38 5.48
ML 5.20 2.95 4.73 4.92 5.18 5.28
6 - 9 10.50 9.13 11.27 10.97 10.25 10.21
ML 10.50 7.38 10.68 10.59 9.98 10.21
9 - 12 10.60 11.44 11.17 10.84 10.80 10.58
ML 10.60 10.18 11.02 10.83 10.61 10.54
12 - 15 9.60 11.99 9.89 9.68 10.00 9.85
ML 9.60 11.43 9.94 9.83 9.89 .76
15 - 18 7.20 9.48 7.15 7.07 7.40 7.37
ML 7.20 9.46 7.26 7.24 7.35 7.29
18 - 21 6.30 8.47 6.17 6.15 6.44 6.49
ML 6.30 8.73 .29 6.33 6.42 6.41
21 - 24 4,50 6.01 4.34 4.37 4.55 4.64
ML 4.50 6.32 4.44 4.50 4.55

24 - 27 5.00 6.18 4.52 4.58 4.74 4.86
ML 5.00 6.60 4.63 4.72 4.74 4.81
27 - 30 4.50 5.35 4.03 4.11 4.21 4.36
ML 4.50 5.80 4.13 4.24 4.23 4.31
30 33 3.70 4.27 3.35 3.43 3.48 .63
ML 3.70 4.68 3.43 3.54 3.50 3.60
33 and over 32.70 23.24 32.39 32.95 32.18 32.03
ML 32.7( 26.2( 33.2i 33.04 33.0C 32.8¢

" Underlined numbers represent estimated income shifwat are closest to the actual
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Estimated Gastwirth bounds corresponding to thent@me groups have been
calculated. This is based on the idea that angditturve whose related Gini ratio
falls outside the lower and upper bounds shoulddeelared to fit the data
inadequately. Thus, using Abu-Dhabi Emirate datégveer bound of 0.4414 and
an upper bound of 0.4600 are produced. Based orethdts reported in Table 1, it
is evident that the Gini ratios associated with Me estimation of Ortegat al,
Rasche, Kakawani and Abdalla and Hassan modelsar&ined within Gastwirth
bounds, whereas the one estimated using Chotikapamodel violates the
criterion. Those associated with ML estimation dfofikapanich and Orteget al
models also violates Gastwirth criterion.

Based on maximum likelihood estimates, the comparidetween the
competing Lorenz models depicted in Figure 1 sutggtsat, optically, four of the
curves provide almost identical fit. The only ondigh is distinguishable is the
one-parameterL. model. This is also confirmed by the largest vdlue 0.03.

Moreover, actual and estimated income shares fiieréint models and income
groups employing Abu-Dhabi data are displayed ibl€&. It can be noted that no
single model consistently outperforms the otherswelver, the model proposed by
Abdalla and Hassanl.,,, has the maximum number of the closest estimaies t

actual shares, using either estimation techniques.

7 Concluding remarks

Empirical analysis conducted in this paper compavean estimation techniques for
Lorenz curves, namely the maximum likelihood and+hoear least squares, in
terms of goodness of fit and reliability of paraeretestimates. Findings and
reported results based on Abu-Dhabi Emirate incodata, a country with
relatively middle inequality, suggest that non-kmeleast squares techniques
provide better and more reliable fit compared te thaximum likelihood method.
This contradicts conclusions reported by Chotikaplarand Griffith (2002). The
Lorenz model proposed by Abdalla and Hassan perdrmvell better than some
known models in the literature. Generally, as conéd previously by
Chotikapanich and Griffith, the estimation of Giratios does not depend on the
estimation technique or Lorenz model specificatibhe results reported for Abu-
Dhabi data do not automatically carry over to otdata sets and other models;
none the less, they are meaningful for the spedtintext. It would be useful to
study the time trend of the indices, in order taleate and forecast the tendencies
of income distribution. This, however, depends osikability of periodic and
deeper surveys.
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