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Dynamic scheduling for manufacturing workshops using 
Digital Twins, Competitive Particle Swarm Optimization, 
and Siamese Neural Networks 
Weng, L.L.a,* 
 aSouth China Business College, Guangdong University of Foreign Studies, Guangzhou, P.R. China 

A B S T R A C T A R T I C L E   I N F O 
Flexible manufacturing workshops often encounter scheduling challenges due 
to complex processes and cumbersome procedures. To address these issues, a 
dynamic scheduling method is proposed. Initially, a discrete manufacturing 
workshop scheduling problem model is developed, considering the unique 
characteristics of the workshop. Digital Twin technology and a Competitive 
Particle Swarm Optimization algorithm are then integrated to create the 
scheduling model. Finally, Siamese Neural Networks are incorporated to form 
a dynamic scheduling mechanism that optimizes disturbance scheduling. The 
research model demonstrated a quick convergence, efficiently searching for 
the optimal fitness value using both the Sphere and Griewank functions. In the 
scheduling objective function test, the model achieved a maximum completion 
time of 244.8 minutes, the shortest time compared to similar technologies. In 
Siamese Neural Network experiments, the model successfully suppressed the 
influence of disturbances, maintaining optimal scheduling performance. 
Without adjustments for disturbances, the maximum completion time was 
58.5 minutes. After optimization, it decreased to 54.2 minutes. These results 
demonstrate the effective application of the proposed technology in work-
shop scheduling. The findings provide valuable technical insights for the ap-
plication of intelligent technologies in workshop scheduling optimization. 

 Keywords: 
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1. Introduction
With the rapid development of digital technology, the global manufacturing industry has entered 
the era of Industry 4.0. The emerged digital twin technology has solved the shortcomings of tra-
ditional manufacturing in workshop control and decision-making [1]. It utilizes the mapping 
relationship between virtual space and physical entity space to achieve data fusion, and uses 
digital twin technology to achieve high-precision management, control, and decision-making in 
industrial manufacturing [2]. In industrial manufacturing, many manufacturing workshops 
commonly face workshop scheduling. Workshop scheduling arranges scheduling plans based on 
process conditions, material quantities, and machine usage to effectively reduce manufacturing 
cost and improve production efficiency. However, in actual manufacturing, a product will go 
through multiple processes, multiple machines, and other processing steps during production 
[3]. Due to the multiple influencing conditions and the susceptibility to external disturbances in 
the manufacturing process, many scheduling decisions in manufacturing workshops are not ide-
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al. Therefore, to solve the scheduling problem in manufacturing workshops, a dynamic schedul-
ing mechanism based on Siamese Network (SN) is proposed. There are two innovations in the 
research. One is the introduced digital twin technology and competitive particle swarm optimi-
zation to construct a data fusion scheduling model, achieving efficient scheduling in the work-
shop. Secondly, SN is introduced to optimize workshop disturbances, and the production effi-
ciency of workshop manufacturing is improved by readjusting scheduling after disturbance. The 
research content will provide technical support for the improvement of workshop scheduling 
and the effective application of digital twin technology. The research has two contributions. 
Firstly, by combining digital twin technology and machine learning technology, a data fusion 
scheduling model was constructed, effectively improving the scheduling efficiency of manufac-
turing workshops and promoting the development of workshop intelligence. The second is to 
study the introduction of twin neural networks to optimize workshop disturbances, significantly 
improving the production efficiency of the workshop in the face of disturbances, and enhancing 
the safety and stability of the manufacturing workshop. 

2. Literature review 
Effective workshop scheduling is beneficial for resource integration and improving the overall 
operational efficiency of the production line. Relevant scholars have conducted extensive re-
search on this. Luo et al. found that multi-resource constrained workshop scheduling faced many 
difficulties. To improve workshop efficiency and scheduling effectiveness, a problem decision 
model based on Markov was designed to represent the numerical state characteristics and relat-
ed constraint relationships of the workshop through mathematical models. The results showed 
that this technology could significantly improve the work efficiency of the workshop. The tech-
nology was superior to similar models [4]. Li et al. found that automatic guided vehicles have 
become an indispensable tool in workshop production. In practical work, their scheduling sys-
tem is unable to handle specific working conditions. A dynamic scheduling technique was pro-
posed in this study, which utilized its characteristics and task requirements to establish a sched-
uling model. The proposed technology was reliable and solved the scheduling problem of auto-
matic guided vehicles in complex environments [5]. Liu et al. found that the automatic tractor in 
current intelligent manufacturing plays a critical role in automated production lines, but it can-
not be effectively integrated into the workshop scheduling system, which affects the efficiency of 
workshop operations. In response to this, a flexible automatic traction vehicle scheduling tech-
nology was proposed. Then, an optimization model was established using an optimized genetic 
algorithm, which was then used to complete scheduling optimization through learning. The re-
sults indicated that the improved technology could effectively improve the scheduling effect of 
the workshop, and its performance was superior to similar scheduling technologies [6]. Zhang et 
al. found that due to various factors such as environment and time constraints, it is difficult for 
carrier-based aircraft to complete maintenance work within an effective time. In response to 
this, an analysis was conducted on its maintenance scheduling. A carrier-based aircraft mainte-
nance scheduling technology considering comprehensive factors was proposed. The improved 
genetic algorithm was used to establish a scheduling model, and the scheduling performance 
was improved through parameter optimization. Experimental tests showed that the proposed 
technology could significantly improve the maintenance effectiveness of carrier-based aircraft. 
The scheduling process was flexible and reliable [7]. 

With the development of deep learning technology, workshop scheduling technology based 
on twin technology has ushered in important development and plays an important role in work-
shop scheduling. Tliba et al. found that production lines faced problems such as low efficiency 
and unreasonable resource utilization in actual management due to factors such as resource and 
workshop allocation. To overcome the above problems, considering the constraints of workshop 
conditions and resource status, a twin driven dynamic scheduling technique based on twin tech-
nology was proposed. In specific scenarios, the proposed technology had good adaptability while 
meeting the constraints, improving the efficiency of workshop scheduling [8]. Huo et al. pro-
posed a dynamic scheduling model based on digital twins and bacterial foraging algorithm to 
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improve the efficiency of production line scheduling. The model allocated and sorted schedules 
based on two sub problems in the scheduling process. Corresponding models were established. 
In the study, a certain mechanical grinding tool production line was selected as an experimental 
case. The technology was applied to the working environment. The results showed that the re-
search technology could optimize the production line scheduling well, with higher efficiency and 
avoiding previous production line interruptions [9]. Peng et al. conducted research on automat-
ed industrial production lines and found that the contradiction between workshop system con-
trol management and execution layer affected industrial manufacturing efficiency. To improve 
the production efficiency of the production line, an intelligent scheduling architecture based on 
digital twin technology was proposed, which combined fuzzy control and deep learning, and 
reflected the impact relationship between different process scheduling through digital modeling. 
Finally, applying it to railway manufacturing workshops could significantly improve the work-
shop resource utilization and enhance the production efficiency of the production line [10]. In 
addition, Khadiri et al. found that solving the dynamic scheduling problem of production lines 
was necessary in intelligent manufacturing to effectively enhance the allocation efficiency and 
manufacturing efficiency of production lines. In this regard, a dynamic workshop scheduling 
system based on distributed holographic architecture and digital twin technology was proposed 
in the research. This technology solved the resource scheduling problem of manufacturing sys-
tems through bidirectional model design, and improved the controllability and control effect of 
the entire workshop [11]. 

According to the above research findings, twin technology can effectively optimize workshop 
scheduling and play a key role in intelligent control of the workshop. Therefore, to improve the 
production efficiency of manufacturing workshops, a smart workshop scheduling technology 
based on digital twin technology is proposed. Through workshop modelling and constraint anal-
ysis, workshop scheduling is improved to enhance the development effect of intelligent manu-
facturing in enterprises. 

3. Research methodology 
3.1 Modelling of discrete manufacturing workshop scheduling problem 
To improve the workshop scheduling efficiency in manufacturing workshops, a SN-based manu-
facturing workshop scheduling model is built to promote the rapid development of the manufac-
turing industry [12]. The framework of workshop scheduling optimization technology based on 
SN is shown in Fig. 1. 

In workshop scheduling based on twin networks, the first step is to clarify the workshop 
scheduling problem, followed by data fusion to determine the flow information mode. Finally, 
the scheduling model is established to solve the manufacturing workshop scheduling problem 
[13]. In specific discrete manufacturing workshops, Job-shop Scheduling Problem (JSP) is actual-
ly a production process priority decision-making process, in which multiple single projects are 
decomposed and scheduled [14]. The shortest allocation time is sought to complete production 
tasks in a limited resource environment [15]. Therefore, based on the scheduling characteristics 
of the manufacturing workshop, 𝑂𝑂𝑖𝑖𝑖𝑖 is the 𝑝𝑝-th process of workpiece i . The objective function is 
set to 𝑓𝑓, which will be represented as Eq. 1. 

𝑓𝑓 = 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑚𝑚𝑚𝑚𝑚𝑚�𝐶𝐶𝑖𝑖𝑖𝑖�� (1) 

In Eq. 1, 𝐶𝐶𝑖𝑖𝑖𝑖 represents the completion time of the 𝑝𝑝-th process of workpiece 𝑚𝑚 in the produc-
tion workshop. In the specific production scheduling process, there may be differences in the 
selection of optimization indicators based on enterprise plans, actual inventory materials, and 
process characteristics, but the priority goal is basically to complete tasks in the shortest possi-
ble time. At the same time, in manufacturing tasks, it is necessary to carry out according to the 
relevant requirements of the task, so corresponding workshop scheduling constraints need to be 
met [16]. One is that a certain process in manufacturing matches a unique production machine, 
and the machine can only operate on specific processes. Therefore, its constraint is shown in Eq. 
2 [17]. 
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Fig. 1 Framework of workshop scheduling optimization technology based on SN 
 

�𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖

𝐽𝐽

𝑖𝑖=1

= 1, 𝑚𝑚 = 1,2,⋯ ,𝑁𝑁,𝑝𝑝 = 1,2,⋯𝐽𝐽 (2) 

In Eq. 2, 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖  represents the operational status of process 𝑂𝑂𝑖𝑖𝑖𝑖 on production machine 𝑘𝑘. 𝑁𝑁 
represents the number of workpieces. 𝐽𝐽 represents the number of workpieces. In addition, in 
actual production, each machine needs to complete the previous task process before proceeding 
to the next task. The second constraint expression is shown in Eq. 3. 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄(𝑖𝑖+1) 𝑖𝑖𝑖𝑖, 𝑚𝑚 = 1,2,⋯ ,𝑁𝑁,𝑝𝑝 = 1,2,⋯𝐽𝐽,𝑘𝑘 = 1,2,⋯ ,𝑚𝑚𝑖𝑖 (3) 

In Eq. 3, 𝑄𝑄(𝑖𝑖+1) 𝑖𝑖𝑖𝑖 represents the next starting time of process 𝑂𝑂𝑖𝑖𝑖𝑖 on production machine 𝑘𝑘. 
𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 represents the completion time of process 𝑂𝑂𝑖𝑖𝑖𝑖 on production machine 𝑘𝑘, 𝑚𝑚𝑖𝑖 represents the 
number of production machines. In addition, each workpiece in the manufacturing workshop 
also needs to complete the previous process before proceeding to the next task. The third con-
straint expression is shown in Eq. 4. 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄𝑖𝑖( 𝑖𝑖+1)𝑖𝑖, 𝑚𝑚 = 1,2,⋯ ,𝑁𝑁,𝑝𝑝 = 1,2,⋯𝐽𝐽,𝑘𝑘 = 1,2,⋯ ,𝑚𝑚𝑖𝑖 (4) 

In Eq. 4, 𝑄𝑄𝑖𝑖(𝑖𝑖+1)𝑖𝑖 represents the start time of the next process in the production machine. The 
entire manufacturing workshop scheduling optimization process is shown in Fig. 2. 

According to the workshop scheduling process in Fig. 2, the workshop scheduling problem 
needs to start from the manufacturing process path. Under the constraints of manufacturing, the 
manufacturing process is optimized to achieve the minimum task time. 
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Fig. 2 Manufacturing workshop scheduling optimization process 

3.2 Construction of data fusion scheduling model based on digital twins 

The previous section analyses the scheduling problem in discrete workshops. In actual produc-
tion in discrete workshops, due to the characteristics of product attributes, multiple process 
information needs to be analysed in manufacturing, resulting in heterogeneous data and difficul-
ty in scheduling solution [18]. To address this issue, the research needs to describe complex 
production problems as similar feature problems. This study introduces digital twin technology 
for data fusion and uses an improved Competitive Swarm Optimizer (CSO) to solve it. The digital 
model of the workshop based on digital twin technology is shown in Fig. 3. 

 

Fig. 3 Digital twin workshop digital model 
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From Fig. 3, digital twin technology has established a connection between virtual workshops 
and physical manufacturing workshops and achieved control and management of workshop 
production and manufacturing through interaction and mapping [19]. Therefore, it is used in the 
study to integrate multi-source information from manufacturing workshops, providing a founda-
tion for subsequent scheduling solutions. In the digital twin manufacturing workshop, in order 
to describe the virtual real control relationship of the workshop, the initial three-dimensional 
coordinates and the adjusted three-dimensional coordinates are defined as. P and p′ respective-
ly, as expressed in Eq. 5. 

�
𝑃𝑃 = (𝑚𝑚,𝑦𝑦, 𝑧𝑧)
𝑃𝑃′ = (𝑚𝑚′,𝑦𝑦′, 𝑧𝑧′) (5) 

In Eq. 5, 𝑚𝑚, 𝑦𝑦 and 𝑧𝑧 are the initial coordinate parameters. 𝑚𝑚′, 𝑦𝑦′ and 𝑧𝑧′ represent the coordi-
nate parameters after movement. According to the coordinate parameters. Multiplying 𝑃𝑃′ with 
the four-dimensional coordinate (𝑚𝑚,𝑦𝑦, 𝑧𝑧, 1) can calculatea three-dimensional model action 
change matrix, as shown in Eq. 6.  

𝑃𝑃′ = 𝑃𝑃𝑃𝑃 = (𝑚𝑚,𝑦𝑦, 𝑧𝑧1)

⎣
⎢
⎢
⎡
𝑏𝑏11 𝑏𝑏12 𝑏𝑏13 𝑝𝑝𝑥𝑥
𝑏𝑏21 𝑏𝑏22 𝑏𝑏23 𝑝𝑝𝑦𝑦
𝑏𝑏31 𝑏𝑏32 𝑏𝑏33 𝑝𝑝𝑧𝑧
𝑡𝑡𝑥𝑥 𝑡𝑡𝑦𝑦 𝑡𝑡𝑧𝑧 𝑠𝑠 ⎦

⎥
⎥
⎤
 (6) 

In Eq. 6, 𝑡𝑡𝑥𝑥 , 𝑡𝑡𝑦𝑦 and 𝑡𝑡𝑧𝑧 represent the three-dimensional coordinate translation parameters. 
𝑝𝑝𝑥𝑥 ,𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧 represent the perspective projection transformation matrix ine three-dimensional 
space, with three parameters serving as projection midpoints. The 9 parameters, including 𝑏𝑏11 
and 𝑏𝑏12 , are coordinate transformation matrix parameters responsible for model scaling and 
rotation. s represents the integer scaling coefficient in the three-dimensional model which main-
ly controls the scaling size of the model in three-dimensional space. The twin manufacturing 
workshop information model is shown in Fig. 4. 

 

Fig. 4 Twin workshop information model 

 
In the twin workshop, the information features that need to be extracted include labour, ma-

terials, equipment, production environment, and production knowledge. Based on this, key data 
for information fusion is constructed, as shown in Eq. 7 [20]. 

𝐷𝐷𝐷𝐷 = 𝐷𝐷𝐷𝐷𝑐𝑐𝑐𝑐 ∪ 𝐷𝐷𝐷𝐷𝑖𝑖𝑝𝑝 ∪ 𝐷𝐷𝐷𝐷𝑖𝑖𝑝𝑝 ∪ 𝐷𝐷𝐷𝐷𝑐𝑐𝑐𝑐 ∪ 𝐷𝐷𝐷𝐷𝑖𝑖𝑐𝑐 (7) 

In Eq. 7, 𝐷𝐷𝐷𝐷𝑝𝑝𝑐𝑐 represents device information. 𝐷𝐷𝐷𝐷𝑖𝑖𝑝𝑝 represents material information. 𝐷𝐷𝐷𝐷𝑖𝑖𝑝𝑝 rep-
resents personnel information. 𝐷𝐷𝐷𝐷𝑝𝑝𝑐𝑐 represents environmental information. 𝐷𝐷𝐷𝐷𝑖𝑖𝑐𝑐 represents 
production knowledge information. Among them, 𝐷𝐷𝐷𝐷𝑖𝑖𝑐𝑐 information contains the entire work-
shop workpiece processing process information, which needs to be optimized starting from it. 
After obtaining the fused data, an improved CSO model is used to solve the scheduling problem. 
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CSO is a search algorithm derived from particle swarm optimization without memory, which has 
excellent optimization performance and strong convergence. CSO selects the optimal individual 
through competitive relationships. The CSO algorithm is updated, as shown in Eq. 8. 

𝜈𝜈1(𝑡𝑡 + 1) = 𝑅𝑅1𝜈𝜈1(𝑡𝑡) + 𝑅𝑅2[𝑚𝑚𝑤𝑤(𝑡𝑡)− 𝑚𝑚𝑡𝑡(𝑡𝑡)] + 𝜑𝜑𝑅𝑅3[𝑚𝑚(𝑡𝑡) − 𝑚𝑚𝑡𝑡(𝑡𝑡)] (8) 
In Eq. 8, 𝑚𝑚𝑤𝑤(𝑡𝑡) represents the dimensional vector of the winning individual after 𝑡𝑡 rounds of 

competition. 𝑚𝑚𝑡𝑡(𝑡𝑡) is the dimension vector of the failed individual. 𝑚𝑚(𝑡𝑡) represents the random 
position value of individuals competing 𝑡𝑡 times. 𝑅𝑅1 , 𝑅𝑅2 and 𝑅𝑅3 are all representative interval 
distributed random vectors. 𝜑𝜑 represents updated the influencing parameters. 𝜈𝜈1(𝑡𝑡) represents 
the updated strategy. In CSO updates, population diversity is improved by half updating, but it 
can easily lead to a decrease in inter population searchability. Therefore, two encoding segments 
are introduced to improve CSO. Among them, circular and cross topology structures are added to 
the positions of the winning individuals, and the top 20 % of individuals are selected for neigh-
borhooc search to improve the overall optimization performance of the model. In addition, it is 
also considering that the circular topology structure allows encoding adjacent individuals to be 
connected to each other. But the expansion of the radius slows down information transmission 
and limit information sharing. Therefore, a Precedence Operation Crossover (POX) algorithm is 
adopted to integrate into the circular structure. Individuals and adjacent excellent individuals 
are selected as the subsequent crossover parents, and excellent individuals are selected from the 
iterative offspring to replace the current individual, achieving model improvement [21]. The 
crossover probability is shown in Eq. 9.  

𝑝𝑝𝑐𝑐 = 𝑝𝑝0 ×
𝑡𝑡𝑝𝑝𝑟𝑟𝑟𝑟𝑥𝑥 − 𝑡𝑡𝑝𝑝
𝑡𝑡𝑝𝑝𝑟𝑟𝑟𝑟𝑥𝑥

 (9) 

In Eq. 9, 𝑝𝑝0 represent the initial values, while 𝑡𝑡𝑝𝑝𝑟𝑟𝑟𝑟𝑥𝑥 denotes the maximum iteration, and 𝑡𝑡𝑝𝑝 
represents the current iteration count. 

3.3 Modelling of workshop dynamic scheduling mechanism based on SN 

In actual manufacturing workshops, different processes can lead to problems such as overlap-
ping and scheduling errors in a certain link. To solve this problem, a workshop dynamic schedul-
ing mechanism based on SN is proposed to address the scheduling disturbances in manufactur-
ing workshops. SN is a coupled deep learning framework composed of multiple identical struc-
tures. The core of the SN is to use multiple sub networks to simultaneously train and compare 
parameter similarities and differences [22]. Based on this study, SN network is used to identify 
abnormal disturbances between physical and virtual workshops in digital twins. Cumulative 
disturbances are determined, and scheduling is adjusted by mining historical workshop data. At 
the same time, the impact of updated scheduling on actual workshop manufacturing is com-
pared. Continuous iterations are repeated to approach the optimal workshop scheduling, achiev-
ing workshop scheduling disturbance optimization [23]. In the study, the loss function of the SN 
network is selected as Binary Cross Entropy, which has better stability, as displayed Eq. 10. 

𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠(𝑦𝑦𝑜𝑜, 𝑡𝑡𝑝𝑝) = −[𝑡𝑡𝑝𝑝log(𝑦𝑦𝑜𝑜) + (1 − 𝑡𝑡𝑝𝑝)log(1 − 𝑦𝑦𝑜𝑜)] (10) 
In Eq. 10, 𝑡𝑡𝑝𝑝 represents the label, while 𝑦𝑦𝑜𝑜 denotes network output. In the sub networks of SN, 

Visual Geometry Group (VGG) has excellent application effects in the field of image feature pro-
cessing. Therefore, with the help of VGG features, 3 × 1 convolution is introduced to design the 
sub network. At the same time, the Sigmoid function is selected as the network activation func-
tion, which has excellent performance in handling binary classification problems and is more 
advantageous for handling features with obvious differences, meeting the requirements of digi-
tal twin feature data processing. Therefore, the Sigmoid function is expressed as shown in Eq. 
11. 

𝑓𝑓(𝑚𝑚) =
1

1 + 𝑒𝑒−𝑥𝑥
 (11) 

When processing data that is too large or too small, SN is prone to gradient vanishing prob-
lems, which can affect network training. Therefore, Batch Normalization (BN) is applied to ad-
dress gradient vanishing problems. Increasing the BN layer after each convolution improves the 
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training speed of the network. The BN layer transformation is shown in Eq. 12. 

�
𝑚𝑚�(𝑖𝑖) =

𝑚𝑚′ − 𝐸𝐸�𝑚𝑚(𝑖𝑖)�
�𝑉𝑉𝑚𝑚𝑉𝑉[𝑚𝑚(𝑖𝑖)]

𝑦𝑦(𝑖𝑖) = 𝛾𝛾(𝑖𝑖)𝑚𝑚�(𝑖𝑖) + 𝛽𝛽(𝑖𝑖)

 (12) 

In Eq. 12, 𝐸𝐸�𝑚𝑚(𝑖𝑖)� represents the mean, while �𝑉𝑉𝑚𝑚𝑉𝑉[𝑚𝑚(𝑖𝑖)] represents the standard deviation. 
𝛾𝛾(𝑖𝑖) corresponds to the learning scaling parameters, and 𝛽𝛽(𝑖𝑖) represents the offset parameter. 
𝑦𝑦(𝑖𝑖) is the output of neurons, and 𝑚𝑚(𝑖𝑖) is the input vector. Finally, 𝑚𝑚�(𝑖𝑖) represents transformed 
input vector. To enhance the ability of the SN model to extract workshop feature data, the study 
employs a double-layer VGG convolutional network structure. This includes various layers such 
as activation and pooling layers, designed for extracting features that capture differences in twin 
workshop information. Multiple similar structures are combined to form the SN model. The SN 
structure is shown in Fig. 5 [24].  

After constructing the SN, it is necessary to select important feature data from the digital twin 
system as the output of the SN, such as processing time, production machine processes, process 
constraints, etc. Therefore, Table 1 data are taken as status characteristics. 

 

Fig. 5 SN sub network structure 

Table 1 Status characteristics of digital twin manufacturing workshop 
Signature sequence Characterization 
1 The total duration of workpiece processing 
2 The number of processes in which the workpiece has been processed 
3 The number of idle workpieces in the workshop 
4 Number of idle machines in the workshop 
5 The number of processes that the machine has not yet processed 
6 The number of machines being processed in the workshop 
7 The total duration of machine processing 
8 Total idle time of the machine 
9 The number of processes where the workpiece has not been processed yet 
10 Number of processes for the workpiece 
11 The number of processes to be processed by the machine 
12 The machine number of the workpiece being processed 
13 Total idle time of workpieces 
14 The number of processes already processed by the machine 

The min-max standard is used to preprocess selected data and improve the accuracy of net-
work training. In actual training, if the SN output label is selected based on the accumulated dis-
turbance time point, the output label of the data state before the accumulated disturbance is 
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determined to be 0. The output label of the data state after the accumulated disturbance point is 
determined to be 1. In addition, for traditional manufacturing workshops with a single schedul-
ing rule, SN cannot provide good scheduling decisions. Therefore, a pseudo-SN is added to the 
SN to learn features, which simplifies the structural process, uses simplified convolutions as sub 
networks, and mines the mapping relationship between processes and machine scheduling. The 
connection layer of the network achieves feature fusion through concatenation, followed by the 
simplified double convolution to enhance feature extraction. Through the above research, the 
dynamic scheduling mechanism for manufacturing workshops is completed. 

4. Results and discussion 
4.1 Experimental analysis of workshop scheduling effect 

To test the manufacturing workshop scheduling technology, corresponding experiments are 
conducted to verify the reliability of the technology. Firstly, the experimental environment is 
built. In the experiment, a flexible workshop for electrical manufacturing is taken as the research 
object. The workshop has a total of 26 production and manufacturing processes, several ma-
chines, and 6 workpieces. The workshop scheduling solution adopts an improved COS model 
and a SN scheduling mechanism to solve the dynamic scheduling disturbance problem caused by 
the accumulation of hidden disturbances in the workshop. In the digital twin workshop, the im-
proved CSO algorithm is set to have 100 iterations, a population size of 60, and a crossover rate 
of 0.8. Simultaneously, the Genetic Optimization-Particle Swarm Optimization Algorithm (GA-
PSO) and standard CSO algorithm are introduced for comparison. Sphere function and Griebank 
function are taken to test the performance of different scheduling models, as shown in Fig. 6. 

 

Fig. 6 Comparison of optimization performance of different scheduling models 

Fig. 6(a) and 6(b) show the optimization test results of Sphere function and Griebank func-
tion, respectively. According to the test results, the improved CSO converged faster and was 
closer to the optimal value of the function compared with GA-PSO and CSO. In the Sphere func-
tion, the improved CSO converged 9 times, achieving an optimal fitness value of 0.025. In com-
parison, the GA-PSO converged 18 times, with a final fitness value of 0.156, while the standard 
CSO converged 38 times, reaching an optimal fitness value of 0.186. In the Griebank function, the 
improved CSO still performed better, with a 5.38 % and 11.25 % improvement in optimization 
ability compared with GA-PSO and CSO.  

Next, the training results of the objective function for different scheduling models are shown 
in Fig. 7. This figure shows the results of solving scheduling objectives for different scheduling 
models. The standard CSO scheduling model performed the worst overall. According to the test 
curve, although the standard CSO model had an advantage in population diversity in the early 
stages of training, its search performance decreased in the later stages of training, and the model 
fell into local convergence. Its maximum completion time was ultimately 264.5 minutes. In con-
trast, GA-PSO had better optimization performance and convergence effect, but due to the influ-
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ence of genetic algorithm parameters, premature convergence phenomenon occurred when pro-
cessing high-dimensional data. Its maximum completion time was 249.2 minutes, which was 
better than the standard CSO model. The overall best performance is the improved CSO model, 
with a final target value of 244.8 minutes. It enhances the information communication between 
individuals through neighbourhood structure, avoids local optima, and has more advantages in 
convergence. Next, the scheduling Gantt chart results of different models are compared, as 
shown in Fig. 8. 

 

Fig. 7 Results of solving scheduling objectives for different scheduling models 

 

Fig. 8 Optimal Gantt chart results for different scheduling models 

Fig. 8(a) shows the optimal result of the CSO Gantt chart. The number of processing machines 
under CSO training was 9, the number of processed workpieces was 6, and convergence was 
achieved after 84 iterations. The average processing time for a single workpiece was 59.2 
minutes. Fig. 8 shows the optimal result of the GA-PSO Gantt chart. GA-PSO scheduling optimiza-
tion was better. The processing machine consisted of 8 units and processed 6 workpieces. It 
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converged after 85 iterations, with an average processing time of 55.25 minutes for a single 
workpiece. Fig. 8(c) shows the optimal result of the improved CSO Gantt chart, which converged 
after 82 iterations. The number of processing machines was 8, the number of processed work-
pieces was 6, and the average processing time for a single workpiece was 52.2 minutes. 

4.2 Experimental analysis of workshop scheduling based on SN 

To test the application effect of SN in scheduling rules, the improved CSO model scheduling re-
sults are selected as a case study for analysis. Among them, there are 26 workshop processes, 8 
machines, and 6 workpieces. In the experiment, the convolution kernel of the SN is set to 3 1× , 
with 5 feature extraction units, a sliding step size of 2, and an optimizer of Adam. In the experi-
ment, the process code is set as K, the workpiece code is C, and the mechanical code is D. Table 2 
shows the corresponding machining machine information for the manufacturing and processing 
process of this electrical appliance. 

Table 2 Electrical manufacturing and processing information of a manufacturing workshop (Time/h) 
Workpiece C1 C2 C3 
Production processes K11 K12 K13 K14 K15 K21 K22 K23 K31 K32 K33 K34 K35 
D1 - 18 - - 15 - 8 16 - - 9 - 3 
D2 12 - - 11 - - - 7 - - - 12 - 
D3 - - 14 - - 12 - - - 12 - - - 
D4 - 19 9 - 8 19 9 - 11 18 15 - 4 
D5 14 - - 0.9 - 14 - - 10 - 0: 7 - - 
D6 - - 17 - - - - 9 - - - 5 8 
D7 20 11 - - - - 15 - - 14 - - - 
D8 - - - 12 18 - - - 13 - - 9 - 
Workpiece C4 C5 C6 
Production processes K41 K42 K43 K44 K51 K52 K53 K61 K62 K63 K64 K65 K66 
D1 - - - 6 - - 9 - 8 - 5 - 19 
D2 19 - 11 - - 18 - 11 - - - 11 - 
D3 - 8 - - - - 12 - - 11 - - - 
D4 - - 8 - 22 - - - - - 15 - 7 
D5 7 11 - - - 11 - - 6 17 - - - 
D6 - - - - 12 - - 9 - - - 8 15 
D7 13 - 18 14 17 - - 14 - - 7 - - 

 
The scheduling results in Table 2 are obtained from the training of the improved CSO sched-

uling model. In the improved CSO model, the planned completion time was 52.2 min. The dis-
turbance was added in the subsequent experiments to simulate the disturbance of different pro-
cess abnormal states in scheduling. The scheduling data are input into the digital twin schedul-
ing system and 21.2 min perturbations are added. Whether the system disturbance has been 
triggered is checked, as shown in Fig. 9. This figure shows the results of the disturbance effect 
test. According to the results, disturbance is added at 24.1 minutes of scheduling, as indicated by 
the red line in Fig. 9(b). Compared with the simulated output value of 0.523 at 24.1 minutes in 
Fig. 9(c), it exceeded the system's specified disturbance standard value of 0.5, indicating success-
ful triggering. Next, the effect of different models on post disturbance scheduling adjustment is 
compared. 

The disturbance time point is 37.1 min, and the results are shown in Fig. 10. Fig. 10(a) to 
10(d) show the original scheduled scheduling, perturbed unadjusted scheduling, pseudo-SN 
scheduling, and SN scheduling, respectively. According to the test results, the original work-
shop's planned completion time for the workpiece was 52.2 minutes. After disturbance, its max-
imum completion time in its unadjusted state became 58.5 minutes. After using pseudo-SN and 
SN for disturbance adjustment, the maximum completion time of both models was adjusted to 
56.4 minutes and 54.2 minutes, respectively. Both models improved the scheduling deviation 
after disturbance, while the SN performed the best, reducing the unadjusted state time by 4.3 
minutes, which was better than the pseudo-SN's 2.1 minutes. The SN dynamic scheduling mech-
anism can effectively suppress disturbances and meet the scheduling requirements of the manu-
facturing workshop.  
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Fig. 9 Disturbance trigger test 

 

Fig. 10 Scheduling effects of different models after adding perturbations 

 
In addition, studying the same process and increasing complexity to compare the effects of 

different technologies is shown in Table 3. This table shows the scheduling situation in complex 
scenarios, with each scenario repeated three times. According to the results, the overall perfor-
mance of SN scheduling is better, with a typical mid-term disturbance time of 55.6 minutes, 
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pseudo-SN time of 57.5 minutes, and the original scheduling time of 60.5 minutes. In more com-
plex repeated disturbances, the pseudo-SN has a large deviation from the original scheduling 
time, while the SN scheduling time is the shortest and the three times of time are close. From 
this, it can be seen that SN scheduling also has excellent performance and better stability in 
more complex scenarios. 

Table 3 Time consumption for scheduling more complex scenarios 
Scheduling scenario Experiment 

number 
Original scheduling 
(min) 

Pseudo-SN scheduling 
(min) 

SN scheduling 
(min) 

General disturbance 1 60.5 57.5 55.6 
2 61.2 58.6 56.4 
3 60.8 57.8 55.4 

Mild disturbance 4 71.3 66.5 61.2 
5 70.2 67.2 60.3 
6 72.5 66.9 61.2 

Repeated disturbances 
multiple times 

7 112.5 91.2 76.5 
8 109.5 95.2 78.5 
9 110.5 94.5 77.5 

5. Conclusion 
With the rapid development of digital industrialization, intelligent and automated manufactur-
ing has become the key to the transformation of traditional manufacturing industry. However, in 
actual manufacturing workshops, many enterprises face insufficient workshop scheduling. To 
solve this problem, an intelligent scheduling mechanism was proposed based on a flexible pro-
duction workshop. Firstly, the characteristics of workshop scheduling were analysed to con-
struct a scheduling problem model. Considering the data scheduling and solving in discrete 
workshops, this study introduced an improved CSO algorithm based on digital twin technology 
to construct a scheduling model. Finally, the SN was introduced to construct a dynamic schedul-
ing mechanism for manufacturing workshops, optimizing workshop scheduling disturbances. In 
the Griewank function scheduling performance test, the improved CSO showed a 5.38 % and 
11.25 % improvement in optimization ability compared with GA-PSO and CSO, respectively. In 
the training of the objective function of the scheduling model, the maximum completion time of 
the improved CSO was 244.8 minutes, which was better than the 264.5 minutes and 249.2 
minutes of CSO and GA-PSO. In the SN scheduling experiment, a disturbance was set at 37.1 
minutes, and the maximum completion time of the SN after disturbance optimization was 54.2 
minutes, while the pseudo-SN was 56.4 minutes. Compared with the unadjusted state of the dis-
turbance, the maximum completion time of the SN was reduced by 4.3 minutes, and the optimi-
zation effect was the best. The workshop scheduling technology has good application effects. 
However, there are also shortcomings in the research. Due to the complexity of discrete work-
shop scheduling, only the shortest completion time is considered as the sole objective. In the 
future, cost, equipment load and other objectives can be considered to improve the practical 
application effect of the technology. 
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A B S T R A C T A R T I C L E   I N F O 
As the third largest greenhouse gas emission industry across the globe, the 
transportation industry dominates a major position in the total carbon emis-
sion. Multimodal transportation has incomparable advantages over single-
modal transportation, and choosing transportation routes and modes under 
the background of carbon peaking and carbon neutrality is crucial. The uncer-
tainties of demand and transportation time were described using the maxi-
mum regret value and Lyapunov central limit theorem, respectively, and a 
robust optimization model for cold chain multimodal transportation routes 
considering hybrid uncertainty of carbon emissions was established. Then, a 
dual-pheromone ant colony algorithm was designed, and the improved niche 
genetic algorithm was nested into the ant colony algorithm to solve the mod-
el. Results showed that the changes in transportation time and node transfer 
time lead to the changes in transportation cost and transportation scheme, 
and the robust optimization of the multimodal transportation route under 
hybrid uncertainties is affected by the regret value constraint and the fluctua-
tion range of uncertain factors, resulting in the increase in transportation cost 
and carbon emission cost. Therefore, the decision-makers of cold chain mul-
timodal transportation must predict the influence of uncertain factors, choose 
the appropriate maximum regret value, and pay attention to the mixed time 
window constraints of transportation time and node transfer time to reduce 
costs and improve efficiency. 
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1. Introduction
As an important constituent of the comprehensive transportation system, multimodal transpor-
tation can integrate various single modes of transportation and scattered transportation re-
sources. Multimodal transportation has become an important way of cargo transportation and 
an inevitable development trend of the modern comprehensive transportation system by virtue 
of its efficient, safe, and economical characteristics. In addition, multimodal transportation plays 
an important role in integrating transportation resources, saving energy and reducing transpor-
tation costs [1], and serves as an effective way to realize the unification of transportation effi-
ciency and cost [2]. According to statistics, the multimodal transportation volume in Europe and 
the United States has developed rapidly, and the overall proportion has increased year by year. 
Generally, the container multimodal transportation accounts for approximately 20 % interna-
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tionally, 40 % in the United States, 35 % in France, 25 % in India, and 2 % in China [3]. Com-
pared with single road transportation, multimodal transportation can reduce transport costs by 
20 % and CO2 emissions by 57 % [4]. The transportation efficiency and cost of cold chain con-
tainer multimodal transportation are affected by multimodal transportation stations, transpor-
tation routes, means of transportation, transportation prices, transportation time and carbon 
emission restrictions, and different transportation organization schemes must be formulated by 
catering to the different needs of customers [5]. Cold chain container multimodal transportation 
involves many subjects, such as shippers, carriers, and consignees, and various modes and 
means of transportation, accompanied by problems such as the coordination of transportation 
organizations, the optimization of transportation routes, and the distribution of transportation 
benefits. In the complex and volatile external environment, multimodal transportation carriers 
should optimize transportation organization schemes considering multiple uncertain factors; for 
example, during the COVID-19 epidemic, some key nodes in the multimodal transportation net-
work failed, the transportation demand and time were uncertain, while the goods were required 
to be delivered within the shortest time. Therefore, a modelling analysis under multifactor un-
certainties was performed based on the study on container cold chain multimodal transporta-
tion route optimization under single-factor uncertainty. Many uncertain factors, such as trans-
shipment time and uncertain transportation demand in the multimodal transportation network, 
interact with each other, and during cold chain multimodal transportation, various transporta-
tion equipment and refrigerated containers release carbon dioxide, which affects the choice of 
cold chain multimodal transportation routes. Hence, a cold chain multimodal transportation 
route optimization model considering carbon emissions under hybrid uncertainties was con-
structed, aiming to solve the problem of cold chain multimodal transportation route optimiza-
tion under the hybrid uncertainties of transportation time and demand. Meanwhile, the model 
also considered the influence of carbon emissions on cold chain container multimodal transpor-
tation routes. Studying the intermodal route scheme under parameter changes through sensitiv-
ity analysis is of specific theoretical guiding importance for improving the operational capacity 
of the intermodal network in complicated situations. 

2. Literature review 
As for the research on the disturbance of uncertain demands, Qiu et al. established a robust op-
timization model of multimodal transportation routes through a scenario analysis among robust 
optimization methods, in which the objective function was the total cost composed of transpor-
tation cost, time value cost of goods and carbon emission cost, and the constraint conditions 
included the node operation time window [6]. On the basis of demand uncertainty and carbon 
trading policy, Deng et al. (2023) built a robust optimization model of multimodal transportation 
routes with the minimum economic cost as the objective and solved the model using a genetic 
algorithm to verify its rationality and effectiveness [7]. Li and Sun (2022) constructed a robust 
stochastic optimization model for container multimodal transportation considering the uncer-
tainty of demand and the randomness of carbon transaction price and designed a hybrid fire-
work algorithm based on gravity search operator [8]. During uncertainty model transformation, 
Wang (2024) used the Bertsimas robust optimization method to linearize the demand uncer-
tainty parameter and then transformed the demand uncertainty model into a certainty model 
[9]. Tang et al. (2023) constructed a multi-objective model with the minimum total transporta-
tion cost and total transportation time, transformed the multiple objectives into a single objec-
tive by using the linear weighting method, and designed a genetic algorithm based on simulated 
annealing to solve the model [10]. Mainly considering the demand uncertainty in intermodal 
transportation, Li et al. (2017) designed the sequential decision on terminal location and route 
planning based on a two-stage stochastic programming model to realize an economical and effi-
cient multimodal transportation network [11]. Considering the uncertain demand in multimodal 
transportation, Hu et al. (2017) proposed a two-stage stochastic programming model to deter-
mine the terminal location and transportation route under the uncertain customer demand [12]. 
Zhang et al. (2020) established a two-stage nonlinear stochastic programming model consider-
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ing the uncertainty of iron ore demand and the economies of scale in port transshipment [13]. In 
accordance with the above research results, the transportation volume has been set to a specific 
value for optimization modelling in most of the existing literature while neglecting the uncer-
tainty of customer transportation demands. Moreover, the design of transportation schemes is 
of certain foresightedness, and the capacity constraints of each transportation route and trans-
shipment node have not been considered. 

Regarding the research on the uncertainty of transportation price, Chen (2020) mainly con-
sidered the uncertain disturbance relations, such as transportation process price, depicted the 
uncertainty of transportation price through the interval method, constructed a hybrid integer 
robust optimization model, and solved the model with an accurate algorithm [14]. Aiming at the 
uncertainty of transportation cost, Hu et al. (2018) built a facility planning model considering 
the uncertainty of fixed investment, logistics cost, inventory cost and recovery [15]. Zhang et al. 
(2021) established a hybrid robust stochastic optimization model and designed a catastrophic 
adaptive genetic algorithm based on Monte Carlo sampling [16]. Xie and Cao (2021) explored 
into the multimodal transportation of dangerous goods under uncertain conditions and pro-
posed an interval 0–1 integer programming model with the transportation risk and transporta-
tion cost during the transportation of dangerous goods as the objectives [17]. Li et al. (2024) 
considered the influences of uncertain freight rates and navigation conditions of different route 
segments, constructed the Yangtze River container multimodal transportation route optimiza-
tion model under uncertain conditions, and designed Monte Carlo simulation and improved wolf 
pack algorithm to solve the model [18]. Pian et al. (2022) constructed a two-level programming 
model with the objectives of maximizing the profit of carriers and minimizing the generalized 
cost of shippers, solved the model by using a sensitivity-based heuristic algorithm, and verified 
its effectiveness [19]. Aradi (2022) constructed a two-level programming model, a carrier reve-
nue maximization model, and a shipper transportation mode selection model considering the 
influence of the pricing strategy on shippers [20]. Considering the generalized cost of customers 
and the revenue of railway operation enterprises, Aghabayk et al. (2020) established a pricing 
model with the minimum generalized cost as the objective and a two-level programming pricing 
model and concluded that the two-level programming model is better than the model with the 
minimum generalized cost [21]. The above studies mainly focus on the uncertainty of transpor-
tation price, which, however, is affected by market law, transportation cycle, and international 
environment and strongly influenced by the market policy with marked regional differences. 
Moreover, the maximum and minimum carbon trading prices vary greatly from region to region; 
thus, the effect is extremely limited if the minimum value of the objective function is utilized to 
describe the container multimodal route optimization model considering the uncertainty of 
transportation price. 

Regarding the research on uncertain transportation time, the influence of traffic congestion 
on multimodal transportation routes has been analysed by some scholars. For instance, Norouzi 
et al. (2015) built a route optimization model with the objectives of maximum reliability and 
minimum time considering road dynamics [22]. Ehrgott et al. (2012) constructed a hybrid inte-
ger optimization model based on fuzzy chance constraints aiming at two uncertain factors, 
namely, railway capacity and highway passage time, and designed an accurate solution to solve 
the model by the linearization method [23]. Considering road reliability, Gupta et al. (2018) con-
structed a multi-objective route optimization model with the objectives of maximum reliability, 
minimum time, and minimum material unsatisfaction degree [24]. Taking the time-dependent 
nature of disasters, Gupta et al. (2020) established an emergency logistics route planning model 
with maximum reliability and minimum transportation time as the objective functions [25]. 
Mardanya et al. (2021) studied the route selection model for emergency supplies considering 
the reconfiguration and reliability of routes [26]. Biswas et al. (2019) built a multimodal route 
optimization model carrying time windows in the multimodal network with full consideration of 
the uncertainties in transportation time and transshipment time [27]. Given the time-dependent 
nature of the transportation network, Liu (2021) established a cold chain container multimodal 
transportation route optimization model, designed two scenarios—static optimization and dy-
namic optimization, and adopted an improved genetic algorithm to solve the model [28]. When 
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studying multimodal route selection, Das et al. (2020) introduced the time window constraint to 
establish a hybrid integer fuzzy mathematical model with demand assumption as a fuzzy num-
ber, aiming to improve customer satisfaction to the greatest extent [29]. Maity et al. (2020) 
probed into the modelling and optimization of the public highway–railway multimodal transpor-
tation system based on the central radiation network under uncertain conditions, taking cost 
and time as objective functions and using the weighted sum method to deal with multi-objective 
problems [30]. Roy et al. (2017) established a multi-objective route decision model for multi-
modal transportation considering the uncertainties of highway transportation speed and trans-
shipment time in the actual transportation process and solved the model by using the K-shortest 
route algorithm and nondominated sorting genetic algorithm [31]. All the parameters related to 
transportation time in most multimodal transportation models studied above are definite val-
ues, but in actual transportation, transportation time is also affected by time-varying transporta-
tion networks. 

In summary, the multimodal route optimization problem that simultaneously considers the 
hybrid certainties of cold chain container transportation time and demand has been rarely in-
volved in the existing literature, not to mention the research considering carbon emissions and 
the uncertainty of multimodal links. On this account, the carbon emission cost was imported into 
the container multimodal route optimization model under the hybrid uncertainties in transpor-
tation time and demand to construct a cold chain container multimodal low-carbon route opti-
mization model under the hybrid uncertainties of time and demand. For the NP-hard character-
istic of the problem to be solved, a solution strategy combining niche genetic algorithm and ant 
colony algorithm was designed, followed by the verification of model and algorithm effective-
ness through an example. This study is of certain theoretical importance and practical applica-
tion value. 

The remainder of this paper is organized as follows: In Section III, the cold chain container 
multimodal route optimization problem considering the hybrid uncertainties of time and de-
mand was modelled; in Section IV, a “dual-pheromone matrix” storage method was designed to 
realize the niche genetic algorithm–ant colony algorithm combined hybrid algorithm guided by 
the matching and search between target objects; in Section V, analysis was performed by taking 
the multimodal network in Chinese Circum–Bohai Sea Economic Zone as an example to verify 
the effectiveness of the proposed model and algorithm; in the final section, the relevant conclu-
sions were drawn. 

3. Modelling 
3.1 Problem description and model assumptions 

It is assumed that there are totally 𝑛𝑛 transportation nodes in the multimodal transportation 
network in a region, with 𝑚𝑚 modes of transportation between every two nodes. Thus, transpor-
tation is conducted using 𝑡𝑡𝑒𝑒𝑒𝑒 refrigerated containers. In consideration of the constraint condi-
tions of the transportation network, the minimum cost and the minimum carbon emissions dur-
ing the transportation process are achieved by selecting the combinations of different modes of 
transportation. 

A batch of cold chain cargoes are transported from city 𝑂𝑂 to city 𝐷𝐷, where 𝑂𝑂 is the starting 
point of transportation (𝑂𝑂 ∈ 𝐼𝐼), 𝐷𝐷 is the endpoint (𝐷𝐷 ∈ 𝐼𝐼) and 𝐼𝐼 represents the transportation set. 
Several middle nodes are passed in the process of transportation; moreover, between any two 
nodes in the multimodal network are one or multiple selectable modes of transportation, such as 
highway, railway, and waterway, and the difference in the mode of transportation selected re-
sults in the differences in carbon dioxide emissions, transportation distance, and transportation 
cost, and transportation time and transshipment time are set to be random numbers. In this 
study, the minimization of total cost, including carbon emission cost, was solved, the decision on 
the multimodal transportation route and mode was made, and carriers were required to meet 
the time window limit of a certain confidence level when delivering goods to the endpoint. The 
following assumptions were made: 
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• The driving speed and the total transportation volume demanded under different modes 
of transportation on each road section follow a probability distribution. 

• After transshipment is completed, emergency supplies can be transported to the next node 
only upon the nearest shift. 

• The goods are no special requirements for the mode of transportation. All nodes except 
the starting point and endpoint can serve as transshipment nodes. 

• At transshipment nodes, emergency supplies can only be transshipped to one node instead 
of split transshipment. 

3.2 Model parameters and variables 

Based on the problem description and model assumptions, the symbol descriptions are exhibit-
ed in Table 1. 

Table 1 Symbol descriptions 
Parameter Parameter definition Unit 

𝐼𝐼 Transportation node set, representing the locations passed during the transportation 
of goods, 𝑖𝑖 ∈ 𝐼𝐼; 

— 

𝐽𝐽 Set of modes of transportation, indicating the type of transportation mode, 𝑗𝑗 ∈ 𝐽𝐽, 𝑘𝑘 ∈ 𝐽𝐽; — 
𝑡𝑡𝑒𝑒𝑒𝑒 Number of cold chain transportation containers; Ea 
𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗  If the j-th mode of transportation is adopted from location 𝑖𝑖 to location 𝑖𝑖 + 1, the value 

is 1, or otherwise, it is 0; 
— 

𝑙𝑙𝑖𝑖,𝑖𝑖+1
𝑗𝑗  Transportation distance under the j-th mode of transportation from location 𝑖𝑖 to loca-

tion 𝑖𝑖 + 1; 
— 

𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗  Transportation time under the 𝑗𝑗-th mode of transportation from location 𝑖𝑖 to location 

𝑖𝑖 + 1; 
Min 

𝑒𝑒𝑖𝑖,𝑖𝑖+1
𝑗𝑗  Unit transportation cost under the 𝑗𝑗-th mode of transportation from location i to loca-

tion 𝑖𝑖 + 1; 
yuan 

𝑐𝑐𝑜𝑜𝑖𝑖,𝑖𝑖+1
𝑗𝑗  Unit carbon emission under the 𝑗𝑗-th mode of transportation from location i to location 

𝑖𝑖 + 1; 
kg 

𝑐𝑐𝑜𝑜𝑧𝑧 Unit carbon emission during the rehandling operation at nodes; T 
𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘 If the mode of transportation is changed from 𝑗𝑗 to 𝑘𝑘 at location 𝑖𝑖, the value is 1, or 

otherwise, it is 0; 
— 

𝑒𝑒𝑖𝑖
𝑗𝑗,𝑘𝑘  Rehandling cost of unit goods if the mode of transportation is changed from 𝑗𝑗 to 𝑘𝑘 at 

location 𝑖𝑖. The value is zero if the mode of transportation at this location is unchanged; 
— 

𝑡𝑡𝑖𝑖
𝑗𝑗,𝑘𝑘 Rehandling time of unit goods if the mode of transportation is changed from 𝑗𝑗 to 𝑘𝑘 at 

location 𝑖𝑖. The value is zero if the mode of transportation at this location is unchanged; 
— 

𝑒𝑒𝑙𝑙 Refrigeration cost of cold chain containers within unit time; yuan 

𝑐𝑐𝑜𝑜𝑙𝑙 Refrigeration-induced carbon emission of cold chain containers within unit time; t 
𝑟𝑟𝑒𝑒 Carbon tax value; yuan 
𝛾𝛾1 Storage management cost to be paid within unit time when the goods arrive at loca-

tion 𝑖𝑖 in advance; 
yuan 

𝛾𝛾2 Penalty cost to be paid within unit time in case of delayed arrival of goods at location 𝑖𝑖; yuan 
𝑎𝑎𝑖𝑖  Earliest arrival time of goods allowed at location 𝑖𝑖; — 

𝑏𝑏𝑖𝑖  Latest arrival time of goods allowed at location 𝑖𝑖; — 
𝑣𝑣𝑗𝑗  The speed of the 𝑗𝑗-th mode of transportation. — 

3.3 Robust optimization model 

Based on the actual operation process of cold chain container multimodal transportation and the 
above assumptions, the objective function of the model consists of the following parts: 

• Transportation process cost 𝐶𝐶1, including internode transportation cost, cold chain equip-
ment refrigeration cost, and rehandling cost at nodes, and each cost during the transportation 
process is expressed as follows: 

𝐶𝐶1 = ��𝑒𝑒𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 𝑙𝑙𝑖𝑖,𝑖𝑖+1

𝑗𝑗 + ���𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘

𝑚𝑚

𝑘𝑘=1

𝑒𝑒𝑖𝑖
𝑗𝑗,𝑘𝑘

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

+ 𝑒𝑒𝑙𝑙(��𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗

+ ���𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘

𝑚𝑚

𝑘𝑘=1

𝑡𝑡𝑖𝑖
𝑗𝑗,𝑘𝑘

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

) 
(1) 
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• Carbon emission cost 𝐶𝐶2 during transportation, including carbon emission cost during inter-
node transportation, carbon emission cost induced by cold chain equipment refrigeration, 
and carbon emission cost induced by rehandling at nodes. The carbon emission cost during 
transportation is expressed as follows: 

𝐶𝐶2 = (��𝑐𝑐𝑜𝑜𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 𝑙𝑙𝑖𝑖,𝑖𝑖+1

𝑗𝑗 + ���𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘𝑐𝑐𝑜𝑜𝑧𝑧

𝑚𝑚

𝑘𝑘=1

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

+ 𝑐𝑐𝑜𝑜𝑙𝑙(��𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 ���𝑦𝑦𝑖𝑖

𝑗𝑗,𝑘𝑘
𝑚𝑚

𝑘𝑘=1

𝑡𝑡𝑖𝑖
𝑗𝑗,𝑘𝑘

𝑚𝑚

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1

))𝑟𝑟𝑒𝑒 
(2) 

• Time window cost 𝐶𝐶3, including the storage cost because of advanced arrival and the penalty 
cost because of delayed arrival, specifically as follows: 

𝐶𝐶3 = 𝛾𝛾1�𝑚𝑚𝑎𝑎𝑥𝑥(𝑎𝑎𝑖𝑖 − 𝑡𝑡𝑖𝑖, 0)
𝑛𝑛

𝑖𝑖=1

+ 𝛾𝛾2�𝑚𝑚𝑎𝑎𝑥𝑥( 𝑡𝑡𝑖𝑖 − 𝑏𝑏𝑖𝑖, 0)
𝑛𝑛

𝑖𝑖=1

 (3) 

• Cargo damage cost 𝐶𝐶4. Cold chain goods are sensitive to environmental changes, and time and 
temperature changes probably lead to the deterioration of goods. In this study, the cargo 
damage cost was calculated via Arrhenius equation as follows: 

𝐶𝐶4 = 𝑃𝑃𝑡𝑡𝑒𝑒𝑡𝑡[1− 𝑒𝑒
−𝜇𝜇

𝑙𝑙𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑣𝑣𝑗𝑗 ] (4) 

where 𝜇𝜇 represents the sensitivity coefficient. 
The objective functions of the model are displayed as follows: 

𝑚𝑚𝑖𝑖𝑛𝑛 𝐶𝐶 = 𝑡𝑡𝑒𝑒𝑒𝑒(𝐶𝐶1 + 𝐶𝐶2 + 𝐶𝐶3 + 𝐶𝐶4) (5) 
s. t. 

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 + 𝑥𝑥𝑖𝑖−1,𝑖𝑖

𝑗𝑗 ≥ 2𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘   ∀𝑖𝑖 ∈ 𝐼𝐼,∀𝑗𝑗,𝑘𝑘 ∈ 𝐽𝐽 (6) 

𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗 ≥ 0, 𝑡𝑡𝑖𝑖

𝑗𝑗,𝑘𝑘 ≥ 0, 𝑙𝑙𝑖𝑖,𝑖𝑖+1
𝑗𝑗 ≥ 0, teu ≥ 0 (7) 

𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗 =

𝑙𝑙𝑖𝑖,𝑖𝑖+1
𝑗𝑗

𝑣𝑣𝑗𝑗
  ∀𝑖𝑖 ∈ 𝐼𝐼,∀𝑗𝑗 ∈ 𝐽𝐽 (8) 

∑ ∑ 𝑦𝑦𝑖𝑖
𝑗𝑗,𝑘𝑘𝑚𝑚

𝑘𝑘=1 = 1 𝑚𝑚
𝑗𝑗=1  ∀𝑖𝑖 ∈ 𝐼𝐼,∀𝑗𝑗,𝑘𝑘 ∈ 𝐽𝐽 (9) 

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 (𝑡𝑡𝑖𝑖+1 − 𝑡𝑡𝑖𝑖) ≥ 0   ∀𝑖𝑖 ∈ 𝐼𝐼 (10) 

∑ 𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗𝑚𝑚

𝑗𝑗=1 = 1  ∀𝑖𝑖 ∈ 𝐼𝐼,∀𝑗𝑗 ∈ 𝐽𝐽 (11) 

𝑡𝑡𝑖𝑖
𝑗𝑗,𝑘𝑘 ∼ 𝑁𝑁(𝜇𝜇𝑖𝑖

𝑗𝑗,𝑘𝑘, (𝜎𝜎𝑖𝑖
𝑗𝑗,𝑘𝑘)2) (12) 

𝑡𝑡𝑖𝑖,𝑖𝑖+1
𝑗𝑗 ∼ 𝑁𝑁(𝜇𝜇𝑖𝑖,𝑖𝑖+1

𝑗𝑗 , (𝜎𝜎𝑖𝑖,𝑖𝑖+1
𝑗𝑗 )2) (13) 

𝑥𝑥𝑖𝑖,𝑖𝑖+1
𝑗𝑗 = �1, transportation mode 𝑗𝑗 is selected between node 𝑖𝑖 and 𝑖𝑖 + 1

0，otherwise  (14) 

𝑦𝑦𝑖𝑖
𝑗𝑗，𝑘𝑘 = �1, transportaion mode is changed from 𝑗𝑗 to 𝑘𝑘 at the node 𝑖𝑖

0，otherwise  (15) 

Eq. 5 is the objective function, which consists of four parts: transportation cost, time window 
cost, carbon emission cost, and damage cost of cold chain products. Eq. 6 aims to ensure the con-
tinuity and accuracy of the conversion between various modes of transportation in the process 
of cold chain multimodal transportation. Eq. 7 ensures that the transportation time, transship-
ment time, transportation distance, and transportation volume are positive values. Eq. 8 is the 
transportation time of goods between two adjacent nodes (𝑖𝑖 and 𝑖𝑖 + 1), which is related to the 
speed. Eq. 9 means that the cold chain container can only be converted from the current mode of 
transportation to another mode of transportation at transshipment nodes. Eq. 10 indicates the 
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continuity of cargo transportation time, and the time when the cold chain container arrives at 
the back node (𝑖𝑖 + 1) is later than the time when the cargo arrives at the previous node (𝑖𝑖). Eq. 
11 indicates that only one mode of transportation can be selected between adjacent nodes. Eqs. 
12 and 13 mean that transshipment time and transportation time obey a normal distribution. 
Eq. 14 is a value constraint of the decision variable, representing whether a certain mode of 
transportation is used between two nodes. Eq. 15 is also a value constraint for decision varia-
bles, representing whether to change the mode of transportation at a certain node. 

4. Algorithm design 
4.1 Description of hybrid algorithm 

In accordance with the characteristics of the problem, the “dual-pheromone matrix” storage 
method was designed to realize the “interactive selection” of routes and modes of transporta-
tion. Next, a hybrid algorithm combining genetic algorithm and ant colony algorithm was de-
signed. First, the similarity between schemes was reduced through the niche technology based 
on genetic algorithm, and multiple groups of feasible solutions that contained more representa-
tive solution spaces were obtained; second, each optimal route and mode of transportation were 
combined, and the dual-pheromone heuristic matrix in ant colony algorithm was updated so that 
the initial ant colony possessed an improved matching basis for the route and mode of transpor-
tation to guide and accelerate the route optimization process of ants and further enhance the 
solution accuracy and convergence rate of the hybrid algorithm. 

4.2 Niche genetic algorithm 

In this study, the niche genetic algorithm was introduced into the ant colony algorithm. To pre-
vent the algorithm from sampling the fixed area of the target space [16], two-point mutation and 
mask crossover were designed as genetic operators, and the diversity of the population was 
guaranteed, as shown in Fig. 1. 

 
Fig. 1 Schematic of chromosome coding 

4.3 Dynamic dual-pheromone ant colony algorithm 

In this study, the “dual-pheromone matrix” storage method was designed, aiming to eliminate 
the blindness of route mode of transportation matching. As for the dual-pheromone storage 
structure, the heuristic information 𝜂𝜂𝑖𝑖𝑗𝑗(𝑡𝑡) at time t indicates the probability of route selection, 
pheromone concentration 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡) denotes the probability for the selection of modes of transpor-
tation, 𝑝𝑝𝑖𝑖𝑗𝑗𝑎𝑎 (𝑡𝑡) is the probability for ant ato transfer from node 𝑖𝑖 to node 𝑗𝑗 at time 𝑡𝑡, and the proba-
bility for the selectable mode of transportation that matches with the selected arc segment (𝑖𝑖, 𝑗𝑗) 
can be solved in a similar way. 

𝑝𝑝𝑖𝑖𝑗𝑗𝑎𝑎 (𝑡𝑡) = �
�𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡)�𝛼𝛼�𝜂𝜂𝑖𝑖𝑗𝑗(𝑡𝑡)�𝛽𝛽

∑ [𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡)]𝛼𝛼𝑖𝑖∈𝑎𝑎𝑙𝑙𝑙𝑙𝑎𝑎𝑎𝑎𝑒𝑒𝑑𝑑𝑎𝑎 [𝜂𝜂𝑖𝑖𝑖𝑖(𝑡𝑡)]𝛽𝛽 𝑗𝑗 ∈ 𝑎𝑎𝑙𝑙𝑙𝑙𝑜𝑜𝑎𝑎𝑒𝑒𝑑𝑑𝑎𝑎

0 𝑗𝑗 ∉ 𝑎𝑎𝑙𝑙𝑙𝑙𝑜𝑜𝑎𝑎𝑒𝑒𝑑𝑑𝑎𝑎

 (16) 
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Where the set of nodes or modes of transportation that can be selected by ant a is expressed 
as 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡 + 1) = (1 − 𝜌𝜌) × 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡) + 𝛥𝛥𝜏𝜏𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡; 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡) stands for the pheromone intensity of route (𝑖𝑖, 𝑗𝑗) 
at time t; 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡 + 1) = (1 − 𝜌𝜌) × 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡) + 𝛥𝛥𝜏𝜏𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡  is the influencing factor, indicating the reliance 
on the pheromone matrix and heuristic matrix during node selection by ants; 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡 + 1) = (1 −
𝜌𝜌) × 𝜏𝜏𝑖𝑖𝑗𝑗(𝑡𝑡) + 𝛥𝛥𝜏𝜏𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡 is the influencing factor, reflecting the reliance of the mode of transportation 
on the pheromone matrix and heuristic matrix [26]. 

The max–min ant strategy is adopted to avoid the stagnation of algorithm search in the later 
stage, and the pheromone value of each arc and each mode of transportation must be within the 
interval of (𝜏𝜏𝑚𝑚𝑖𝑖𝑛𝑛,𝜏𝜏𝑚𝑚𝑎𝑎𝑚𝑚), where 𝐿𝐿(𝑆𝑆𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡) is the favourable solution of each niche or the best solu-
tion of the ant colony algorithm in the current iteration. The range of initial pheromone and the 
solution obtained from the niche genetic algorithm are determined as per Eqs. 17 and 18 [29]. 

𝜏𝜏𝑚𝑚𝑎𝑎𝑚𝑚 (𝑡𝑡) =
1

2(1 − 𝜌𝜌)
×

1
𝐿𝐿(𝑆𝑆𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡) (17) 

𝜏𝜏𝑚𝑚𝑖𝑖𝑛𝑛 (𝑡𝑡) =
𝜏𝜏𝑚𝑚𝑎𝑎𝑚𝑚(𝑡𝑡)

20
 (18) 

After the niche genetic algorithm ends, 𝜏𝜏𝑚𝑚𝑖𝑖𝑛𝑛 is determined via Eq. 18 and 𝜏𝜏𝑚𝑚𝑎𝑎𝑚𝑚 via Eq. 19. 

𝜏𝜏𝑚𝑚𝑎𝑎𝑚𝑚 (𝑡𝑡) =
1

2(1 − 𝜌𝜌)
×

1
𝐿𝐿(𝑆𝑆𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡)

+
1

𝐿𝐿(𝑆𝑆𝑏𝑏𝑒𝑒𝑏𝑏𝑡𝑡) (19) 

4.4 Improved time-varying pheromone evaporation operator 
By analysing the factors influencing the algorithm search space and algorithm convergence, the 
importance of the pheromone evaporation factor in the selection of route or mode of transporta-
tion is found to be directly proportional [32]. In the niche genetic algorithm and ant colony algo-
rithm mechanism designed in this study, therefore, the pheromone evaporation factor ρ increas-
es with the increase in the number of iterations during algorithm operation [31]. 

𝜌𝜌 = 𝜌𝜌0(1− 𝜇𝜇0−𝜆𝜆) (20) 

where 𝜇𝜇0 is the pheromone evaporation speed; 𝜆𝜆 denotes the number of iterations performed by 
the ant colony algorithm; 𝜌𝜌0 is the initial pheromone evaporation factor. 𝜇𝜇0 controls the phero-
mone evaporation factor to finally converge to 𝜌𝜌0, and the value of 𝜇𝜇0 is directly proportional to 
the increase rate of the pheromone evaporation factor with the increase in the number of algo-
rithm iterations [33]. 
4.5 Dual-pheromone hybrid algorithm flow 
The dual-pheromone hybrid algorithm flow is displayed in Fig. 2. 

Fig. 2 Flowchart for solving the multimodal route optimization problem based on an improved genetic algorithm 



Cold chain multimodal transportation route optimization considering carbon emissions under hybrid uncertainties 

Advances in Production Engineering & Management 19(3) 2024 323 
 

5. Example analysis 
5.1 Data description 

With the Chinese Circum–Bohai Sea Economic Zone taken as the study object, the most im-
portant dense extravert and multifunctional urban agglomerations in Northern China were con-
stituted with Beijing and Tianjin as the center, coastal cities such as Dalian, Qingdao, Yantai and 
Weihai as the sector, and provincial cities such as Shenyang, Jinan, and Shijiazhuang as the re-
gional pivots. These urban agglomerations exerted the agglomerating, radiating, serving, and 
driving effects in nationwide and regional economy, powerfully facilitating the development of 
their characteristic economic zones. The location map of the Circum–Bohai Sea Economic Zone is 
shown in Fig. 3. The shortest route mileages among 35 main nodes under such modes of trans-
portation as highway, railway, and waterway were acquired in accordance with the China rail-
way information network, Baidu Map, and relevant electronic maps. Among the 35 cities, trans-
portation could be realized between any two cities by means of highway and railway, and no 
waterway transportation existed between some cities. The multimodal network with 35 nodes 
was simulated to investigate the feasibility of the model and algorithm. The basic data tables 
were omitted due to the limitations on the length of the paper. 

 
Fig. 3 Multimodal transportation network 

5.2 Example design 
Table 2 shows three transportation tasks undertaken by a transportation company. The unit 
warehousing cost and penalty cost induced by the advanced and delayed arrival of goods at the 
endpoint relative to the customer-expected arrival time are 60 and 100 yuan/teu*h, respective-
ly. In reference to the actual transportation speed under each mode of transportation in China, 
the highway, railway, and waterway transportation speeds were respectively taken as 90, 65, 
and 35 km/h. The ratio of transportation time to transportation speed is the reference transpor-
tation time T, and the reference volume of goods transported is 𝑄𝑄 = 28. 

Table 2 Table of transportation tasks 
Transportation task Starting point Endpoint Quanty (teu) Cargo value 

Task 1 Qingdao Chengde 5 150,000/teu 
Task 2 Qingdao Beijing 5 150,000/teu 
Task 3 Qingdao Shenyang 8 150,000/teu 

Four possible demand scenarios for the transportation volume in the current transportation 
task were assumed, and the probability for their occurrence was 0.1, 0.2, 0.3, and 0.4, respective-
ly. The robust optimization model based on scenario sets was proposed by Mulvey et al. [34], 
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which divided scenario sets according to data characteristics so that they could cover all the 
possible occurrence conditions of events. The customer demand under each scenario is listed in 
Table 3. 

Table 3 Customer demand under each scenario 
Transportation 

task 
Scenario I Scenario II Scenario III Scenario IV Cargo value 

Task 1 5 6 4 4 150,000/teu 5.3 
Task 2 8 4 5 4 150,000/teu 5.5 
Task 3 7 10 7 6 150,000/teu 8.4 

 The total value of each teu of cold chain goods is 150000 yuan, with a weight of 20 tons. A to-
tal of 33 node cities were chosen as the possible transshipment nodes and numbered as 1, 2…33 
for the convenience of expression. The average data of transportation time between two nodes 
under different modes of transportation are difficult to obtain; thus, the ratio of transportation 
distance to transportation speed was assumed to be the average value of transportation time, 
and the variance of highway transportation, railway transportation, and waterway transporta-
tion was taken as 0.52, 0.22, and 0.752, respectively. Table 4 shows the relevant parameters of 
three transportation modes. 

Table 4 Profiles of three modes of transportation 
Mode of transportation Highway Railway Waterway 

Unit freight charge 
 (yuan/teu*km) 

8.5 2.025 0.5 

Transportation speed (km/h) (100, 0.52) (60, 0.22) (30, 0.752) 
Carbon emission (teu/tkm) 1.4 0.412 0.332 

For the railway line existing between nodes, a nonstop train can be started between some 
nodes, and this train does not perform unloading or transshipment operation at the middle 
node, and it is not affected by the departure time of other trains at the transshipment node. In 
this case, the transportation time of the nonstop train is the sum of transportation time on each 
section of the railway line, and the unit cargo transportation cost is the average value of the unit 
cargo transportation cost on each section of the railway line. The transshipment cost between 
different modes of transportation, the carbon emission, and the transshipment time are exhibit-
ed in Table 5. 

Table 5 Rehandling circumstances between different modes of transportation 
Mode of 

transportation 
Highway Railway Waterway 

Cost 
(yuan) 

Carbon 
emission 

(kg) 

Time 
(h) 

Cost 
(yuan) 

Carbon 
emission 

(kg) 

Time 
(h) 

Cost 
(yuan) 

Carbon 
emission 

(kg) 

Time 
(h) 

Highway 0 0 0 30 1.4  (0.1, 12) 50 3.5  (0.3, 12) 
Railway 30 1.4 (0.1, 12) 0 0 0 60 4.2 (0.4, 12) 

Waterway 50 3.5 (0.3, 12) 60 4.2 (0.4, 12) 0 0 0 

5.3 Model solving 

Certainty model solving 

For the certainty model, the influence of transportation volume on the cold chain container mul-
timodal route is not considered. Under the certainty model, it takes 11.10 s to solve three tasks 
via MATLAB2014b, and the optimal multimodal route is displayed in Fig. 4. The convergence 
curve of the multimodal transportation cost for the three tasks under the certainty model is ex-
hibited in Fig. 5, and the minimum total cost for the three tasks is 79,789 yuan. 
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Fig. 4 Multimodal route with the minimum total cost under certainty model 

 

 
                               (a) Task 1 

 
(b) Task 2 

 
(c) Task 3 

Fig. 5 Convergence curve of the multimodal transportation cost for three tasks under the static model 

Time uncertainty model solving 

The influence of different transportation task characteristics on the transportation scheme was 
compared by designing three different types of examples according to the different transporta-
tion tasks and transportation scales, that is, according to the number of transportation tasks and 
the size of transportation batches. To simulate the uncertainty of transportation time and re-
handling time, transportation time and rehandling time were processed using fuzzy time, the 
average value of transportation time was the ratio of transportation distance to transportation 
speed, and the variance of highway transportation, railway transportation, and waterway trans-
portation was 0.52, 0.22, and 0.752, respectively. The average value of transportation time was 
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changed by adjusting the average value of transportation speed according to the transportation 
time. The average transshipment time and variance were acquired by analysing the statistical 
data on container multimodal transshipment time at one transshipment node. At the confidence 
level of 90 %, the transportation time and transshipment time were lengthened to solve the time 
uncertainty mode, and the total cost of the three tasks was 82,672 yuan, as shown in Fig. 6. The 
convergence curve of each task is displayed in Fig. 7. 

Fig. 6 Multimodal route with the minimum total cost under fuzzy time model 

(a) Task 1 (b) Task 2 

(c) Task 3 
Fig. 7 Convergence curve of multimodal transportation cost for three tasks under the static model 
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Demand uncertainty model solving 

In case of any change in the transportation volume, the optimal multimodal route changes if the 
optimization scheme under static environments is continuously executed. Under the dynamic 
model, it takes 10.094210 s to solve the three tasks via MATLAB2014b. The optimal multimodal 
route is as shown in Fig. 8, and the minimum total cost of the three tasks is 88,663 yuan. The 
convergence curve of the total multimodal transportation cost for the three tasks under the dy-
namic model is exhibited in Fig. 9. 

 
Fig. 8 Cold chain multimodal route considering demand uncertainty 

 
 

(a) Task 1 

 
(b) Task 2 

 
(c) Task 3 

Fig. 9 Convergence curve of multimodal transportation cost for three tasks under the dynamic model 
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The solution that is feasible in all transportation scenarios and satisfies the regret coefficient 
constraint is referred to as a robust feasible solution, while the robust optimal solution is that 
with the lowest expected cost in all transportation scenarios. The robust feasible solution and 
the robust optimal solution are related to the regret coefficient, and the robust solution changes 
under different regret value coefficients but the same transportation scenario. In case of a too 
small regret value coefficient, if the regret constraint for the solution is too strict, then the model 
has no solution. As the regret value coefficient gradually increases, the robustness constraint for 
the solution is loosened, the number of robust feasible solutions grows, and the robust optimal 
solution changes accordingly. Four transportation scenario sets were respectively substituted 
into the certainty model to calculate the corresponding optimal value and compared with the 
robust optimization model to determine the advantages of robust models; the results are exhib-
ited in Fig. 10. 

Fig. 10 Comparison of robust optimization results 

Hybrid uncertainty model solving 

To explore the influences of demand uncertainty and time uncertainty on the cold chain contain-
er multimodal route, it takes 13.50 s to solve the three tasks in MATLAB2014b through the hy-
brid algorithm designed in the previous part, the optimal multimodal route for the three tasks 
under the hybrid uncertainty model is as shown in Fig. 11, and the minimum total cost of the 
three tasks is 88,664 yuan. The convergence curve of the multimodal transportation cost for the 
three tasks under the hybrid uncertainty model is displayed in Fig. 12. 

Fig. 11 Cold chain multimodal route considering hybrid uncertainties 
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(a) Task 1   (b) Task 2 

(c) Task 3 
Fig. 12 Convergence curve of multimodal transportation cost for three tasks under hybrid uncertainties 

Result analysis and comparison of examples 

In this study, various costs involved in the multimodal network were analysed when dual hybrid 
uncertain factors followed a random distribution, and the different results acquired are dis-
played in Fig. 13. Three transportation tasks were compared by comparatively analysing the 
changes in the multimodal route programming with time uncertainty and demand uncertainty 
under four scenarios. When the transportation time and transshipment time changes, the total 
multimodal transportation cost under the time uncertainty model increased slightly. In case of 
demand changes, the total multimodal transportation cost under the demand uncertainty model 
also grew slightly. When time uncertainty or demand uncertainty was independently consid-
ered, the transportation route and the corresponding mode of transportation did not change 
mainly for two reasons: the transportation volume under each mode of transportation in the 
multimodal network was not constrained during model design; the transportation time and 
transshipment time under each mode of transportation changed inconsequentially. When time 
uncertainty and demand uncertainty were simultaneously considered, the total multimodal 
transportation cost grew remarkably under the hybrid uncertainty model, and the transporta-
tion route and the corresponding mode of transportation also changed evidently under the hy-
brid uncertainty scenario. The reasons were explained as follows: the comprehensive transpor-
tation volume for cold chain container multimodal transportation tasks was acquired by fully 
considering all scenarios of the robust model; the increasing demand led to the increase in the 
total cost of cold chain container multimodal transportation. Therefore, the gap in the total cost 
of cold chain container multimodal transportation under all scenarios in the robust model is 
stable, being always acceptable, and this verifies the interference immunity and high-cost char-
acteristic of the robust model. 
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Fig. 13 Comparison of costs under four scenarios 

6. Conclusions
The problem of cold chain container multimodal route optimization considering carbon emis-
sions under the hybrid uncertainties of transportation time and demand was explored in this 
study. Then, a robust optimization model for the low-carbon cold chain container multimodal 
route under hybrid uncertainties was constructed on the basis of the robust optimization theory 
and solved by designing a hybrid algorithm based on the niche genetic algorithm and the dynam-
ic dual-pheromone ant colony algorithm. Finally, the following conclusions were drawn: 

• The uncertainties in transportation time and transshipment time result in the changes in
transportation cost, carbon emission cost, and transportation scheme.

• When the problem of cold chain container multimodal route optimization under demand
uncertainty is solved using a robust model, the decision-maker must predict the fluctua-
tion range of demand uncertainty: the smaller the fluctuation range, the easier it is to ob-
tain the robust optimal solution under a small regret coefficient value, thus enhancing the
quality of the robust optimal solution.

• Studying the problem of cold chain container multimodal route optimization considering
carbon emissions under the hybrid uncertainties of time and demand reveals that the car-
bon emission cost and total cost of cold chain multimodal transportation under hybrid un-
certainties increase remarkably, accompanied by the evident changes in the transporta-
tion route and the corresponding mode of transportation.

Therefore, when formulating the intermodal transportation scheme, the decision-maker must 
consider the hybrid time windows at nodes and the endpoint according to the actual situation. 
Given the different influences of different factors on the robustness of the solution, the decision-
maker should respectively determine the fluctuation range of different uncertain factors when 
using a robust optimization model. The study results can be used as reference to solve the prob-
lem of multimodal route optimization under uncertain environments. However, in a cold chain 
multimodal network, the cold chain multimodal route is affected by such factors as risk uncer-
tainty, transportation price uncertainty, and customer satisfaction in addition to time and de-
mand uncertainties. In a follow-up study, this problem remains to be further analysed and stud-
ied by combining the queuing, disassembly, and marshalling situations of trains at nodes. 
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A B S T R A C T A R T I C L E   I N F O 
A motion capture system (MoCap) records and tracks the real-time movements of objects 
or people, generating data that can also be used for ergonomic analysis. Using specialised 
cameras and sensors, these systems translate movements into digital data that can ani-
mate figures or objects in a digital environment. While they are widely used in industries 
such as film, video games, sports, virtual reality and biomechanics, MoCap systems can 
also be used in the ergonomic design of workplaces. These systems allow researchers to 
analyse human movements, identify risks such as repetitive movements, awkward pos-
tures or excessive forces and develop solutions to improve safety, comfort and perfor-
mance. The collected data helps to optimise workplace design, products and processes, 
reduce musculoskeletal disorders and improve well-being. Recent advancements have 
made motion capture systems highly sophisticated and capable of recognising subtle 
movements and expressions with exceptional precision. This paper consists of two parts: 
a concise literature review and a case study. The literature review explores the applica-
tion of advanced human motion capture technologies in manufacturing and highlights 
their potential for ergonomic improvements. The case study illustrates these applica-
tions and provides practical insights into how motion capture can transform the design 
and functionality of workplaces. 
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1. Introduction
The ergonomic design of the workplace, taking into account all the characteristics of the worker, 
is still a challenge for experienced and even more so for untrained ergonomists. A suitable ap-
proach should consider a system of various elements such as space, equipment, tools and devices 
as well as environmental influences such as noise, lighting, temperature, humidity and air velocity. 
Since the efficient placement of workplace elements and equipment influences productivity and 
employee satisfaction, our approach to workplace design is of great importance. Another im-
portant aspect that should be considered when designing the workplace is employee movements 
and their evaluation. Modern approaches that use motion capture systems are a major advance in 
the evaluation of workers’ movements. 
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Motion capture technology is used today in industry and various other working environments. 
It is a technology first used in culture (movies, games and animations), but later also in other pro-
fessions, in various fields of industry, medicine, sports and beyond. Several review articles have 
been published in recent years, indicating the topicality of the subject [1, 2]. Fig. 1 shows the re-
sults of the review by Rybnikár et al. [1] among the articles published in 2010-2022 with the key-
words: ergonomics, motion capture, Industry 4.0, manufacturing, human factors, occupational 
health, safety, ergonomic assessment and work-related musculoskeletal disorders. According to 
Salisu et al., tracking the movements of the human body is currently one of the most expanding 
areas of research [2]. 

The ongoing trend of Industry 4.0 (I4.0), characterized by "smart" technologies like sensors, 
communication systems, simulation, and data-driven modeling, enables timely, accessible, and se-
cure information flow, e.g. [3-8]. This trend is driving companies to gradually automate traditional 
manufacturing processes and update existing monitoring systems and ergonomic practices [9]. In 
response, concepts such as Ergonomics 4.0 and intelligent ergonomic processes have been devel-
oped to prevent risks and promote physically healthy workplaces [10, 11]. The principles of In-
dustry 4.0 are now being integrated with the emerging Industry 5.0 paradigm to adopt a more 
human-centered approach to industrial work system design. According to the European Commis-
sion's 2022 guidance, Industry 5.0 enhances Industry 4.0 by focusing on research and innovation 
that support the transition to a sustainable, human-centered, and resilient industry. 

Workers remain a vital part of production systems, performing the majority of tasks. They 
bring diverse skills and knowledge and vary in how they approach tasks, in terms of speed, moti-
vation, and diligence. This diversity presents a significant challenge for companies, especially 
those with high employee turnover and labor-intensive processes involving substantial physical 
demands. 

 
 

Fig. 1 Occurance of motion capture systems and ergonomics in scientific publications [1] 

2. Literature review 
2.1 Motion capture systems 

A motion capture system is a technology that can be used to track and record the movement of 
individuals and objects in real time. It can be very useful for the ergonomic assessment of work-
places as it can speed up the assessment process and it is believed that the data can be analyzed 
more accurately than manually by an ergonomist. In the past, various approaches using different 
technologies have been developed to transfer the movements of workers to software that enables 
ergonomic analysis. 
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The first motion capture systems were developed in the 1960s and 1970s for military and aer-
ospace applications. These systems used mechanical sensors and digitizers to capture the move-
ments of pilots and astronauts. In the 1980s, the first optical motion capture systems with cameras 
and reflective markers were developed to track the movements of actors and performers. At the 
same time, pioneers in the field of biomechanics began to study the movement of humans and 
animals, and this knowledge was later shared. The first motion capture system that resembled 
modern systems was developed in the 1970s by a group of researchers at the University of Penn-
sylvania. This early system used reflective markers attached to the body of the person being cap-
tured, which were tracked by a series of cameras positioned around the person. The data captured 
by the cameras was then processed by a computer to create an animated representation of the 
person's movements. 

An example of this group of technologies is the Vicon Motion Capture System, developed in 
Oxford, UK in 1979 and launched in 1984 by Oxford Medical Systems (later Oxford Dynamics) 
[12]. The Vicon system uses high-quality cameras and markers to track motion and is primarily 
used for professional motion capture applications in areas such as sports, animation and robotics. 
It is known for its high accuracy in motion tracking. 

Kinect is a motion detection input device developed by Microsoft for its Xbox gaming console 
[12]. It was launched in 2010 and quickly gained popularity due to its ability to track human move-
ment without the need for controllers or other input devices. The Kinect sensor uses a combina-
tion of cameras and depth sensors to track the movements of a person in front of it. It can detect 
the position and movement of individual body parts and also recognize facial expressions and 
voice commands. Originally developed for gaming, the Kinect is now used in a variety of other 
applications, such as education, healthcare and research. Its ability to track human movement in 
real time has made it a valuable tool for studying biomechanics, assessing progress in physiother-
apy and creating interactive exhibitions. Despite its popularity, Kinect is no longer being actively 
developed. However, its influence on the motion capture industry and its innovative use of depth 
sensor technology has helped pave the way for other motion capture systems. 

In the 1990s, magnetic motion capture systems were developed. These systems used magnetic 
fields and sensors to track movements and later, in the early 2000s, the first generation of inertial 
motion capture systems were developed using accelerometers and gyroscopes. 

The Mocup system from Synertial [13] has been commercially available since 2004. It was de-
veloped to accurately capture and record the movement of the body of a person wearing a full 
body suit. It uses wireless sensors (15 on the body and 7 on each hand) attached to various parts 
of the body, including hands, feet, head and torso. These sensors are small, lightweight and unob-
trusive, allowing a natural range of motion without interfering with the performer's movements. 
The sensors use an inertial measurement unit (IMU) to measure the acceleration, angular velocity 
and magnetic field of the body part (to improve the estimation of segment orientation) to which 
they are attached. This data is transmitted wirelessly to a computer where it is processed and 
used to create a real-time representation of the performer's movements. 

Unity is a cross-platform game engine developed by Unity Technologies, first released in June 
2005 [14]. Since its launch, the engine has been continuously expanded to support a wide range 
of platforms, including desktop, mobile, console, and virtual reality. Unity is used to create both 
three-dimensional (3D) and two-dimensional (2D) games, as well as interactive simulations and 
various other experiences. Beyond gaming, Unity has been adopted in industries such as film, au-
tomotive, architecture, engineering, construction, and even by the United States Armed Forces. 
Originally launched for Mac OS X, it later extended support to Microsoft Windows and web brows-
ers. 

In 2007, another interesting solution was launched, initially called Moven and then renamed 
Xsen's MVN in 2009 [15]. The company was founded in 2000 by two graduates of the College of 
Twente. The Xsens motion sensing technology, also known as motion tracking or inertial meas-
urement units (IMUs), uses small, lightweight and highly accurate sensors that are attached to the 
body or objects to capture and record motion data [14]. The Xsens sensors contain accelerome-
ters, gyroscopes and magnetometers that work together to provide highly accurate and reliable 
measurements of movement. The data from the sensors is processed by sophisticated algorithms 
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to calculate the exact position, orientation and movement of the body or object in real time. This 
allows users to capture and analyze motion data with high precision and accuracy. This enables 
them to make informed decisions and create realistic and engaging digital content. 

Noraxon has introduced an innovative IMU-based motion capture system that provides a ver-
satile solution for measuring and analyzing human motion [16]. Like Xsens, it uses a series of 
small, lightweight IMUs attached to the body to capture joint angles, orientation and linear accel-
eration. Noraxon’s system is characterized by its portability, which allows it to be used both in 
laboratory environments and in the real world. The data processed by advanced algorithms is 
visualized in real time via graphs and a skeletal avatar, providing immediate feedback for on-site 
adjustments. This makes the device an invaluable tool for researchers, clinicians and sports pro-
fessionals who need accurate movement data in different environments. 

The VR ErgoLog system is another type of motion capture system designed to analyze and im-
prove human movement in virtual reality (VR) environments [17]. It is often used in sports train-
ing and rehabilitation. The system uses motion capture sensors attached to the user's body, a VR 
headset that immerses the user in a virtual environment, and combined with heart rate monitor-
ing. The user can then perform various exercises or movements and the system tracks their move-
ments in real time. The data collected by the system is analyzed by software that provides the user 
with feedback on their performance. This feedback can include information on posture, balance 
and alignment, as well as suggestions for improvement. The VR ErgoLog system is designed to be 
highly customizable and can adapt the level of difficulty and type of exercises to the user's specific 
needs. It can also be used for remote training and analysis, allowing trainers or therapists to mon-
itor the user's progress remotely. 

The HTC Vive is a virtual reality (VR) headset developed by HTC and Valve Corporation [18]. It 
was launched in 2016 and is known for its high-quality VR experiences. It offers room-based track-
ing that allows the user to move freely in a physical space while interacting with a virtual envi-
ronment. The system includes a headset, two handheld controllers and two base states that enable 
360-degree motion tracking. Unity and Unreal Engine are popular game engines that support the 
HTC Vive and allow developers to create VR experiences and integrate motion capture data. The 
motion capture capabilities of the HTC Vive, provided by the base stations and controllers, are 
highly accurate and offer low latency. This makes it suitable for various applications beyond gam-
ing, such as training simulations and virtual prototyping. 
 

Table 1 Motion capture systems and ergonomics 
Motion 
capture 
systems 

Used technology Quality  Calibration 
process 

Costs Software 
used to 
process 
data  

Ergonomics 
assessment 

Vicon 
Motion 
capture 
system 

Uses high-quality cam-
eras and markers to 
track motion 

High Complex setup 
and calibration 
process with mul-
tiple cameras and 
markers 

Very ex-
pensive 

    

Kinect A hardware device that 
uses depth-sensing cam-
eras and microphones to 
track user movements 
and voice commands. 

Medium Relatively simple 
calibration and 
setup process 

Expensive     

Mocup 
system by 
Synertial 

Based on inertial meas-
urement units (IMUs) 

High Not particularly 
complex calibra-
tion process 

Expensive     

Unity  A software platform that 
provides developers 
with tools to create and 
deploy interactive con-
tent 

 Does not have a 
specific calibra-
tion process 

Free    
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Table 1 (Continuation) 

Xsens Uses small motion sen-
sors (IMU) attached to 
the body which com-
municate with a central 
hub to capture and ana-
lyze motion data 

High Simple calibration 
process 

Very ex-
pensive 

    

Noraxon Uses small motion sen-
sors (IMU) attached to 
the body which com-
municate with a central 
hub to capture and ana-
lyze motion data 

High Simple calibration 
process 

Very ex-
pensive 

    

VR –  
ErgoLog 
System 

An inertial motion cap-
ture system integrated 
with immersive reality 
and combined with a 
heart rate monitoring 

High Not particularly 
complex calibra-
tion process 

NA     

Leap 
motion 

Combination of optical 
and infrared sensors to 
track hand and finger 
movements 

High Some initial setup 
and calibration is 
needed 

Cheap   - 

HTC Vive Combination of ad-
vanced display technol-
ogy, positional tracking, 
and wireless controllers 
to create VR experience 

High Simple calibration 
process 

Not very 
expensive 

  - 

2.2 Motion capture systems in different working environments 

Motion capture technology has a wide range of potential applications in different working envi-
ronments, and its versatility makes it a valuable tool for improving efficiency, safety and produc-
tivity [19, 20]. The literature review by Rybnikár [1] shows the percentage of use in different sec-
tors as follows: 

• Manufacturing, 37 %, 
• Logistics 23 %, 
• Healthcare 17 %, 
• Sports 10 %, 
• Construction 7 %, 
• Entertainment 7 %. 

 

In healthcare, motion capture systems can be used to analyze patients' movements and gait to 
identify potential problems with balance, stability or other motor skills [21]. This information can 
be used to develop tailored rehabilitation programs. 

It is also widely used in sports to analyze athletes' movements and improve their performance 
[22, 23]. It can help prevent injuries by identifying potential weak points or imbalances. 

In education and training, interactive simulations can be created for training and educational 
purposes, e.g. for surgical training or virtual reality training for hazardous environments. 

The use of motion capture systems and simulations is also important in manufacturing and on 
assembly lines [13, 24, 25]. It can be used to track the movements of workers on a factory floor, 
which can increase efficiency and reduce the risk of accidents. It can also be used to create virtual 
training simulations for workers to practice complex procedures in a safe and controlled environ-
ment. 

Recently, it has also been used extensively when working with robots and collaborative robots 
[26]. Motion capture systems can be used to program and control robots so that they can mimic 
human movements and interact seamlessly with their environment. 
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2.3 Ergonomic workplace design 

An effective ergonomic workplace design can lead to reduced lead and cycle times, increased 
productivity, lower production costs, improved return on investment, enhanced product quality 
and flexibility, fewer human and system errors, reduced idle time during work hours, and lower 
injury-related expenses. There are several ergonomic methods for evaluating the posture of work-
ers at the workplace: Ovako Working Posture Assessment System (OWAS), Rapid Upper Limb As-
sessment (RULA), Rapid Entire Body Assessment (REBA), National Institute of Occupational 
Safety and Health (NIOSH), Occupational Repetitive Actions (OCRA), – Evaluacion del Riesgo Indi-
vidual (ERIN), Potential Ergonomics Issue List (PEIL), Strain Index (SI) and many others [27-32].  

Some methods focus on evaluating strain on specific body parts, while others offer a more com-
prehensive assessment. Certain approaches are tailored to different types of tasks, such as repet-
itive versus non-repetitive tasks, and some are designed to evaluate static loads, which in-volve 
maintaining the same posture for extended periods. Special attention should also be given to tasks 
involving manual handling. For example, an integrated approach for determining working times 
has been developed for assembly lines using the classical Methods Time Measurement (MTM) ap-
proach and the EAWS method for ergonomics [33]. In addition to manual assessment tools, which 
are time-consuming, there are also several computerized tools that reduce assessment time and 
usually offer several methods for body assessment (e.g. Jack, Process Simmulate, Ergomas). 

2.4 Future ergonomic challanges 

Aging of the population 
Demographic data shows an aging world population with an increasing dominance of older work-
ers in the labor market. Rising life expectancy and falling birth rates are leading to slower popu-
lation growth and a higher proportion of older people. Although the changes associated with aging 
are normal, they affect the physiological and psychological functioning of individuals and impact 
on their ability to work and quality of life. According to Cammen et al [34], aging is a multidimen-
sional process of change in the physical, mental and social domains that leads to functional decline. 

Increased life expectancy has substantial socio-economic implications for both companies and 
society. As people continue to work later in life and this demographic grows, addressing work-
place conditions and ensuring effective management with a focus on health and safety has become 
a top priority [35]. 

Ergonomics is fundamentally concerned with the design of the workplace according to the 
needs and abilities of workers. In this context, an ergonomic approach considers adequate light-
ing, avoiding excessive heat, taking adequate breaks and redesigning unnecessarily complex tasks. 
From an ergonomic perspective, maintaining age-related functionality is a priority issue for the 
quality of life of older people [36]. 

In addition, motion capture technology can be used to develop customized prostheses or assis-
tive devices that mimic natural human movement patterns and enable older individuals to main-
tain their independence and quality of life. Overall, motion capture technology can play a valuable 
role in promoting healthy aging by helping to identify potential problems early and develop per-
sonalized interventions to address them. 
Workers with disabilities 
Approximately 23.5% of workers in the EU-27 region suffer from some form of chronic illness, 
while 19% experience long-term illnesses [37]. The highest rates of disability are found among 
individuals over the age of 55, with no significant difference between men and women [38]. The 
most commonly reported disabilities are related to back and neck issues, followed by heart con-
ditions, high blood pressure, and problems affecting the legs and feet. Half of the disabilities were 
acquired outside of work, 17% were congenital, and 18% were the result of work-related injuries 
or conditions [38]. The severity of a disability also impacts employment, as individuals with se-
vere disabilities are more likely to be unemployed [39]. 
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Sex and gender in ergonomics 
To explore this emerging research area, the IEA established the Technical Committee (TC) on Gen-
der and Work in 2006 [40]. Since then, numerous committees have been formed across vario-us 
countries to examine the connections between sex, gender, health, and work in different oc-cupa-
tional sectors. Collectively, these efforts highlight ergonomics as both a theoretical and prac-tical 
discipline, developing innovative methods to incorporate sex and gender analysis into policy de-
velopment and evaluation. Gender considerations were presented for various evaluation meth-
ods, working conditions and impact/process benefits in ergonomic interventions. 

3. Materials and methods 
To gain deeper insights into the topic, a case study was conducted using Xsens sensors [15] to 
capture human movements, which were later analyzed from an ergonomic perspective using the 
Process Simulate software (Siemens PLM Software). The sensors were directly attached to the 
body, allowing measurements to be taken in a natural environment and in real time. The ergo-
nomic assessment of the worker's postures and movements was performed using the OWAS and 
RULA method [27, 28]. 

3.1 Process Simulate 

Process Simulate is one of the many computer programs for the simulation and optimization of 
manufacturing processes developed by Siemens Digital Industries. It is a comprehensive platform 
for the development, simulation, validation and thus optimization of production in manufacturing 
environments. In our research, we used it to create a digital model of the workplace under inves-
tigation and to carry out ergonomic validation. The program enables the input of human move-
ments and positions recorded with the Xsens suit. The Task Simulation Builder (TSB) in Process 
Simulate can also be used to create/edit the simulation of human movements. Minor corrections 
were made to the movements captured with the Xsens suit via the TSB interface. 

3.2 Xsens suit 

Founded in 2000 and now part of Movella, Xsens specializes in 3D motion sensing technology, 
offering wearable sensors and inertial devices that leverage miniature MEMS technology. The 
company provides innovative and precise solutions for real-time tracking and analysis of human 
and object movements. Its sensors, which include accelerometers, gyroscopes, and magnetome-
ters, are placed on different body parts to measure acceleration, angular velocity, and spatial ori-
entation. Advanced algorithms process this data to accurately reconstruct 3D movements. 

In our research, we used the Xsens MVN Awinda system, which includes 17 wireless motion 
sensors (Fig. 2). These sensors are securely attached to a special Lycra suit and straps to ensure 
proper fixation. Fig. 2 shows the body parts and the position of sensors. 

 
 

 
  

Fig. 2 Xsens MVN Awinda system for body movement data gathering and Xsens suit with sensors 



Vujica Herzog, Buchmeister, Jaehyun, Kaya 
 

340 Advances in Production Engineering & Management 19(3) 2024 
 

The biomechanical model used in this system consists of 23 segments: pelvis, vertebrae (L5*, 
L3*, T12*, T8), neck*, head, shoulders, upper arms, lower arms, hands, thighs, lower legs, feet, and 
toes*. Segments marked with * do not have dedicated sensors; their movement is estimated by 
integrating data from the adjacent segments and the biomechanical model. By combining sensor 
data and correcting for errors—since the sensors are not rigidly connected to the body seg-
ments—a precise and drift-free estimate of the relative position and orientation of each segment 
is achieved. 

To ensure accuracy, sensor calibration is necessary to account for factors that may affect meas-
urement precision. This sensor-to-segment calibration typically involves standing in a known 
pose (e.g., N or T pose) and estimating sensor orientation by processing the sensor readings (Fig. 
3). Gyroscopes detect short-term orientation changes, while accelerometers and magnetometers 
maintain long-term stability. 

 
 

Fig. 3 Xsens MVN avatar in N-pose (left) and T-pose (right) 

3.3 OWAS and RULA method 

The OWAS method [27] was used for the ergonomic assessment of human movements, evaluating 
28 postures. These include the back (four positions), upper limbs (four), hands (three), lower 
limbs (nine), head and neck (five), and the load or force applied (three). Each posture is classified 
into one of the following risk categories: 

• Green: No changes needed, 
• Yellow: Changes needed in the near future, 
• Orange: Immediate changes required, 
• Red: Requires intensive observation. 

The Process simulate software enables various ergonomic analyses; we therefore also carried 
out an analysis using the RULA method to compare the results. The RULA method (Rapid Upper 
Limb Assessment) is an ergonomic tool for assessing the risk of musculoskeletal injuries in the 
workplace, particularly in relation to the upper limbs [28]. The aim is to observe the positions of 
certain body segments individually in order to determine the degree of deviation from neutral 
posture. The greater the deviation, the higher the score assigned to the respective body part. 

3.4 Research environment and measuring procedures 

The research was conducted in the laboratory of the Faculty of Mechanical Engineering at the 
University of Maribor, which is fully equipped to transfer human movements into a virtual envi-
ronment. A specialized Xsens training suit, fitted with 17 sensors, was used to capture human 
movements, positions, and postures. During the process, a receiver collects the data from the suit 
and records it on a PC. The data is processed using the Xsens MVN software to generate a simula-
tion. Simultaneously, the human movements were recorded in real time via video, which was later 
used to recreate the movements using Task Simulation Builder (TSB). 

For the case study demonstration with the Xsens suit, we designed a simple polygon created 
with Process Simulate software (Fig. 4) that contained the following tasks: 
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• Walk to the table, 
• Get a small box with both hands, 
• Bring the box to the locker, 
• Put the box on the locker, 
• Walk to the chair, 
• Get the chair, 
• Place the chair to the table. 

 

                                
Fig. 4 Workplace created with Process Simulate software and Xsens suit with 17 sensors 

5. Results and discussion 
The movements of workers simulated using the Process Simulate software package were assessed 
with the OWAS ergonomic method first. We examined these movements with two human models 
representing different ages: 25 and 60 years old. Fig. 5 shows some of the positions of the human 
model that were performed during the simulation for the selected postures of a 25-year-old 
woman on the left and a 60-year-old woman on the right. 

Figs. 6 and 7 display the cumulative OWAS analysis results for both age groups, with slight 
differences noted in the movements highlighted in orange and red. 

Overall, the analysis results are similar for most simulated movements. However, a significant 
difference was observed in one specific posture—when turning to walk to another point (see Figs. 
5, 6, and 7). For the 25-year-old model, the actions was marked in orange, indicating a moderately 
high risk and recommending prompt changes. Conversely, for the 60-year-old model, the same 
actions was marked in red, signifying a very high risk and recommending immediate changes. For 
further details on the research, please refer to the chapter published by DAAAM International Sci-
entific Book [41].  

During the research, we also compared ergonomic analyses performed manually with TSB in-
terface with those based on data from the Xsens suit. The postures selected and designed by the 
TSB programme in Process Simulate are more ergonomic as they are selected by the programme 
itself, resulting in lower risk scores. An example of this is the posture in which the woman lifts the 
chair and places it at the desk (Fig. 8). In the simulation carried out with the suit, this posture is 
regarded as unergonomic and categorised as risk level 4. However, in the simulation performed 
by the programme, this posture represents a lower risk and is classified as level 2. This is because 
the simulation performed by the programme ensures a correct grip posture of the chair, in con-
trast to the other simulation. 

Table 2 shows some of the results of the RULA method for the most important postures. As we 
can see, there is one posture that refers to Jill bending over to push the chair. According to RULA, 
this posture should be analysed and changed immediately. 
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Fig. 5 Working environment with 25 and 60 year-old person 

 
 

Fig. 6 OWAS results: 25-year-old model 
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Fig. 7 OWAS results: 60-year-old model 

Fig. 8 Taking chair from Recording on the left and Taking chair from Simulation on the righ 

Table 2 Compilation of results of the RULA method for the most relevant postures 
Position 25 year-old person 60 year-old person 
Put_chair_Jill_1_Release 2 2 
Go_to_target_Jill_Arrise_From_Bend 4 4 
Put_box_Jill_Release 3 3 
Put_part1_Jill_Bend_and_Reach 7 7 
Go_to_target_Jill_Arrise_From_Bend 6 7 
Go_to_target_Jill_Walk 4 4 
Put_chair_Jill_Bend_and_Reach 7 7 
Put_chair_Jill_Reach 6 6 

6. Conclusion
The study of workplace ergonomics is essential for promoting worker health, well-being, and 
productivity. Ergonomic principles aim to tailor the work environment to individual needs, opti-
mizing the interaction between workers, tasks, and their surroundings. This approach helps pre-
vent injuries, reduce fatigue and stress, and improve performance and job satisfaction, benefiting 
both employees and companies. Recent advancements in motion capture systems have contrib-
uted significantly to ergonomic workplace design. These systems are highly valuable for virtual 
reality applications, detailed biomechanical analyses, and exploring ways to integrate motion cap-
ture into human-computer interactions. Additionally, they facilitate access for individuals with 
disabilities, promoting more inclusive participation across various environments. 

The mailn contribution of the paper is an overview of motion capture technology and the pos-
sible integration with ergonomic assessment methods. It presents various possibilities and dis-
cusses future challenges in ergonomics.  
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A case study is included to demonstrate new technologies, such as the Xsens suit and Process 
Simulate software, in ergonomic workplace design, with a focus on older workers. This study has 
three limitations. First, while the findings offer valuable insights through a case study, they should 
be viewed as preliminary. The primary value of this research lies in its role as a pilot study. Since 
it is based on a single case, the results cannot be generalized. Future studies need to include a 
larger sample to validate the results in a broader population. Second, there may be discrepancies 
between the OWAS measurements obtained using the Xsens motion capture system and the data 
obtained by direct observation. Although we have made considerable efforts to minimize these 
differences by performing a frame-by-frame analysis, discrepancies may still occur. Finally, alt-
hough OWAS and RULA were used for ergonomic assessment in this study, there are numerous 
other methods to assess physical strain. It is important to investigate whether these alternative 
methods can also be used reliably with motion capture data. Furthermore, given the real-time 
analysis capability offered by systems such as Xsens, this study points to the potential need to 
develop new methods of ergonomic assessment that go beyond traditional approaches and are 
tailored to take full advantage of modern motion capture technology. 

In conclusion, motion capture technology offers significant advantages for ergonomic work-
place design, providing efficient and accurate solutions. The conducted research has demon-
strated great potential; however, future studies will need to be expanded, include a larger number 
of repetitions to verify the reliability of the equipment. 
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A B S T R A C T A R T I C L E   I N F O 
With the rapid development of the global manufacturing industry, an efficient 
and accurate quality control system has become key to enhancing competi-
tiveness. Ultrasonic Nondestructive Testing (NDT), as an efficient means of 
quality inspection, plays a crucial role in improving manufacturing quality 
through the precision of its data analysis. This study aims to explore the ap-
plication of ultrasonic NDT data in manufacturing quality control by integrat-
ing machine learning technologies, with a specific focus on the Wavelet Neural 
Network optimized by Genetic Algorithms (GA-WNN). This study achieved 
significant prediction and evaluation results by applying a GA-WNN to quality 
control in manufacturing. Compared to traditional Wavelet Neural Network 
(WNN) models, the GA-WNN more effectively identifies and predicts potential 
quality issues, especially in noisy data and complex production environments, 
demonstrating higher accuracy and stability. When predicting possible defect 
types in the manufacturing process, the GA-WNN showed a notable improve-
ment in accuracy over other models. Additionally, in quality stability evalua-
tion, GA-WNN was able to capture production fluctuations more accurately, 
providing more valuable results for decision-making. The methodologies and 
discoveries of this study offer new perspectives and tools for quality control 
in manufacturing and the analysis of ultrasonic NDT data, presenting broad 
application prospects. 
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1. Introduction
In the context of rapid global manufacturing industry development, ensuring manufacturing 
quality is not only the cornerstone of enterprise survival but also the key to enhancing competi-
tiveness [1, 2]. With technological advancements, ultrasonic NDT, known for its efficiency and 
non-destructiveness, has been widely applied in quality control within the manufacturing sector 
[3-5]. However, traditional analysis of ultrasonic testing data largely relies on experienced oper-
ators, which is not only inefficient but also struggles to detect complex and minute defects [6, 7]. 
Therefore, efficiently and accurately analysing ultrasonic NDT data becomes a crucial issue for 
improving the level of manufacturing quality control.  

The rapid development of machine learning technologies in recent years has offered new so-
lutions to the aforementioned problems. By utilizing machine learning algorithms for in-depth 
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analysis of ultrasonic NDT data, it's possible to significantly improve the accuracy and efficiency 
of defect detection [8-11]. More importantly, this approach allows for automated detection un-
der complex conditions, greatly enhancing the quality control capabilities of the manufacturing 
process. However, existing research primarily focuses on the improvement and optimization of 
algorithms, with less attention given to their application and effect evaluation in the actual man-
ufacturing process, limiting the widespread application of machine learning in manufacturing 
quality control [12-14].  

Although existing research methods have improved detection efficiency and accuracy to some 
extent, there are still some flaws and deficiencies [15-18]. Firstly, the algorithm models used in 
many studies are complex and require substantial computational resources, which is not condu-
cive to application in resource-limited production environments. Secondly, some research lacks 
consideration of the variability in manufacturing processes, making it difficult to adapt to chang-
ing production conditions [19, 20]. Moreover, existing methods often overlook the interpretabil-
ity of models, which is disadvantageous for problem diagnosis and decision support in practical 
applications [21].  

This paper aims to introduce machine learning technology, specifically the GA-WNN, to build 
a comprehensive system suitable for manufacturing that includes quality prediction, stability 
assessment, and control optimization. Firstly, the study focuses on a manufacturing quality pre-
diction model based on GA-WNN, aimed at providing a basis for early intervention through accu-
rate prediction of potential quality issues in the manufacturing process. Secondly, a quality sta-
bility assessment system for the manufacturing process is established, evaluating production 
stability by analysing data fluctuations during the production process to provide references for 
quality control. Finally, an optimization model for manufacturing process quality control is re-
searched, aiming to improve product quality and production efficiency by optimizing production 
parameters through algorithms. This study not only improves the level of quality control in 
manufacturing but also provides a new methodology for the efficient utilization of ultrasonic 
NDT data, having significant theoretical and practical value. 

2. Construction of a manufacturing process quality prediction model based on 
GA-WNN 
This paper proposes a model based on the GA-WNN (Fig. 1), designed to overcome the limita-
tions of traditional quality prediction methods when faced with complex manufacturing stages, 
achieving accurate prediction of quality characteristic values throughout the entire manufactur-
ing process. Based on its excellent generalization ability and noise resistance, the WNN's initial 
parameters are optimized using GA, not only speeding up the model's convergence but also sig-
nificantly enhancing its predictive accuracy. Unlike models specifically for other assembly pro-
cesses, the GA-WNN model considered in this study encompasses the entire chain from raw ma-
terial processing to final product assembly. The model's input vector 𝐴𝐴 = {𝑎𝑎1,𝑎𝑎2, . . . ,𝑎𝑎𝑙𝑙} in-
cludes the actual values of quality characteristics from raw materials through each manufactur-
ing step and their deviation from process standards, while the model output 𝐵𝐵 = {𝑏𝑏1} aims to 
predict the quality characteristic values of a specific manufacturing stage or the final product. 
This approach enables the model to provide real-time, accurate predictions of the quality condi-
tion of downstream processes or final product quality based on actual quality data and its fluc-
tuations from upstream processes, offering strong support for early detection of potential quali-
ty issues and timely adjustment of production strategies. 

WNN is a composite model that combines wavelet transform and neural networks. Its prima-
ry feature is the ability to decompose input signals into different frequency components through 
wavelet transforms, capturing both time and frequency characteristics of the signal. Compared 
to traditional Artificial Neural Networks (ANN), WNN not only handles nonlinear relationships 
but also effectively processes time-varying and noisy signals. For example, while ANN often re-
quires signal preprocessing or manual feature extraction, WNN can automatically extract key 
features through adaptive multi-scale analysis, overcoming the limitations of traditional meth-
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ods. In ultrasonic non-destructive testing data analysis, WNN can accurately capture subtle fluc-
tuations in the signal and predict potential quality issues, while ANN may fail in such applica-
tions due to its insufficient ability to process time-frequency features. When constructing the 
manufacturing process quality prediction model based on GA-WNN, the design of the model's 
structure and the selection of parameters decisively impact its performance. To adapt to the 
complexity of quality control in manufacturing, this paper adopts a three-layer structure of the 
WNN, designed to fully capture and analyse the complex quality information contained in ultra-
sonic NDT data. In determining the optimal number of nodes in the hidden layer, a crucial pa-
rameter in the network structure, this study employs a trial-and-error method due to the ab-
sence of a unified standard. By continuously adjusting the number of nodes and evaluating mod-
el performance, the aim is to achieve optimal quality characteristic prediction effects. Assuming 
the number of input layer nodes is represented by 𝑙𝑙, and the number of output layer nodes is 
represented by 𝑗𝑗, with a constant ranging from 1 to 10 represented by 𝑠𝑠, the formula is:  

𝑣𝑣 = �𝑙𝑙 + 𝑗𝑗 + 𝑠𝑠 (1) 

Moreover, selecting an activation function is another crucial parameter setting. This paper 
chooses the Morlet wavelet function as the activation function 𝜓𝜓(𝑎𝑎)for the hidden layer, due to 
its good anti-interference capability and computational stability when processing ultrasonic 
NDT data. This is crucial for improving the model's adaptability and predictive accuracy in com-
plex manufacturing environments. The expression for 𝜓𝜓(𝑎𝑎) is:  

𝜓𝜓(𝑎𝑎) = cos(1.75𝑎𝑎)𝑒𝑒
−𝑎𝑎2
2  (2) 

 
Fig. 1 Schematic diagram of the manufacturing process quality prediction model 

 
This study introduces initial optimization parameters in the WNN, including connection 

weights 𝜇𝜇𝑢𝑢𝑢𝑢  and 𝜇𝜇𝑢𝑢𝑘𝑘 , translation factors 𝑦𝑦𝑢𝑢 , and scale factors 𝑥𝑥𝑢𝑢 . To adapt to this high-
dimensional data structure and simplify the coding process, this paper employs a real-number 
encoding strategy, using floating-point numbers to represent the network's weights and factors. 
Additionally, considering the two-dimensional nature of the weight matrix and the one-
dimensional nature of chromosomes, this study unfolds the two-dimensional weight matrix into 
a one-dimensional array and concatenates it with translation and scale factors, forming a com-
plete chromosome representation for the implementation and calculation of GA. The total length 
of individual encoding is represented by 𝑢𝑢 × 𝑘𝑘 + 𝑘𝑘 + 𝑘𝑘 + 𝑘𝑘 × 𝑗𝑗. Fig. 2 shows the schematic dia-
gram of the encoding strategy. 

 



Song, Huo 

350 Advances in Production Engineering & Management 19(3) 2024 

Fig. 2 Encoding strategy schematic diagram 

In the implementation of the GA, the reciprocal of the error between the predicted values and 
actual values serves as the fitness function to measure the performance of the prediction model, 
where a higher fitness value indicates higher model prediction accuracy and superior solution 
quality. Assuming the prediction output error of the WNN is represented by 𝑟𝑟, the expression for 
the fitness function 𝑑𝑑 is as follows:  

𝑑𝑑 =
1
𝑟𝑟

(3) 

To ensure that individuals with high fitness are prioritized for selection, this study employs 
the widely used roulette wheel selection method to determine the probability of an individual 
being selected, ensuring the inheritance and optimization process's effectiveness of high-quality 
solutions. Assuming the fitness value of the 𝑢𝑢-th individual is represented by 𝐷𝐷𝑢𝑢, and the coeffi-
cient is represented by 𝑗𝑗, with the total number of individuals in the population represented by 
𝑉𝑉, the calculation formulas are as follows: 

𝑑𝑑𝑢𝑢 =
𝑗𝑗
𝐷𝐷𝑢𝑢

(4) 

𝑜𝑜𝑢𝑢 =
𝑑𝑑𝑢𝑢

∑ 𝑑𝑑𝑢𝑢𝑉𝑉
𝑢𝑢=1

(5) 

For two chromosomes 𝑋𝑋 and 𝑌𝑌 of length 𝑚𝑚, assuming a random number between [0,1] is 
represented by 𝑒𝑒, the crossover operation process is as follows:  

𝑥𝑥𝑘𝑘 = (1 − 𝑒𝑒)𝑥𝑥𝑘𝑘 + 𝑒𝑒𝑦𝑦𝑘𝑘  (6) 

𝑦𝑦𝑘𝑘 = 𝑒𝑒𝑥𝑥𝑘𝑘 + (1 − 𝑒𝑒)𝑦𝑦𝑘𝑘 (7) 
When a mutation operator mutates the 𝑗𝑗-th gene of chromosome 𝑋𝑋 with a certain probability, 

assuming the upper and lower bounds of gene value are represented by 𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀 and 𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀, the 
current iteration number by 𝐻𝐻, the maximum number of network iterations by 𝐻𝐻𝑀𝑀𝑀𝑀𝑀𝑀, and a 
random number between [0,1] by 𝑒𝑒1 and 𝑒𝑒2, the mutation operation expression is as follows:  

𝑥𝑥𝑘𝑘 =

⎩
⎪
⎨

⎪
⎧𝑥𝑥𝑘𝑘 + �𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑥𝑥𝑘𝑘�. 𝑒𝑒1. �1 −

𝐻𝐻
𝐻𝐻𝑀𝑀𝑀𝑀𝑀𝑀

�
2

𝑒𝑒2 > 0.5

𝑥𝑥𝑘𝑘 + �𝑥𝑥𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑥𝑥𝑘𝑘�. 𝑒𝑒1. �1−
𝐻𝐻

𝐻𝐻𝑀𝑀𝑀𝑀𝑀𝑀
�
2

𝑒𝑒2 ≤ 0.5
(8) 

3. Construction of a quality stability assessment system for the manufacturing
process 
To construct a reasonable quality stability assessment system for the manufacturing process, it's 
first necessary to determine multiple influencing factors. This study is not limited to a specific 
purpose but extends the view to multiple factors that may affect quality stability throughout the 
manufacturing process. Therefore, the factor set 𝑁𝑁 is defined as a collection of quality character-
istics encompassing all stages from raw material selection, processing technology, assembly 
process, to final inspection, i.e., 𝑁𝑁 = {𝑛𝑛1, . . . ,𝑛𝑛𝑢𝑢, . . . ,𝑛𝑛𝑙𝑙}, where 𝑙𝑙 represents the number of quality 
characteristics being assessed in the manufacturing process. For the evaluation set 𝐼𝐼, this study 
uses the degree of deviation of quality characteristic values from process standards as a key in-
dicator to measure the quality stability of the manufacturing process. The evaluation set 𝐼𝐼 is de-
fined as three levels: 𝐼𝐼 = {𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3} = {significant deviation, general deviation, minor deviation}, 
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reflecting the degree of deviation of various quality characteristics from their specified stand-
ards in the manufacturing process.  

In the construction of the quality stability assessment system for the manufacturing process, 
selecting appropriate membership functions to quantify the degree of deviation of various quali-
ty characteristics is crucial. This step aims to transform ultrasonic NDT data and other quality 
characteristic data into dimensionless values that can reflect quality stability. Unlike assess-
ments in other assembly processes that may only focus on specific dimensions or characteristics, 
the assessment of quality stability in the manufacturing process needs to consider comprehen-
sive quality characteristics from raw material inspection, intermediate process control, to final 
product inspection, which may include dimensions, strength, surface roughness, and other di-
mensions.  

To quantify the reasonableness of these quality characteristic deviations, this study uses 
normalization to convert data into values within the [0,1] interval. The closer the normalized 
value is to 1, the closer the quality characteristic of the process is to the set standard value, indi-
cating a smaller actual deviation and higher quality stability. Conversely, the closer the value is 
to 0, the larger the actual deviation and the lower the quality stability. Since quality characteris-
tics in manufacturing often include various types, and each type of characteristic may have dif-
ferent levels of acceptability and standards, traditional normalization methods may not meet the 
needs of all situations. Therefore, this paper proposes a flexible normalization method that con-
siders the upper and lower deviations from the standard values of quality characteristics in the 
manufacturing process, more comprehensively and accurately reflecting the quality stability of 
the manufacturing process. Assuming the normalized quality characteristic value is represented 
by 𝑎𝑎∗, the actual quality characteristic value by 𝑎𝑎, the standard value of the quality characteristic 
by 𝑖𝑖, the maximum upper deviation of the quality characteristic value by 𝑖𝑖𝐺𝐺 , and the maximum 
lower deviation of the quality characteristic value by 𝑖𝑖𝑀𝑀. The following is the normalization 
equation: 

𝑎𝑎∗ = 1 −
|𝑎𝑎 − 𝑖𝑖|
𝑖𝑖𝐺𝐺 − 𝑖𝑖𝑀𝑀

 (9) 

Assuming the membership degree corresponding to parameter 𝑎𝑎 is denoted by 𝑒𝑒(𝑎𝑎), the 
expected value of the distribution is denoted by 𝑖𝑖, and the width of the curve is denoted by δ, 
then the membership function expression is as follows:  

𝑒𝑒(𝑎𝑎) = exp �
−(𝑎𝑎 − 𝑖𝑖)2

2𝛿𝛿2
� (10) 

Further assuming the distribution expected values for the three intervals are denoted by 𝑖𝑖𝑥𝑥,  
𝜔𝜔𝑦𝑦, and 𝑖𝑖𝑧𝑧, with 𝑖𝑖𝑥𝑥  and 𝑖𝑖𝑧𝑧 being the maximum and minimum values of that parameter attribute, 
and ωy being the given expected value under the general deviation condition, the specific 
function expressions are as follows:  

 

𝑒𝑒(𝑎𝑎) = �
1 𝑎𝑎 ≤ 𝑖𝑖𝑥𝑥

exp �
−(𝑎𝑎 − 𝑖𝑖𝑧𝑧)2

2𝛿𝛿𝑥𝑥2
� 𝑖𝑖𝑥𝑥 < 𝑎𝑎 ≤ 𝑖𝑖𝑧𝑧

, 𝛿𝛿𝑥𝑥 =
𝑖𝑖𝑦𝑦 − 𝑖𝑖𝑥𝑥

3
 (11) 

 

𝑒𝑒(𝑎𝑎) =

⎩
⎪
⎨

⎪
⎧exp �

−�𝑖𝑖𝑦𝑦 − 𝑎𝑎�2

2𝛿𝛿𝑦𝑦12
� 𝑖𝑖𝑥𝑥 < 𝑎𝑎 ≤ 𝑖𝑖𝑧𝑧, 𝛿𝛿𝑦𝑦1 =

𝑖𝑖𝑦𝑦 − 𝑖𝑖𝑥𝑥
3

exp �
−�𝑎𝑎 − 𝑖𝑖𝑦𝑦�

2

2𝛿𝛿𝑦𝑦22
� 𝑖𝑖𝑦𝑦 < 𝑎𝑎 ≤ 𝑖𝑖𝑧𝑧, 𝛿𝛿𝑦𝑦2 =

𝑖𝑖𝑧𝑧 − 𝑖𝑖𝑦𝑦
3

 (12) 

 

𝑒𝑒(𝑎𝑎) = �exp �
−(𝑎𝑎 − 𝑖𝑖𝑧𝑧)2

2𝛿𝛿𝑧𝑧2
� 𝑖𝑖𝑥𝑥 < 𝑎𝑎 ≤ 𝑖𝑖𝑧𝑧, 𝛿𝛿𝑧𝑧 =

𝑖𝑖𝑧𝑧 − 𝑖𝑖𝑦𝑦
3

1 𝑖𝑖𝑧𝑧 ≤ 𝑎𝑎
 (13) 
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Assuming the number of quality characteristics involved in the assessment is denoted by 𝑙𝑙, a 
quality stability fuzzy matrix for the manufacturing process can then be established as:  

𝐸𝐸 = �

𝑒𝑒11 𝑒𝑒12 𝑒𝑒13
𝑒𝑒21 𝑒𝑒22 𝑒𝑒23
⋮ 𝑒𝑒𝑢𝑢2 ⋮
𝑒𝑒𝑙𝑙1 𝑒𝑒𝑙𝑙2 𝑒𝑒𝑙𝑙3

� (14) 

4. Optimization modelling for manufacturing process quality control
In the entire production process of manufacturing, the complexity of quality control far exceeds 
that of a single manufacturing stage, as it encompasses multiple stages, from raw material pro-
cessing and component manufacturing to final product assembly. Each stage can introduce qual-
ity deviations, which may accumulate along the production chain, affecting the final product's 
quality stability. Especially when using high-precision techniques such as ultrasonic NDT for 
quality assessment, even minor deviations can have a significant impact on the final product's 
quality. Therefore, traditional quality control thresholds based on manufacturing standards of-
ten fail to manage the entire manufacturing process's quality stability comprehensively and ef-
fectively. Addressing this issue, this paper aims to optimize quality control thresholds by real-
time prediction of quality characteristics at various stages of the manufacturing process and 
comprehensive assessment of the entire manufacturing process's quality stability. Fig. 3 shows 
the schematic diagram of the optimization model for manufacturing process quality control. 

Fig. 3 Schematic diagram of the optimization model for manufacturing process quality control 

In the manufacturing process, due to the diversity and complexity of the involved processes, 
the impact of each process's quality characteristics on the overall product quality stability var-
ies. Especially when high-precision quality assessment technologies such as ultrasonic NDT are 
introduced, quality deviations in each process and their impact on the final product quality can 
be identified more accurately. In this context, controlling all quality characteristics of every pro-
cess to the same extent would lead to a tremendous waste of resources and may not achieve 
effective real-time quality control. Therefore, this paper proposes a quality control optimization 
principle, which prioritizes controlling those quality characteristics of processes that have a sig-
nificant impact on overall quality stability. 

Assuming the initial process requirements for quality characteristics are represented by H±e, 
the process target value by 𝐻𝐻, and the permissible range within the process by [H-e, H+e]. Meet-
ing the initial process requirements, the control threshold is divided into 𝑗𝑗 levels, with the quali-
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ty characteristic control threshold at the 𝑗𝑗-th level represented by 𝐻𝐻𝑘𝑘, and the threshold change 
degree at the 𝑗𝑗-th level by 𝑆𝑆𝑘𝑘, where 𝑆𝑆𝑘𝑘 ∈ [0,1], then there is: 

𝐻𝐻𝑘𝑘 = �𝐻𝐻 − 𝐻𝐻 × 𝑆𝑆𝑘𝑘,𝐻𝐻 + 𝐻𝐻 × 𝑆𝑆𝑘𝑘� (15) 

In the optimization modelling for quality control in the manufacturing process, optimizing the 
quality characteristic thresholds is a key step aimed at precisely controlling the quality charac-
teristics of each production stage to improve the overall manufacturing process's quality stabil-
ity. Below are the five key steps for optimizing quality characteristic thresholds in the manufac-
turing process: 

• Data Collection and Model Training: First, collect ultrasonic NDT data and the quality
characteristics data of corresponding processes from the real-time database of the Manu-
facturing Execution System (MES). This data reflects the historical quality situation in the
manufacturing process and is used to train the constructed GA-WNN model. Through this
training, the model learns the relationship between quality characteristics in the manufac-
turing process and the final product quality, providing a basis for subsequent quality pre-
dictions.

• Quality Characteristics Prediction and Assessment: Next, use the real-time collected manu-
facturing process data as input to predict the quality characteristics of target control
points using the trained GA-WNN model. By comprehensively assessing these prediction
results using the established manufacturing process quality stability assessment method, a
quantified score about the entire manufacturing process's stability can be obtained.

• Optimization Adjustment of Quality Control Thresholds: If the assessment results do not
meet the preset quality stability standards, it indicates that optimization adjustments of
quality control thresholds are needed. Priority is given to adjusting the quality characteris-
tics with greater weight and currently showing larger deviations in their predicted values.
By progressively narrowing the range of control thresholds, i.e., adjusting from looser to
stricter standards, quality deviations are reduced, and quality stability is improved.

• Cyclical Optimization Process: If the quality stability still does not meet the standards even
after adjusting to the strictest control threshold range, the same adjustment process is ap-
plied to the quality characteristics with the next highest weight. This cyclical process en-
sures that by sequentially optimizing the control thresholds of key quality characteristics,
the entire manufacturing process's quality stability can gradually improve to meet the as-
sessment standards.

• Real-time Feedback and Process Adjustment: Finally, the optimized quality control
threshold results are promptly fed back to the Programmable Logic Controller (PLC) on
the manufacturing floor to guide actual manufacturing operations. This step ensures that
the optimizations of quality control thresholds can be quickly implemented, impacting the
manufacturing process, and effectively improving the manufacturing process's quality sta-
bility and product quality.

To validate the practical application of the GA-WNN model, we collaborated with an automo-
tive parts manufacturing company and implemented the GA-WNN model on their production 
line. The company uses ultrasonic non-destructive testing technology to monitor product quality 
during production, and we applied the GA-WNN model to analyse the data from this process. The 
experimental results demonstrated that GA-WNN significantly improved the accuracy of quality 
predictions and was able to identify potential quality issues in advance. In terms of quality sta-
bility assessment, GA-WNN accurately captured production fluctuations, enabling the manage-
ment team to adjust production parameters in time, thus preventing large-scale production loss-
es. Specifically, within two months of implementing GA-WNN, production efficiency increased by 
10 %, and the product rework rate decreased by 15 %. This case study validates the effective-
ness of GA-WNN in real manufacturing environments. 
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5. Experimental results, analysis, and discussion 
Comparing the manufacturing process quality prediction results shown in Fig. 4, differences in 
predictive performance between the GA-WNN and the traditional WNN are observable. It's evi-
dent from the experimental data that GA-WNN provided closer to actual value predictions for 
most samples. For instance, on sample 3, the GA-WNN predicted a value of 24.3, while the actual 
value was 24.6, resulting in a small difference of only 0.3. In comparison, the WNN predicted 24, 
showing a discrepancy of 0.6 from the actual value. Similarly, for sample 6, the GA-WNN's pre-
diction of 23.4 was very close to the actual value of 23.8, whereas the WNN predicted 23, result-
ing in a larger discrepancy. Overall, GA-WNN consistently showed lower prediction errors across 
all samples than WNN, indicating higher accuracy in manufacturing quality predictions. These 
experimental results highlight the effectiveness of the GA-WNN model in predicting quality in 
the manufacturing process. Through GA optimization, GA-WNN can more accurately adjust net-
work parameters, better capturing the patterns of quality variation in the manufacturing pro-
cess, and providing more precise prediction results. This improvement in accuracy is crucial for 
early identification of potential quality issues in the manufacturing process, offering strong data 
support for timely intervention measures. 
 

 
Fig. 4 Comparison of quality prediction results for manufacturing process test set 

 

 
Fig. 5 Weight distribution for quality characteristics in manufacturing process 
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Fig. 5 shows the weight distribution data for various quality characteristics in the manufac-
turing process, indicating that among all considered quality characteristics, the fifth and sixth 
quality characteristics occupy significantly higher weights of 24.7 % and 19.6 % respectively, 
which are noticeably higher than other quality characteristics. This suggests that these two qual-
ity characteristics have a greater impact on the final product's quality within the manufacturing 
process; therefore, their stability and accuracy should be prioritized during quality control and 
optimization. Conversely, the third quality characteristic holds the lowest weight at 7.9 %, indi-
cating its relatively minor impact on the final product's quality. Such weight distribution helps 
identify key quality characteristics that significantly affect the final product's quality in the man-
ufacturing process, providing a basis for the rational allocation of resources and optimization 
adjustments. Through precise allocation of quality characteristic weights, the proposed optimi-
zation model for quality control in the manufacturing process can guide quality management 
activities more effectively during the production process. This optimization strategy, based on 
weight distribution, ensures that limited resources are focused on key stages that most signifi-
cantly affect the final product's quality, thus improving the efficiency and effectiveness of quality 
control throughout the manufacturing process. Furthermore, real-time feedback of optimization 
measures to the production line's PLC further ensures real-time monitoring and adjustment of 
the manufacturing process, enhancing the production process's flexibility and responsiveness. 

Table 1 presents the final evaluation vectors for 100 sets of quality characteristic data in the 
manufacturing process, reflecting the membership degrees of three different quality characteris-
tics (Characteristic 1, Characteristic 2, Characteristic 3) across various sample groups. It can be 
observed that Characteristic 3 has higher membership degrees in most groups, such as 0.784 in 
Group 1, 0.784 in Group 3, and 0.725 in Group 100, showing that Characteristic 3 deviates from 
its target values more frequently compared to Characteristics 1 and 2 throughout the manufac-
turing process. In contrast, Characteristic 1 generally has lower membership degrees, indicating 
higher stability and lower likelihood of deviation during the manufacturing process. Characteris-
tic 2's membership degrees are at a medium level, indicating its probability of deviating from 
target values falls between Characteristics 1 and 3. Analysis of this data demonstrates the effec-
tiveness of the proposed optimization model for quality control in the manufacturing process. 
Firstly, the analysis of the final evaluation vectors for quality characteristic data accurately iden-
tifies quality characteristics prone to deviation during the manufacturing process, providing a 
clear basis for optimizing adjustment of quality control thresholds. 

Table 1 Final evaluation vector for quality characteristic data in manufacturing process 
Group Characteristic 1 Characteristic 2 Characteristic 3 

1 0.021 0.134 0.784 
2 0 0.265 0.562 
3 0.002 0.153 0.784 
... ... ... ... 

48 0.095 0.314 0.445 
49 0.115 0.258 0.451 
50 0.223 0.178 0.432 
51 0 0.101 0.835 
52 0 0.162 0.784 
... ... ... ... 

99 0.124 0.332 0.421 
100 0 0.124 0.725 

Table 2 Stability scores for the manufacturing process 
Group Characteristic 1 Characteristic 2 Characteristic 3 

1 83.25 51 58.94 
2 71.24 52 86.25 
3 82.36 53 82.31 
... ... ... ... 

48 65.25 99 63.21 
49 62.39 100 77.89 
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Table 2 provides stability scores for various groups of data concerning three different quality 
characteristics (Characteristic 1, Characteristic 2, Characteristic 3) in the manufacturing process. 
The data shows significant differences in stability scores for different quality characteristics 
across groups, reflecting the quality fluctuations during the production process. For instance, 
Characteristic 1 scored 83.25 in Group 1 and 62.39 in Group 49, illustrating variability in its sta-
bility across different production batches. Characteristic 2 scored relatively high in some groups, 
such as 100 in Group 49, indicating higher stability in these specific production batches. In con-
trast, Characteristic 3's scores vary greatly across groups, such as 86.25 in Group 2 and 63.21 in 
Group 48, showing notable variations in stability during different production processes. These 
findings suggest that the developed quality stability assessment system for the manufacturing 
process effectively evaluates and reflects the stability of various quality characteristics during 
production. Through this assessment system, potential quality fluctuation issues in the produc-
tion process can be accurately identified, providing a scientific basis for optimizing adjustment 
of quality control thresholds and formulating corresponding quality improvement measures. 

6. Conclusion
This paper has successfully developed a comprehensive system for quality prediction, stability 
assessment, and control optimization in the manufacturing industry by integrating machine 
learning technology, particularly the GA-WNN. The research focuses on three core aspects: first-
ly, developing a manufacturing quality prediction model based on GA-WNN, achieving precise 
prediction of potential quality issues in the manufacturing process; secondly, constructing a 
quality stability assessment system for the manufacturing process, evaluating production stabil-
ity through the analysis of production data fluctuations; and lastly, studying an optimization 
model for manufacturing process quality control, enhancing product quality and production 
efficiency through algorithmic optimization of production parameters. 

The experimental results demonstrate the comprehensiveness and depth of this research. 
Analysis of the training set error convergence graph for different manufacturing process quality 
prediction models, test set quality prediction results, weight distribution of quality characteris-
tics, final evaluation vectors for quality characteristics, stability scores for the manufacturing 
process, predicted results and comprehensive scores for actual manufacturing process quality 
characteristic data, and levels of quality control thresholds not only proves the effectiveness of 
the GA-WNN model in quality prediction and control within the manufacturing industry but also 
shows the feasibility of improving manufacturing process stability and product quality con-
sistency through optimized control thresholds and real-time feedback adjustment measures. 

Although the GA-WNN model demonstrates excellent performance in quality prediction and 
stability assessment, there are still some limitations. Firstly, the performance of the GA-WNN 
model is highly dependent on the quality of the input data. In cases where there is significant 
noise or missing data, the model may experience a decrease in accuracy. Secondly, the training 
process of the GA-WNN model requires a considerable amount of time, especially when the da-
taset is large. The computational complexity of the genetic algorithm can be high, which may 
impact the real-time performance in practical applications. Additionally, GA-WNN is highly sen-
sitive to high-frequency noise in ultrasonic signals, which means that more data preprocessing 
work may be needed when dealing with complex noise environments. Future research could 
focus on the following aspects for improvement: exploring more efficient algorithms to reduce 
training time, developing robust optimization methods for noisy data, and further enhancing the 
model's adaptability to ensure stable operation even when data quality is poor. 
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A B S T R A C T A R T I C L E   I N F O 
To enhance the obstacle avoidance capabilities of intelligent mobile robots in 
environments with multiple obstacles, a method for optimal path planning 
has been developed and analysed. Multi-obstacle scene maps were generated 
using the safety boundary condition method and envelope method, with ob-
stacle distribution abstractly represented by an obstacle rate. The robot's 
pose and orientation were determined through the application of Adaptive 
Monte Carlo localization. Speed sampling was conducted to identify the opti-
mal speed combination, establishing a set of candidate trajectories. A trajecto-
ry evaluation function was constructed, and the trajectory with the highest 
score was selected. The improved A* algorithm was integrated into the evalu-
ation function, incorporating the obstacle rate to refine path planning. To 
eliminate redundant sections, a key point extraction algorithm was employed 
to adjust and smooth the path, ensuring optimal obstacle avoidance. The 
proposed approach demonstrated superior performance, achieving a shorter 
planned path, a rapid obstacle avoidance reaction time of 32 milliseconds, a 
100 % success rate in obstacle avoidance, and a path smoothness of 97 %. 
These results indicate that the method is highly effective for obstacle avoid-
ance, with significant improvements in both safety and efficiency.  
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1. Introduction
With the continuous progress and innovation of science and technology, mobile robot technolo-
gy has become one of the hotspots in today's research field [1-8], which has a wide range of ap-
plications, including but not limited to industrial manufacturing, logistics distribution, medical 
care, rescue exploration, etc. [9, 10]. In these complex and dynamic environments, mobile robots 
need to be able to quickly and accurately plan the optimal or feasible path from the starting 
point to the target point while avoiding various obstacles. As the core issue of mobile robot re-
search, path planning has far-reaching significance and wide application value. It is not only 
about how the robot reaches the designated destination from a starting point but also an im-
portant embodiment of the robot's autonomous navigation, environmental perception, and deci-
sion-making ability. In the process of solving this problem, it is necessary to fully consider the 
complex factors, such as the motion characteristics of the robot, the determination of the start-
ing and target positions, and the possible obstacles in the surrounding environment, so as to 
plan a safe, effective, and optimized path. With continuous progress in the field of artificial intel-
ligence, robots have become increasingly capable of environmental perception and decision-
making [3]. However, how to achieve optimal obstacle avoidance path planning in complex and 
changeable environments is still a major challenge in the field of robotics. Carrying out relevant 



Optimizing obstacle avoidance path planning for intelligent mobile robots in multi-obstacle environments 

Advances in Production Engineering & Management 19(3) 2024 359 

research not only helps to promote the progress of related technologies but also provides more 
possibilities for the practical application of robot technology. 

Therefore, relevant research scholars have carried out research on this. For example, Li et al. 
[10] proposed an improved nature-inspired swarm intelligence (NISI) meta-heuristic algorithm 
called the Slime Mold Optimization Algorithm (SMOA), which was inspired by the oscillation 
characteristics of slime moulds when they met prey. The ability to read workspace maps and 
plan collision-free paths with minimal processing time and cost under constraints. However, the 
SMOA algorithm may be optimized for specific types of environments or obstacle layouts at the 
beginning of design. In practical applications, robots may face a variety of complex and dynamic 
environments, including different types of obstacles, irregular shapes and sizes, and dynamic 
obstacles. If the SMOA algorithm cannot adapt to these changes well, its performance may be 
affected, which makes it difficult for the robot to effectively find the optimal obstacle avoidance 
path. Chen et al. [11] proposed a three-neighbourhood search A* algorithm combined with an 
artificial potential field to optimize the path planning of mobile robots. The algorithm integrates 
and improves part of the artificial potential field and the A* algorithm to solve the irregular ob-
stacles in the forward direction. In the process of obstacle avoidance, the current pose vector of 
the mobile robot is constructed, which reduces the search scope to less than three neighbours 
and avoids repeated searches. However, in the practical application of this method, if there are 
narrow channels or dense areas of obstacles in the environment, the three-neighbourhood 
search strategy may make the robot fall into local optimization, and the effect is not good. Mo-
hanraj et al. [12] developed a hybrid algorithm to find the approximate optimal solution of glob-
al path planning and enhanced the algorithm by considering the improved region and real-time 
constraints to avoid collision with obstacles and find the best path. However, this algorithm is 
computationally burdensome, especially in large-scale or complex environments, which leads to 
long computing times and cannot achieve the desired real-time performance. Chen et al. [13] 
proposed an artificial potential field method based on global path guidance to solve the problem 
of target inaccessibility and local minima of the traditional artificial potential field method in 
complex environments with dynamic obstacles. Firstly, to solve the problem of target inaccessi-
bility, global path attraction is added to APF. Secondly, an obstacle detection optimization meth-
od is proposed, which selects the optimal virtual target point by setting the evaluation function 
to improve the local minimum problem. Finally, based on the optimization method of obstacle 
detection, the processes of gravity and repulsion are improved so that the path can pass through 
the narrow channel smoothly and keep collision-free. Because different environments and tasks 
may require different evaluation functions and parameter settings, if there are dynamic obsta-
cles in the environment or the shape and size of obstacles are complex and changeable, the per-
formance of obstacle detection and optimization methods may be affected, resulting in the robot 
being unable to accurately identify and avoid obstacles. 

In order to further improve the effect of path planning of intelligent mobile robots，the op-
timal obstacle avoidance path planning of intelligent mobile robots in multi-obstacle scenes is 
proposed. The innovative technological roadmap of this method is as follows: 

• Environmental modelling: Using the method of adding safety boundary conditions and the
envelope method to construct a multi obstacle scene map, setting safety boundaries for
each obstacle, and enveloping complex shaped obstacles with simple geometric shapes.
Simultaneously calculate the obstacle rate, which is obtained by the ratio of obstacle area
to the total map area, to abstractly represent the distribution of obstacles.

• Robot localization: The adaptive Monte Carlo localization (AMCL) algorithm is used to de-
termine the pose and direction of the robot. Using scattered particles to represent the pos-
sible position and direction of the robot, updating particle weights based on sensor infor-
mation, and adaptively adjusting the number and distribution of particles based on the ro-
bot's motion state and sensor reliability.

• Trajectory generation speed sampling and candidate trajectories: Based on the current
pose and positioning information of the robot, speed sampling is performed, and speed
values are selected according to rules within the feasible speed range. Based on the robot
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motion model, predict the motion trajectory for each sampling speed within a certain pe-
riod of time and construct a candidate trajectory set. 

• Trajectory generation evaluation and selection: Construct a trajectory evaluation function 
that comprehensively considers factors such as the distance between the trajectory and 
obstacles (reference obstacle rate), trajectory length, and motion smoothness. Apply this 
function to the candidate trajectory set and select the trajectory with the highest score as 
the preliminary optimal trajectory. 

• Path optimization: Improve the A* algorithm by introducing obstacle rates into the evalua-
tion function, making the algorithm more focused on avoiding areas with dense obstacles. 
Integrate key point extraction algorithms to identify and eliminate redundant road seg-
ments. Finally, the optimized path is recombined with the preliminary optimal trajectory 
to obtain the final optimal obstacle avoidance path planning result. 

2. Multi-obstacle scene map generation 
In an environment of irregular obstacles, irregular obstacles are assumed to be two types of ob-
stacles, namely convex polygon obstacles and concave polygon obstacles. There are two meth-
ods to deal with these two kinds of obstacles, which can be transformed into regular obstacles 
by adding the safety boundary condition method and the envelope method [14]. 

For complex scenes, in addition to environmental factors, the irregularity of obstacles is the 
main influencing factor. To optimize the path, especially to judge whether the robot can move in 
an irregular, complex obstacle environment, it is necessary to obtain the size of the safety 
boundary conditions and the robot body, and build the safety distance model 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 as follows: 

𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑟𝑟 + 𝑙𝑙 (1) 
where, 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the safe distance, 𝑟𝑟 is the working radius of the robot 𝑙𝑙, is an important constant. 
The value of 𝑙𝑙 should neither be too small (which may cause collisions with obstacles) nor too 
large (which may hinder the ability to find an optimal path). After adding safety boundary condi-
tions to irregular multi-obstacles, the robot can be imagined as a particle, which can effectively 
prevent the robot from touching obstacles, as shown in Fig. 1. 

 
Fig. 1 Multi obstacle scene map 

 

As shown in Fig. 1, in generating a multi-obstacle scene map, it is necessary to quantify its 
relevant information. The traditional A* algorithm for path planning tends to increase the search 
space and reduce efficiency, especially in environments with a large number of obstacles [15, 
16]. If the obstacle information can be integrated into the evaluation function and the heuristic 
function can be dynamically adjusted according to the distribution of obstacles, the search space 
can be greatly reduced, and the search efficiency can be improved. Because the distribution of 
obstacles on different maps is also different, it is necessary to formulate a standard to represent 
the distribution of obstacles. 

Set an obstacle rate 𝑃𝑃 in the grid map to describe the distribution of obstacles. Set the starting 
node coordinate as (𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠), the target node coordinate as �𝑥𝑥𝑔𝑔,𝑦𝑦𝑔𝑔�, and the number of obstacle 
grids as 𝑁𝑁, then the expression of obstacle rate is as follows: 
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𝑃𝑃 =
𝑁𝑁

��𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑔𝑔� + 1� × ��𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑔𝑔� + 1�
�𝑃𝑃 ∈ (0,1)� (2) 

3. Positioning and speed sampling
When the robot is in motion, the speed is related to the problem of minimizing time consump-
tion, and the angle is related to the obstacle. Generally speaking, both are also closely related to 
the path optimization problem. In this paper, the fuzzy logic strategy is introduced. By adjusting 
the speed and angle of the robot, an asymptotically optimal and smooth path is planned, which 
makes the path more in line with the dynamic stability of the robot. 

3.1 Adaptive Monte Carlo localization 

The basic idea of robot obstacle avoidance is to ensure that it is close to the target while avoiding 
obstacles. The fuzzy logic strategy is realized by the fuzzy logic controller. The fuzzy logic con-
troller is activated when the robot's obstacle sensor detects any obstacle. The fuzzy logic con-
troller will produce corresponding changes in the speed and angle of the robot according to dif-
ferent conditions of the environment [17, 18]. The robot abduction problem refers to the situa-
tion where, even though the robot's position and posture are initially known, they are altered 
due to external interference. As a result, the odometer may provide inaccurate data or fail to 
offer any control information altogether. The adaptive Monte Carlo localization method solves 
the problem that the robot cannot use the odometer model to update the particle swarm due to 
the change of position and posture caused by external forces during the movement of the robot, 
which eventually leads to the failure of localization [19, 20]. To solve this problem, the adaptive 
Monte Carlo positioning method randomly scatters particles with a certain probability in the 
grid map, and the calculation formula is as follows: 

�
𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑤𝑤𝑠𝑠 + 𝜕𝜕𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑤𝑤𝑠𝑠𝑎𝑎𝑔𝑔 − 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�
𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 = 𝑤𝑤𝑠𝑠 + 𝜕𝜕𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�𝑤𝑤𝑠𝑠𝑎𝑎𝑔𝑔 − 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓�

(3) 

where, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the long-term estimated weight, 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 is the short-term estimated weight, 𝑤𝑤𝑠𝑠𝑎𝑎𝑔𝑔 
is the average weight value of the particle swarm, and ∂fast and ∂slow generally take the default 
values of 0.1 and 0.001. 

The formula for calculating the probability of randomly sowing seeds is as follows: 

𝑚𝑚𝑚𝑚𝑥𝑥 �𝑜𝑜, 1 −
𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓
𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

� (4) 

In the kidnapping problem of mobile robot, the weight value at this time is calculated with 
the observation value of lidar, the value of 𝑤𝑤𝑠𝑠𝑎𝑎𝑔𝑔 will be greatly reduced, and 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓 will also be far 
less than the value of 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. At this time, the particle swarm will appear randomly in the map, 
and then focus on global positioning. Finally, the particle swarm will match the real position. 

Another advantage of adaptive Monte Carlo localization is that it uses the KLD sampling 
method, which can adjust the number of particles generated autonomously, so that the efficiency 
of particle filtering can be further improved. The calculation formula of the maximum number of 
particles 𝑀𝑀𝑥𝑥 is as follows: 

𝑀𝑀𝑥𝑥 =
𝑘𝑘 − 1

2𝜀𝜀
�1 −

2
9(𝑘𝑘 − 1) + �

2
9(𝑘𝑘 − 1)𝑍𝑍1−𝛿𝛿�

3

(5) 

where, 𝑘𝑘 is the number of nonempty particle state spaces, 𝑍𝑍1−𝛿𝛿 is the 1 − δ quantile on the nor-
mal distribution, and ε is the given value. During initialization, because particles are scattered 
due to random seeding, the value of 𝑘𝑘 is relatively large, and the required value of 𝑀𝑀𝑥𝑥 is also 
large. After a long time of continuous updating and convergence, the value of 𝑘𝑘 will gradually 
decrease, and the value of 𝑀𝑀𝑥𝑥 will also decrease. This summarizes the way of automatically ad-
justing the number of particles, reduces the amount of calculation, improves efficiency, and 
shortens the time of the algorithm. 
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Based on the above, the robot's position and pose positioning in the grid map is completed. 
Then, to plan an asymptotically optimal and smooth path to make the path more consistent with 
the stability of the robot's dynamics, the speed and angle of the robot's movement are obtained 
to determine its direction. Therefore, according to the kinematics formula, the kinematics model 
of the robot is constructed, which can be expressed as: 

�̇�𝑣 =
1
𝜏𝜏𝑎𝑎
𝑉𝑉 +

1
𝜏𝜏𝑎𝑎
𝑣𝑣𝑐𝑐 (6) 

�̈�𝜃 =
1
𝜏𝜏𝜃𝜃
�̇�𝜃 +

1
𝜏𝜏𝜃𝜃
𝜃𝜃𝑐𝑐 (7) 

where, 𝑣𝑣𝑐𝑐 is the motion speed of the robot, 𝜃𝜃𝑐𝑐 is the direction angle of the robot, 𝜏𝜏𝑎𝑎 is the time 
speed constant of the robot's autonomous motion, 𝑉𝑉 is the initial speed of the robot, 𝜏𝜏𝜃𝜃 is the 
time constant of the angular speed, and 𝜃𝜃 is the initial angular speed of the robot. 

Set the distance ρ from the mobile robot to the starting position. At this time, the relative dis-
tance from the mobile robot to the starting position is: 

𝑥𝑥0 = 𝜌𝜌 cos 𝜃𝜃 (8) 
𝑦𝑦0 = 𝜌𝜌 sin 𝜃𝜃 (9) 

where, 𝑥𝑥0 is the horizontal distance from the mobile robot to the starting position, 𝑦𝑦0 is the ver-
tical distance from the mobile robot to the starting position, and the derivative of displacement 
𝜌𝜌′ = 𝑣𝑣 is obtained: 

�̇�𝑥0 = 𝑣𝑣 cos 𝜃𝜃 − 𝜌𝜌�̇�𝜃 sin 𝜃𝜃 (10) 
�̇�𝑦0 = 𝑣𝑣 sin 𝜃𝜃 − 𝜌𝜌𝜃𝜃 ̇ cos 𝜃𝜃 (11) 

where, �̇�𝑥0 is the horizontal speed of the mobile robot to the starting position, and �̇�𝑦0 is the verti-
cal speed of the mobile robot to the starting position. 

To sum up, adaptive Monte Carlo is used to complete the positioning of the robot's pose and 
direction, so as to determine its position in the environment more accurately, and then find the 
optimal obstacle avoidance path from the starting point to the end point according to the envi-
ronmental map and obstacle information. 

3.2 Speed sampling 

The precise control of speed allows the robot to effectively avoid obstacles, thereby enhancing 
the success rate of obstacle avoidance [21]. Thus, velocity sampling is performed to obtain the 
optimal velocity combination, and a candidate trajectory set is established based on the trajecto-
ry under this velocity constraint. Through subsequent evaluation, the target position can be 
achieved more efficiently. 

In the two-dimensional velocity space, let the velocity set be (𝑣𝑣𝑖𝑖 ,𝑤𝑤𝑖𝑖), where 𝑣𝑣𝑖𝑖 is the linear ve-
locity and wi is the angular velocity. Because the mobile robot is constrained by its own indoor 
structure and the surrounding environment, there is a limit to the sampling speed, which mainly 
has the following three constraints: 
• Maximum and minimum speed constraints. In practical applications, due to the limited hard-

ware performance of mobile robots, there is a limit value to the speed. 𝑉𝑉𝑚𝑚 is defined as the set
of the maximum and minimum speed constraints of mobile robots, and 𝑉𝑉𝑚𝑚 is expressed as:

𝑉𝑉𝑚𝑚 = {(𝑣𝑣,𝑤𝑤)|𝑣𝑣 ∈ [𝑣𝑣𝑚𝑚𝑖𝑖𝑚𝑚,𝑣𝑣𝑚𝑚𝑠𝑠𝑥𝑥] ∩ 𝑤𝑤 ∈ [𝑤𝑤𝑀𝑀𝑀𝑀𝑀𝑀,𝑤𝑤𝑚𝑚𝑠𝑠𝑥𝑥]} (12) 
where, 𝑣𝑣𝑚𝑚𝑖𝑖𝑚𝑚 is the minimum linear velocity 𝑣𝑣𝑚𝑚𝑠𝑠𝑥𝑥, is the maximum linear velocity, 𝑤𝑤𝑚𝑚𝑖𝑖𝑚𝑚 is the 
minimum angular velocity, and 𝑤𝑤𝑚𝑚𝑠𝑠𝑥𝑥 is the maximum angular velocity. 

• Motor acceleration and deceleration constraints. Due to the limited torque of the motor and
other tools, there are restrictions on the acceleration and deceleration of the motor. 𝑉𝑉𝑑𝑑 is de-
fined as the set of the maximum and minimum speeds that the mobile robot can produce
within the predicted time interval, and 𝑉𝑉𝑑𝑑 is expressed as:

𝑉𝑉𝑑𝑑 = {(𝑣𝑣,𝑤𝑤)|𝑣𝑣 ∈ [𝑣𝑣𝑓𝑓 − �̇�𝑣∆𝑡𝑡, 𝑣𝑣𝑓𝑓 + �̇�𝑣∆𝑡𝑡] ∩ 𝑤𝑤 ∈ [𝑤𝑤𝑓𝑓 − �̇�𝑤∆𝑡𝑡,𝑤𝑤𝑓𝑓 + �̇�𝑤∆𝑡𝑡]} (13) 
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where, 𝑣𝑣𝑓𝑓 is the linear velocity of the mobile robot at time 𝑡𝑡, 𝑤𝑤𝑓𝑓 is the angular velocity at time 
𝑡𝑡, �̇�𝑣 is the maximum linear velocity of the mobile robot, �̇�𝑤 is the maximum angular velocity, 
and ∆𝑡𝑡 is the simulation prediction time interval. 

• Braking distance constraint. This constraint requires the robot to effectively reduce its speed
to zero before the actual collision according to its maximum deceleration when facing the po-
tential collision risk, to avoid any form of collision accident. Define 𝑉𝑉𝑠𝑠 as the speed set of the 
braking distance constraint, then 𝑉𝑉𝑠𝑠 is represented as: 

𝑉𝑉𝑠𝑠 = �(𝑣𝑣,𝑤𝑤) �𝑣𝑣 ≤ �2𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡(𝑣𝑣,𝑤𝑤) ∙ �̇�𝑣 ∩ 𝑤𝑤 ≤ �2𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡(𝑣𝑣,𝑤𝑤) ∙ �̇�𝑤� (14) 

where, 𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡(𝑣𝑣,𝑤𝑤) is the nearest distance from the mobile robot to the obstacle in state (𝑣𝑣,𝑤𝑤). 
Therefore, the speed sampling interval 𝑉𝑉 of the mobile robot in time period ∆𝑡𝑡 is: 

𝑉𝑉 = 𝑉𝑉𝑚𝑚 ∩ 𝑉𝑉𝑑𝑑 ∩ 𝑉𝑉𝑠𝑠 (15) 
After obtaining the velocity sampling spatial model, according to the current state and envi-

ronmental information of the mobile robot, the possible trajectories under constraint conditions 
are predicted to establish a candidate trajectory set. Calculate the cost of the trajectory to score, 
and select the trajectory with the highest score as the next movement scheme of the mobile robot. 

4. Optimal obstacle avoidance path planning for mobile robot
4.1 Trajectory evaluation function 

After determining the motion model of the mobile robot and the velocity sampling space 𝑉𝑉, sev-
eral feasible trajectories are simulated through multiple groups of selectable velocity combina-
tions in the velocity sampling space. At this time, it is necessary to establish a trajectory evalua-
tion function for selecting the optimal trajectory from these feasible trajectories. In the dynamic 
serial port algorithm, the trajectory evaluation function consists of the target azimuth evaluation 
function, the obstacle clearance evaluation function, and the speed evaluation function, as fol-
lows: 

𝐺𝐺(𝑣𝑣,𝜔𝜔) = 𝜀𝜀�𝛼𝛼 ∙ ℎ𝑒𝑒𝑚𝑚𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑣𝑣,𝜔𝜔) + 𝛽𝛽 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑(𝑣𝑣,𝜔𝜔) + 𝛾𝛾 ∙ 𝑣𝑣𝑒𝑒𝑙𝑙(𝑣𝑣,𝜔𝜔)� (16) 
where, ℎ𝑒𝑒𝑚𝑚𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑣𝑣,𝜔𝜔) is the target azimuth evaluation function, 𝑑𝑑𝑑𝑑𝑑𝑑(𝑣𝑣,𝜔𝜔) is the obstacle clear-
ance evaluation function, 𝑣𝑣𝑒𝑒𝑙𝑙(𝑣𝑣,𝜔𝜔) is the velocity evaluation function, α, β and γ are the weights 
of the target azimuth evaluation function, obstacle clearance evaluation function, and velocity 
evaluation function respectively, and 𝜀𝜀 is the normalization coefficient. 
• The target azimuth evaluation function ℎ𝑒𝑒𝑚𝑚𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑣𝑣,𝜔𝜔) is used to measure the degree to which

the end point of the simulated trajectory of the mobile robot faces the target point, as shown 
in Eq. 17. The included angle between the direction of the end point of the mobile robot tra-
jectory and the connecting line of the target point is 𝜃𝜃. The smaller the 𝜃𝜃 value, the more the 
mobile robot tends to move towards the target point, and the larger ℎ𝑒𝑒𝑚𝑚𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑣𝑣,𝜔𝜔). 

ℎ𝑒𝑒𝑚𝑚𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑣𝑣,𝜔𝜔) = 180° − 𝜃𝜃 (17) 
• The obstacle clearance function 𝑑𝑑𝑑𝑑𝑑𝑑(𝑣𝑣,𝜔𝜔) represents the distance from the point on the simu-

lated trajectory of the mobile robot to the nearest obstacle. The larger the value, the farther
the mobile robot is from the obstacle on the simulated trajectory, and the higher the safety of
mobile robot navigation [22]. The function of 𝑑𝑑𝑚𝑚𝑠𝑠𝑥𝑥 in Eq. 18 is to avoid the absence of obsta-
cles on a simulated trajectory, which leads to an excessive gap function of obstacles and ac-
counts for too much in the total trajectory evaluation function.

𝑑𝑑𝑑𝑑𝑑𝑑(𝑣𝑣,𝜔𝜔) = �𝑑𝑑,𝑑𝑑      < 𝑑𝑑𝑚𝑚𝑠𝑠𝑥𝑥
𝑑𝑑𝑚𝑚𝑠𝑠𝑥𝑥,𝑑𝑑 ≥ 𝑑𝑑𝑚𝑚𝑠𝑠𝑥𝑥

 (18) 

where, 𝑑𝑑 is the distance from the point on the trajectory of the mobile robot to the nearest 
obstacle, and 𝑑𝑑𝑚𝑚𝑠𝑠𝑥𝑥 is the threshold value of the distance from the mobile robot to the obstacle. 
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• The speed evaluation function 𝑣𝑣𝑒𝑒𝑙𝑙(𝑣𝑣,𝜔𝜔) is used to evaluate the forward speed of the robot in 
the process of moving towards the target point, as shown in Eq. 19. The larger the value of 
𝑣𝑣𝑒𝑒𝑙𝑙(𝑣𝑣,𝜔𝜔), the faster the mobile robot can approach the target point on the simulated trajectory. 

𝑣𝑣𝑒𝑒𝑙𝑙(𝑣𝑣,𝜔𝜔) = �𝑣𝑣𝑔𝑔� (19) 
where, 𝑣𝑣𝑔𝑔 is the linear velocity corresponding to the simulated trajectory of the mobile robot. 

4.2 Improved evaluation function 

The heuristic function of A* algorithm can be dynamically adjusted according to the distribution 
of obstacles. When there are fewer obstacles, the heuristic function will be increased, the search 
space will be reduced, and the operation speed will be improved [23]. When there are many 
obstacles, the heuristic function cannot be increased all the time, otherwise, the algorithm will 
fall into local optimization, and there will be unnecessary turns, which will increase the path cost 
and make it difficult to search for the optimal path. Therefore, when there are many obstacles, 
the value of the heuristic function is reduced to make the path more accurate. The search space 
of the A* algorithm changes with the position of the starting node and the target node [24, 25]. 
The improved A* algorithm introduces the obstacle rate P into the evaluation function, as shown 
in Eq. 20, and changes the weights of 𝑒𝑒(𝑒𝑒) and ℎ(𝑒𝑒) according to the obstacle rate 𝑃𝑃, so as to 
improve the adaptability of the evaluation function 𝐺𝐺(𝑣𝑣,𝜔𝜔) and ensure that the planned path is 
globally optimal. 

𝐺𝐺′(𝑣𝑣,𝜔𝜔) =
𝑒𝑒(𝑒𝑒) + (1 − 𝑙𝑙𝑒𝑒𝑃𝑃)ℎ(𝑚𝑚)

𝐺𝐺(𝑣𝑣,𝜔𝜔)  (20) 

𝑒𝑒(𝑒𝑒) = � �(𝑥𝑥𝑚𝑚 − 𝑥𝑥𝑚𝑚−1)2 + (𝑦𝑦𝑚𝑚 − 𝑦𝑦𝑚𝑚−1)2
�𝑥𝑥𝑔𝑔,𝑦𝑦𝑔𝑔�

(𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)−(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)

�(𝑥𝑥0,𝑦𝑦0) = (𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� (21) 

ℎ(𝑒𝑒) = ��𝑥𝑥𝑚𝑚 − 𝑥𝑥𝑔𝑔�
2 + �𝑦𝑦𝑚𝑚 − 𝑦𝑦𝑔𝑔�

2 (22) 

where, 𝑒𝑒(𝑒𝑒) is the movement cost from the starting node (𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠) to the current node (𝑥𝑥𝑚𝑚,𝑦𝑦𝑚𝑚), 
and ℎ(𝑒𝑒) is the estimated cost from the current node (𝑥𝑥𝑚𝑚,𝑦𝑦𝑚𝑚) to the target node �𝑥𝑥𝑔𝑔,𝑦𝑦𝑔𝑔�. 

There are many redundant sections in the path planned by the improved A* algorithm. These 
redundant sections not only increase the total length of the path, but also may affect the driving 
efficiency and energy consumption of the robot. To solve this problem, a key point extraction 
algorithm is introduced. The core idea of this algorithm is to identify and extract the key turning 
points from the planned path. These turning points are usually the ones with large direction 
changes or dense obstacle distribution in the path. By extracting these key points, redundant 
sections in the path can be eliminated, and a more concise, efficient path with fewer inflection 
points can be obtained. The specific implementation is as follows:  

First, all nodes {𝑥𝑥1,𝑥𝑥2, . . . , 𝑥𝑥𝑚𝑚} in the path are obtained. 𝑥𝑥1 is the starting point, 𝑥𝑥𝑚𝑚 is the target 
node, and 𝑉𝑉 is the key speed sampling set. Then, starting from 𝑥𝑥1, connect 𝑥𝑥2, 𝑥𝑥3, … in a straight 
line until there is an obstacle in the connecting line with 𝑥𝑥𝑚𝑚, then add 𝑥𝑥𝑚𝑚−1 to 𝑉𝑉. The nodes from 
𝑥𝑥1 to 𝑥𝑥𝑚𝑚−1 are redundant nodes. At this time, set 𝑥𝑥𝑚𝑚−1 as the starting point and connect 𝑥𝑥𝑚𝑚, 
𝑥𝑥𝑚𝑚+1... in a straight line in turn, until there is a straight line connection between the starting 
point and the target point. Last, the target node is added to 𝑉𝑉, and all nodes in 𝑉𝑉 are connected in 
a straight line in turn to complete the optimization. 

4.3 Smooth path 

In actual path planning should meet the following requirements: the path is continuous, the path 
curvature is continuous, and the path is easy to follow by the mobile robot. In the grid environ-
ment, although the path screened by the improved algorithm has achieved remarkable results in 
reducing the number of paths turns and turning angles, the planned path still shows the charac-
teristics of an unsmooth, that is, the path curvature is discontinuous. Therefore, to ensure that 
the mobile robot can travel along the planned path more smoothly, it is particularly important to 
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smooth the filtered path. Among many smoothing methods, the Bezier curve is favoured for its 
excellent smoothing performance and flexibility. 

The Bezier curve can flexibly control the trend and smoothness of the curve by adjusting the 
position and number of these control points. The filtered path key points are used as the control 
points of the Bezier curve and connected to form the control polygon, and then a smooth new 
path is generated by using the generation algorithm of the Bezier curve. This effectively solves 
the problem of discontinuous path curvature, makes the planned path more in line with the mo-
tion characteristics of the mobile robot, and improves the driving stability of the robot. 

For 𝑒𝑒 + 1 control point 𝑃𝑃1,𝑃𝑃2, . . . ,𝑃𝑃𝑚𝑚, the Bezier curve is: 

𝑃𝑃(𝑡𝑡) = �𝐵𝐵𝑖𝑖,𝑚𝑚(𝑡𝑡) ∙ 𝑃𝑃𝑖𝑖

𝑚𝑚

𝑖𝑖=0

, 𝑡𝑡𝑡𝑡[0,1] (23) 

where, 𝑃𝑃𝑖𝑖 is the control point of Bezier curve, 𝑡𝑡 is the independent parameter, and 𝐵𝐵𝑖𝑖,𝑚𝑚(𝑡𝑡) is the 
Bernstein basis function of degree 𝑒𝑒, and it meets the following requirements: 

𝐵𝐵𝑖𝑖,𝑚𝑚(𝑡𝑡) = �𝐶𝐶𝑚𝑚𝑖𝑖 ∙ (1 − 𝑡𝑡)𝑚𝑚−1 ∙ 𝑡𝑡𝑖𝑖
𝑚𝑚

𝑖𝑖=0

, 𝑑𝑑 = 0,1,2, . . . ,𝑒𝑒 (24) 

According to the definition of the Bezier curve, 𝑃𝑃0 and 𝑃𝑃𝑚𝑚 are the start and end points of the 
control polygon, respectively. When 𝑒𝑒 = 1, the first-order Bezier curve is a straight line with two 
position points. When 𝑒𝑒 = 2, the second-order Bezier curve is a parabola, and there are three 
position points. When 𝑒𝑒 ≥ 3, the curve is a higher-order Bezier curve with 𝑒𝑒 + 1 position points. 
To make the path of the Bezier curve fit closer to the path filtered by the improved A* algorithm, 
the midpoint of each two key path points and the 8 equidistant points close to them are added 
between each two key path points, and this series of path points is set as the control points of 
the Bezier curve to generate a smooth path. To sum up, the final optimal obstacle avoidance path 
planning of mobile robot is achieved. 

5. Simulation results and analysis
5.1 Simulation preparation and test indicators 

To test the feasibility and effectiveness of local dynamic planning in multi obstacle scenes, that 
is, whether the mobile robot can avoid obstacles, the proposed algorithm is simulated and test-
ed. Establish a grid map with a side length of 1 m and a size of 50 × 50. Set the parameters of the 
evaluation function as α = 0.2, β = 0.3, γ = 0.5, and the parameters of the improved evaluation 
function as α = 0.2, β = 0.3, γ = 0.15, λ = 0.35. The settings of various speed parameters and 
time parameters are shown in Table 1. Under the above parameter settings, the global path dy-
namic obstacle avoidance parameter test software setting interface is shown in Fig. 2. 

To provide a comprehensive evaluation of performance and validate the proposed algorithm, 
the following indicators are defined: 

• Path length: it is the key index to evaluate the actual moving distance of the robot from the
starting point to the end point. In the field of robot navigation and path planning, the shorter
path length shows that the robot can reach the destination more efficiently.

• Obstacle avoidance ability: evaluate the reaction speed and the success rate of obstacle
avoidance when the robot encounters obstacles. The reaction speed can be measured by time.
The shorter the reaction time, the better the obstacle avoidance capability. The calculation
formula for the success rate of obstacle avoidance is as follows.

𝑍𝑍𝑘𝑘 =
𝑍𝑍1
𝑍𝑍

× 100 % (25) 

• Path smoothness: evaluate whether the planned path is smooth and whether there are too
many transitions and jitters. The smooth path can reduce the energy consumption and me-
chanical wear of the robot, and improve the stability and comfort of the movement. The cal-
culation formula is as follows: 
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𝑆𝑆 = 1/�|𝐿𝐿𝑖𝑖 − 𝐿𝐿𝑖𝑖−1|/�𝐿𝐿𝑖𝑖 (26) 

where, 𝐿𝐿𝑖𝑖 is the length of the 𝑑𝑑-th segment in the path. The higher the path smoothness result, 
the smoother the path. 

Table 1 simulation parameter settings 
Parameter name Numerical value Parameter name Numerical value 

𝑣𝑣𝑚𝑚𝑠𝑠𝑥𝑥 2 m/s 𝑣𝑣𝑚𝑚𝑖𝑖𝑚𝑚 0 
𝑤𝑤𝑚𝑚𝑠𝑠𝑥𝑥  0.7 rad/s 𝑤𝑤𝑚𝑚𝑖𝑖𝑚𝑚 -0.7 rad/s 
�̇�𝑣𝑚𝑚𝑠𝑠𝑥𝑥 0.4 m/s2 �̇�𝑣𝑚𝑚𝑖𝑖𝑚𝑚 0 
�̇�𝑤𝑚𝑚𝑠𝑠𝑥𝑥  1.7 rad/s2 �̇�𝑤𝑚𝑚𝑖𝑖𝑚𝑚 -1.7 rad/s2 

prediction time 𝑇𝑇 3 s time interval 𝛥𝛥𝑡𝑡 0.1 s 

Fig. 2 Global path dynamic obstacle avoidance parameter test software setting interface 

5.2 Effectiveness result analysis 

To verify the effectiveness of the proposed algorithm, the improved A* algorithm and the algo-
rithm fused with key point extraction are respectively used for obstacle avoidance path plan-
ning, and the results are shown in Fig. 3. 

Fig. 3 Obstacle avoidance path planning results 

According to the results in Fig. 3, the corresponding distance results can be obtained through 
the test software. After optimization, compared with the path planned by the improved A* algo-
rithm, the results of the proposed fusion algorithm have been significantly improved. Specifical-
ly, the path length is reduced from 39.2536 to 36.9805, which is 5.79 %. This shows that the ro-
bot can reach the destination faster and improve the overall execution efficiency. Moreover, the 
optimized path also significantly reduces the number of nodes. The original 25 nodes have been 
reduced to only 10 nodes, and the optimization range is as high as 60 %. This not only reduces 
the complexity of the algorithm, but also helps to improve the stability and reliability of the ro-
bot in actual operation. In terms of path inflection points, the number of inflection points was 
effectively reduced from the original 17 to 8, with an optimization rate as high as 52.94 %. This 
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shows that the path becomes smoother with the proposed hybrid algorithm, and the robot can 
reduce unnecessary steering and pauses during driving, further improving the driving efficiency. 

To sum up, the results show that the improved A* algorithm and the key point extraction al-
gorithm are better than the improved A* algorithm, which can successfully shorten the path 
length, reduce the number of nodes and inflection points, thus achieving a significant improve-
ment in robot path planning. This shows that the proposed method is effective and can realize 
the optimal obstacle avoidance path planning of an intelligent mobile robot. 

5.3 Path length result analysis 

Based on the above, 10 different 50 × 50 grid maps are randomly simulated, and the MGWO al-
gorithm in literature [12] and the hybrid algorithm in literature [13] are used as comparison 
algorithms to test the path length index with the proposed algorithm. The results are shown in 
Table 2. 

According to the results obtained in Table 2, the proposed algorithm is used for obstacle 
avoidance path planning of 10 scenes, and the path length of each scene after planning is lower 
than that of another comparison algorithm. The shortest path length after planning using the 
MGWO algorithm in the literature [12] is 39.658 m, the shortest path length after planning using 
the hybrid algorithm in the literature [13] is 38.976 m, and the path lengths after planning using 
the proposed algorithm are less than 37 m. Therefore, using the proposed algorithm for the ob-
stacle avoidance path planning, the path lengths are the shortest, and it can arrive at the target 
location more quickly and with higher efficiency. 

Table 2 Path length results 
Scene map number Path length of the proposed algorithm (m) MGWO algorithm path length (m) Hybrid algorithm path length (m) 

1 35.765 40.657 39.864 
2 35.981 40.879 39.958 
3 34.867 39.658 38.976 
4 36.724 42.784 40.659 
5 35.241 40.823 39.463 
6 35.547 40.985 39.769 
7 36.837 42.859 40.858 
8 35.531 40.991 39.713 
9 36.794 41.759 40.957 

10 35.785 41.348 39.897 

5.4 Analysis of obstacle avoidance results 

Based on the above test scenario, the proposed algorithm, the MGWO algorithm in literature 
[12], and the hybrid algorithm in literature [13] are used to test the obstacle avoidance ability 
index. The results are shown in Fig. 4. 

Fig. 4 obstacle avoidance results 
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According to the results obtained in Fig. 4(a), when the above three algorithms are used for 
obstacle avoidance path planning, the obstacle avoidance reaction speed is less than 1s, but the 
comparison of the three results shows that the obstacle avoidance reaction speed of the pro-
posed algorithm is lower than that of the two literature comparison algorithms. When the pro-
posed algorithm is used for obstacle avoidance path planning, its obstacle avoidance response 
speed can always be maintained within 15 ms. The MGWO algorithm in literature [12] has the 
lowest obstacle avoidance reaction speed of 32 ms, and the hybrid algorithm in literature [13] 
has the lowest obstacle avoidance reaction speed of 30 ms. After comparing the three algo-
rithms, the proposed algorithm has a lower obstacle avoidance reaction speed when facing ob-
stacles. According to the results in Fig. 4(b), using the proposed algorithm for obstacle avoidance 
path planning, the success rate of obstacle avoidance can reach 100 %, and the effect of obstacle 
avoidance is better. The highest success rate of obstacle avoidance is 93 % using MGWO algo-
rithm in literature [12] and 95 % using hybrid algorithm in literature [13]. After comparing the 
success rate of obstacle avoidance, it can be concluded that the proposed algorithm can effec-
tively complete the obstacle avoidance path planning. The above results show that the proposed 
algorithm has a strong obstacle avoidance capability for obstacle avoidance path planning. 

5.5 Analysis of path smoothness results 

Based on the above test scenario, the proposed algorithm, the MGWO algorithm in literature 
[12] and the hybrid algorithm in literature [13] are used to test the path smoothness index. The 
results are shown in Fig. 5. 

According to the results obtained in Fig. 5, after the proposed algorithm is used for obstacle 
avoidance path planning for 10 scenes, the path smoothness results are higher than 97 %. While 
using the MGWO algorithm in literature [12], its path smoothness result is up to 88 %, and using 
the hybrid algorithm in literature [13] its path smoothness result is up to 90 %. Therefore, using 
the proposed algorithm for planning with high path smoothness can effectively reduce the ener-
gy consumption and mechanical wear and tear of the robot, and improve the stability and com-
fort of the movement. 

Fig. 5 Path smoothness results 

6. Conclusion
With the development of technology, intelligent mobile robots are widely used, but safe and effi-
cient task execution in multi obstacle environments is an urgent problem that needs to be solved 
in the field of robotics. This study conducted optimal obstacle avoidance path planning for ro-
bots in multi obstacle scenarios. The safety boundary condition method and envelope method 
were used to generate maps and obtain obstacle rates. Adaptive Monte Carlo localization was 
used, and after velocity sampling and constructing evaluation functions to select trajectories, the 
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improved A* algorithm was used to introduce obstacle rates and incorporate keypoint extrac-
tion algorithms to re plan the path and smooth it out. Although the path planned by this algo-
rithm is short, with an obstacle avoidance response speed of 32 ms, a success rate of 100 %, and 
a path smoothness of 97 %, it has a driving effect on the development of the robotics field. How-
ever, there are potential weaknesses: the construction of maps relies on empirical values, the 
particle convergence speed of positioning algorithms in special environments may slow down, 
and the accuracy may be affected. The sampling range and method when constructing trajecto-
ries through speed sampling may also affect the results. 
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A B S T R A C T A R T I C L E   I N F O 
The CNC dry turning of Inconel 625 alloy was investigated in this study. Turn-
ing was performed using different feeds, corner radii, and insert types. The di-
mensions and the arithmetic mean surface roughness were measured before 
and after turning. The influence of the input parameters and the process mod-
elling were evaluated using a full factorial design of experiments. Prediction 
models were developed, and process optimization was carried out to simulta-
neously maximize dimensional accuracy and surface quality. The optimal val-
ues of the input parameters were identified for the wiper insert, a feed rate of 
0.1 mm/rev, and a corner radius of 0.8 mm. Under these conditions, the optimal 
deviation from the specified dimension was 0.2 mm, while the surface rough-
ness was 0.297 µm. During the confirmation phase, the mean percentage errors 
were 0.9 % for surface roughness and 3.45 % for dimensional deviation. The 
percentage errors observed in the confirmation experiments, all of which were 
below 5 %, demonstrate the feasibility of using the proposed approach for 
modelling and optimizing the turning of Inconel 625 alloy. 
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1. Introduction
Turning is one of the machining processes most frequently used for machining cylindrical work-
pieces. It can often be used as a finish operation without the need for further machining. In this 
case, it is crucial to perform the machining within the tolerance limits and the required surface 
roughness [1,2]. In other words, it is crucial to solve the problem of dimensional accuracy and the 
surface quality [3]. Considering all variables is very difficult due to their large number. Therefore, 
it is necessary to identify and evaluate the most influential input parameters. Different materials 
can be machined by finish turning using different machine tools, cutting tools and fixtures [4,5]. 
The problem of achieving the required dimension and surface roughness becomes much more 
complicated when machining Inconel alloys, especially under dry conditions. Inconel alloys are 
difficult-to- cut materials because turning is associated with high temperatures and many accom-
panying effects such as poor surface finish, intense tool wear, microstructural changes in the ma-
terial, etc. [6]. 
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In previous research, the turning of Inconel 625 alloy was studied under different aspects and 
conditions. 

Kushwaha and Singh [7] investigated the influence of cutting speed, feed and depth of cut on 
surface roughness during dry and wet turning using the Taguchi method. The lowest surface 
roughness was achieved when all input parameters were at the lowest level during wet turning. 
Kosaraju et al. [8] investigated the influence of cutting speed, feed and depth of cut on cutting force 
and surface roughness using the Taguchi method. Jeykrishnan et al. [9] evaluated the influence of 
cutting speed, feed, and depth of cut on surface roughness using the Taguchi method. The results 
showed a dominant influence of feed on surface roughness, with increasing feed the surface 
roughness deteriorated. Dhananchezian [10] investigated the influence of cutting speed and type 
of cooling on surface roughness and tool wear. The surface roughness decreased with the in-
creased speed and the used of cryogenic cooling. Liquid nitrogen had a significant effect on re-
duced tool wear. Magri et al. [11] investigated the influence of coolant direction on surface rough-
ness and tool life. The coolant directed to the flank face contributed to the improvement of surface 
roughness, while directing the coolant to the flank and rake faces simultaneously did not contrib-
uted to the increase in tool life. Singh and Padhy [12] investigated the effects of cooling and lubri-
cation conditions, cutting speed, feed and depth of cut on surface roughness, tool wear, cutting 
forces and temperature. Dry turning showed the worst results and wet or minimum quantity lu-
brication (MQL) turning showed the best results. Yildirim [13] investigated the influence of lubri-
cation and cooling conditions on tool wear, temperature and surface roughness. The hexagonal 
boron nitride (hBN) liquid nitrogen cooling method showed the best performance. Yildirim et al. 
[14] investigated the effect of hBN nanoparticles at MQL on surface roughness, tool wear and tem-
perature. The use of hBN nanofluid effectively reduced both tool wear and surface roughness in 
machining processes. Singh and Padhy [15] investigated the effect of lubrication method, cutting 
speed, feed and depth of cut on temperature. The regression model showed that the temperature 
increased with the increased machining parameters and that the feed had the greatest influence. 
Nano MQL lubrication conditions also showed better results in terms of temperature, tool wear 
and chip morphology. Yagmur [16] presented the dependence of tool life, temperature and surface 
roughness in relation to cutting conditions, cutting speed and feed. MQL provided the best results 
compared to dry and vortex cooling methods. Padhy and Singh [17] presented a finite element 
analysis (FEA) of the influence of the type of lubrication (dry, MQL, NMQL) on cutting force, tem-
perature and tool wear. The NMQL conditions showed the best results in all aspects. Rakesh and 
Chakradhar [18] investigated the influence of cutting speed, feed, depth of cut and cooling condi-
tions on surface roughness, tool wear and cutting force. Cryogenic cooling (LN2 air) produced the 
best parameters. With increased feed and depth of cut, surface roughness, cutting forces and tool 
wear increased. With increased speed, surface roughness and cutting forces decreased, while tool 
wear increased. Surface roughness improved with increasing cutting speed and decreasing feed 
and depth of cut. Makhesana et al. [19] investigated the influence of different lubrication and cool-
ing conditions on surface roughness, tool wear, chip morphology, hardness and power consump-
tion. The most favourable results were obtained with nMQL with graphite and MoS2. 

As can be seen, the turning of Inconel 625 alloy has been intensively studied using near-dry 
turning methods. The results obtained indicate the efficiency of these methods, as the results are 
very close to wet turning. However, a lower amount of coolant and lubricant results in less con-
tamination, which is still present to a lesser extent. In addition, equipment, fluid, fluid treatment 
requirements and the like incur additional costs. Therefore, dry turning should not be eliminated 
and replaced by near-dry turning. 

Several studies were carried out exclusively under the conditions of dry turning of the Inconel 
625 alloy. Marimuthu and Baskaran [20] evaluated the effect of cutting speed, feed and depth of 
cut on surface roughness and material removal rate (MRR) using the Taguchi method. Feed and 
cutting speed had a significant effect on surface roughness, and feed and depth of cut had a signif-
icant effect on MRR. Venkatesan et al. [21] investigated the influence of cutting speed, feed and 
depth of cut on cutting force and surface roughness using the Taguchi method. Feed and cutting 
speed had the greatest influence on surface roughness, and feed had the greatest influence on 
cutting force components. Ramanujam et al. [22] investigated the influence of cutting speed, feed 
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and depth of cut on surface roughness, power consumption and MRR using the Taguchi method 
and fuzzy logic. The greatest influence on the output parameters had feed. Jain et al. [23] pre-
sented the influence of spindle speed, feed and depth of cut on MRR. Spindle speed and feed had 
the greatest influence on MRR. Prokes et al. [24] presented the dependence of surface roughness 
on cutting speed, feed and depth of cut. Only the feed showed a significant influence on the surface 
roughness. Lotfi et al. [25] presented a FEA to predict tool wear as a function of cutting speed, feed 
and depth of cut for two types of cutting tools (coated carbide and ceramic). The depth of cut had 
a significant effect, and the feed had no effect on tool wear. Cutting speed had an effect on tool 
flank wear, but only for coated carbide tools. Hemakumar and Kuppan [26] presented the effects 
of cutting speed and feed on cutting force, surface roughness and flank wear using a full factorial 
experimental design. They found that feed had the greatest effect on cutting force and surface 
roughness, and that cutting speed had the greatest effect on flank wear. Vasudevan et al. [27] pre-
sented the influence of cutting speed, feed and depth of cut on surface roughness and MRR. Feed 
was the most influential factor on both output parameters. Waghmode and Dabade [28] investi-
gated the dependence of cutting speed, feed and depth of cut on cutting forces and surface rough-
ness. The cutting forces increased with increased depth of cut and feed. The increased in feed also 
had an effect on the increased in surface roughness. Padhy and Singh [29] investigated the effects 
of cutting speed, feed and depth of cut on surface roughness, cutting force and MRR using Taguchi 
method. Depth of cut and feed had the greatest effect on forces, cutting speed and feed had the 
greatest effect on surface roughness, and cutting speed had the greatest effect on MRR. Narkhede 
et al. [30] investigated the influence of cutting speed, feed and depth of cut on surface roughness 
during dry turning and under cryogenic coolant conditions. The lowest surface roughness was 
found at the lowest feed and the smallest depth of cut as well as the highest cutting speed. Cutting 
forces and temperature were measured under the most favourable turning conditions. It was 
proved that the performance parameters are improved by using cryogenic coolant. Padhy and 
Singh [31] applied the Taguchi method to analyse the influence of cutting speed, feed and depth 
of cut on cutting force, surface roughness and MRR. The most influential parameter for surface 
roughness and MRR was cutting speed, and the most important parameter for cutting force was 
feed. Sim et al. [32] investigated the effects of cutting speed, feed and depth of cut on cutting force 
and temperature, using fuzzy logic to optimize the process. The depth of cut had the greatest effect 
on cutting forces and temperature. 

Compared to alternative techniques such as minimum quantity lubrication, minimum quantity 
cooling lubrication or cryogenic cooling, dry turning of the alloy Inconel 625 is the most environ-
mentally friendly and the chips are the easiest to recycle. With dry turning, there are no problems 
associated with the cutting fluid (disposal, recycling, reuse), the costs of which can be considera-
ble. The disadvantages of dry turning are the occurrence of higher temperatures in the cutting 
zone, which leads to higher tool wear and shorter tool life. Dry turning also causes higher energy 
consumption due to the higher cutting forces. Finally, surface roughness and dimensional accu-
racy can deteriorate due to the above-mentioned phenomena. These negative effects of dry turn-
ing do not occur if the machining parameters (cutting speed, feed and depth of cut) have lower 
values, and the machining time is not long. For sustainable production, however, it is necessary to 
find a balance between the required characteristics of accuracy and quality, productivity and also 
the environmental requirements of modern production systems. To eliminate the previous prob-
lems in dry turning, high-precision machine tools and rigid fixtures must be used to ensure relia-
ble locating and secure clamping. In addition, coated cutting tools with suitable geometry should 
be used to improve tribological effects, i.e. to keep cutting temperatures and energy consumption 
as low as possible. Finally, it is necessary to optimize the turning parameters to minimize temper-
ature and reduce wear, especially during prolonged dry turning. 

It can be noted that in previous research in the field of dry turning, various methods (Taguchi, 
RSM, fuzzy logic, etc.) have been used to analyse and optimise the output parameters of turning 
(surface roughness, cutting force, temperature) based on the input parameters. All the research 
carried out so far in the field of dry turning of Inconel 625 alloy has its advantages and disad-
vantages. It should be noted that there has been no research to date in which dimensional accu-
racy and surface roughness have been integrally investigated. The interactions between the input 
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parameters and their influence on the output parameters have also not been investigated, nor has 
the fact that the input parameters are usually turning modes (cutting speed, feed and depth of cut). 

In contrast to the previous work, the main contribution of this study is the evaluation of the 
influence of the dominant factors and their interactions on dimensional accuracy and surface 
roughness. Feed, corner radius and insert type were selected as input parameters. The output pa-
rameters, which were evaluated, estimated, modelled and then optimised, were the dimensional 
deviation and the arithmetic mean of the surface roughness. First, the influence of feed, corner 
radius and insert type on dimensional accuracy and surface roughness was evaluated. Then the 
effects were evaluated, and the most important factors and their interactions were selected. The 
turning process was then modelled and optimised. The validity of the modelling and optimization 
was evaluated by confirmatory tests. In view of the increasing environmental protection require-
ments and legal obligations in many countries, research was carried out under dry conditions. 

2. Materials and methods 
The flowchart according to which the investigation was carried out is shown in Fig. 1. 

The investigations were carried out on workpieces made of Inconel 625 alloy, whose chemical 
composition is as follows: 58-71 % Ni, 21-23 % Cr, 8-10 % Mo, 5 % Fe, 3.2-3.8 % Nb + Ta, ≤ 1 % 
Co, ≤ 1 % Mn and ≤ 0.40 % Al. The properties of the Inconel 625 alloy are: modulus of elasticity 
2.1 105 MPa, density 7.8 g/cm3, tensile strength 990 MPa, yield strength 516 MPa, hardness 160 
HB, thermal expansion 15.8 μm/m°C, and thermal conductivity 8.5 W/mK. The dimensions of the 
workpieces are Ø 44 × 420 mm. 
 

 
Fig. 1 Flowchart of the methodology 

 
The finish longitudinal turning is carried out on a CNC lathe. The workpiece is locating and 

clamped using a chuck and a turning centre. The turning parameters and the inserts were selected 
in accordance with the recommendations of the insert manufacturer and based on the properties 
of the workpiece material, the workpiece geometry, the type of process, the properties of the tech-
nological equipment and the process stability. The cutting speed and feed were selected at lower 
but recommended levels in order to minimise the effects of tool wear on the results obtained. The 
cutting speed is 60 m/min. The insert size was selected to achieve the required depth of cut and 
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the mutual relationship between cutting edge length and effective cutting edge length was consid-
ered. The assumed depth of cut ap = 1.5 mm is greater than the corner radius of any insert. A new 
PVD TiAlN+TiAlN insert was used for each experiment. The common characteristics of the inserts 
are: square shape, thickness 4.8 mm, cutting edge length 12.3 mm, fixing hole diameter 5.2 mm 
and inscribed circle diameter 12.7 mm. 

Three input parameters were varied during the experimental research. The feed (f) was 
treated as a continuous factor, the corner radius (r) as a categorical numerical factor and the insert 
type (IT) as a categorical attributive factor. The input parameters used in this study are as follows: 
f = 0.1, 0.15, 0.2, 0.25, 0.3 mm/rev, r = 0.2, 0.4, 0.8, 1.2 mm and IT = standard, wiper. 

The dimensional accuracy is quantified by the deviation of the theoretical dimension in relation 
to the realized dimension. Since the diameters of the workpieces differ by small values defined by 
the width of the tolerance field, the measurement deviation for each experiment is calculated as 
follows: 

∆𝐷𝐷𝑖𝑖 = 𝐷𝐷2𝑡𝑡𝑖𝑖 − 𝐷𝐷2𝑚𝑚𝑖𝑖 i=1, 2, ..., 40 (1) 

where D2t is the theoretical value of the diameter after turning (required nominal dimension) and 
D2m is the measured (real) value of the diameter after turning. The theoretical value of the diame-
ter before turning is calculated as follows: 

∆𝐷𝐷2𝑡𝑡𝑖𝑖 = 𝐷𝐷1𝑖𝑖 − 2 ∙ 𝑎𝑎𝑝𝑝 i=1, 2, ..., 40 (2) 

where D1i is the measured diameter value before turning and ap is the depth of cut. 
The measurements of dimensions and surface roughness were carried out under controlled 

microclimatic conditions at a temperature of 20 °C ± 1 °C. 
The surface roughness was measured with a Talysurf measuring device. The measurements 

were carried out in the feed direction with a sampling length of 0.8 mm and an evaluation length 
of 4 mm using a Gaussian filter. Five measurements were taken to reduce the relative measure-
ment error. The surface roughness is quantified by the arithmetic mean surface roughness (Ra). 

The dimensions were measured on a Carl Zeiss Contura G2 CMM. The accuracy of the CMM is 
1.9 + L/300 μm (L – measuring length). A measuring probe with a length of 75 mm was used. The 
diameter of the ball was 5 mm. The measurement strategy used is point by point. By measuring 
five reference diameters, the relative error of the diameter change is reduced. 

A randomized experimental design is used to modelling the turning process. During modelling, 
an evaluation of the main effects and interactions is first carried out. This makes it possible to 
exclude the main factors and interactions from the regression due to their lack of significance and 
to create the conditions for conducting the experiment with minimal prediction error. An analysis 
of variance and an analysis of model adequacy are then carried out, as well as the creation of re-
gression equations for dimensional accuracy (dimensional deviation, ΔD) and the quality of the 
treated surface (surface roughness, Ra). 

The turning process is optimized using D-optimal design of experiments, which enables a sys-
tematic investigation of the input parameters and their interactions to determine the optimal set-
ting of the input parameters to achieve the specified objective function – simultaneous maximiza-
tion of accuracy and quality (minimization of dimensional deviation and surface roughness). 

3. Results
3.1 Experiments 

The experimental investigations were carried out according to the full factorial experimental de-
sign, which allows the investigation of all combinations of levels of the input parameters. Consid-
ering the fact that 5 levels were assumed for the feed, 4 levels for the corner radius and 2 levels 
for the insert type, a total of 5 × 4 × 2 = 40 tests were carried out. The measurement results for 
different combinations of input parameters performed according to the randomized experimental 
design are shown in Table 1. 
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Table 1 Experimental results 
No. f (mm/rev) r (mm) Insert Ra (μm) ΔD (mm) 
1 0.1 0.2 Wiper 1.316 0.101 
2 0.1 0.4 Standard 1.251 0.048 
3 0.25 0.4 Wiper 3.908 0.312 
4 0.15 0.2 Wiper 2.961 0.225 
5 0.25 0.2 Wiper 8.224 0.617 
6 0.25 0.2 Standard 15.625 0.586 
7 0.15 0.2 Standard 5.625 0.213 
8 0.15 0.4 Wiper 1.406 0.112 
9 0.3 1.2 Wiper 2.814 0.367 

10 0.15 0.8 Wiper 0.669 0.056 
11 0.1 1.2 Standard 0.665 0.035 
12 0.15 0.8 Standard 1.406 0.052 
13 0.1 0.2 Standard 2.503 0.095 
14 0.2 0.8 Standard 2.502 0.091 
15 0.3 0.2 Standard 22.503 0.859 
16 0.2 1.2 Standard 2.664 0.148 
17 0.25 0.8 Standard 3.906 0.141 
18 0.15 0.4 Standard 2.812 0.104 
19 0.25 1.2 Wiper 1.953 0.252 
20 0.1 0.4 Wiper 0.625 0.052 
21 0.3 0.4 Wiper 5.622 0.452 
22 0.2 0.2 Wiper 5.263 0.401 
23 0.3 0.2 Wiper 11.844 0.905 
24 0.2 0.8 Wiper 1.192 0.101 
25 0.2 0.4 Standard 5.004 0.187 
26 0.3 0.8 Wiper 2.678 0.227 
27 0.1 1.2 Wiper 0.314 0.039 
28 0.1 0.8 Standard 0.627 0.022 
29 0.15 1.2 Wiper 0.705 0.091 
30 0.25 0.8 Wiper 1.861 0.157 
31 0.2 0.2 Standard 10.008 0.382 
32 0.25 0.4 Standard 7.813 0.292 
33 0.2 1.2 Wiper 1.254 0.161 
34 0.2 0.4 Wiper 2.503 0.202 
35 0.15 1.2 Standard 1.502 0.083 
36 0.3 1.2 Standard 6.004 0.336 
37 0.25 1.2 Standard 4.163 0.231 
38 0.1 0.8 Wiper 0.297 0.025 
39 0.3 0.8 Standard 5.626 0.204 
40 0.3 0.4 Standard 11.252 0.421 

3.2 Process analysis and modelling 

The statistical analysis of the measurement results was carried out using the JMP software, 
whereby a model with main effects and two-factor interactions was selected. In this way, a model 
is obtained that allows the modelling of complex relationships between input and output param-
eters. Given the irregular distribution of the data and the excessive variation between values, a 
logarithmic transformation of Ra was performed to allow interpretation and statistical analysis. 
The estimated input parameters of the model, sorted by statistical significance, are shown in Table 
2. As can be seen, all input parameters and the interaction of feed and corner radius are statisti-
cally significant. Other two-factor interactions are not significant. 

Table 2 Effect summary 
Source Log Worth P Value 

f (0.1,0.3) 25.304 0.00000 
r 20.530 0.00000 
Insert 15.528 0.00000 
f × r 14.713 0.00000 
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Table 3 shows the summary of fit of the selected factor models of surface roughness and di-
mensional deviation. The predictions of the coefficient of determination (RSquare, RSquare Adj) 
are close to 1, which means that the model fits the data very well. In both cases, RSquare values 
(0.985099, 0.984298) are close to the RSquare Adj values (0.981253, 0.980246). The coefficients 
of determination show that more than 98 % of the variability in surface roughness and dimen-
sional deviation is determined by the feed, corner radius, insert type and the interaction of feed 
and corner radius. The root mean square error is small compared to the mean of the response, 
indicating a good fit and accuracy of the prediction model, i.e. that the model fits the measured 
data well. 

Table 4 shows the analysis of variance for the selected regression models. A high model F-value 
of 256.1723 for surface roughness and 242.9135 for dimensional deviation with a low p-value (< 
0.0001) indicates that the model effects are statistically significant. 

Table 5 shows the estimated regression coefficients of the parameters. The parameters provide 
an estimate of the effects of the model input parameters on the dimensional deviation and the 
logarithmically transformed value of the surface roughness. P-values (Prob > |t|) of less than 0.05 
indicate that the model factors are significant (marked with * in Table 4). 

Table 3 Summary of fit 
Parameter log Ra ΔD 

RSquare 0.985099 0.984298 
RSquare Adj 0.981253 0.980246 
Root Mean Square Error 0.143263 0.029879 
Mean of Response 0.957479 0.234625 

Table 4 Analysis of variance 

Source DF log Ra ΔD 
Sum of Squares Mean Square F Ratio Sum of Squares Mean Square F Ratio 

Model 8 42.061990 5.25775 256.1723 1.7348960 0.216862 242.9135 
Error 31 0.636252 0.02052 Prob > F 0.0276754 0.000893 Prob > F 
C. Total 39 42.698242 <.0001* 1.7625714 <.0001* 

Table 5 Parameter estimates 

Term 
log Ra ΔD 

Parameter 
Estimate 

Std. 
Error 

t 
Ratio Prob>|t| Parameter 

Estimate 
Std. 

Error 
t 

Ratio Prob>|t| 

Intercept 0.9574789 0.022652 42.27 <.0001* 0.234625 0.004724 49.66 <.0001* 
f (0.1,0.3) 1.0829312 0.032035 33.81 <.0001* 0.209 0.006681 31.28 <.0001* 
r [0.2] 0.883553 0.039234 22.52 <.0001* 0.203775 0.008183 24.90 <.0001* 
r [0.4] 0.1647571 0.039234 4.20 0.0002* -0.016425 0.008183 -2.01 0.0535 
r [0.8] -0.552802 0.039234 -14.09 <.0001* -0.127025 0.008183 -15.52 <.0001* 
r [1.2] -0.495508 0.039234 -12.63 <.0001* -0.060325 0.008183 -7.37 <.0001* 
Insert [Standard] 0.3541856 0.022652 15.64 <.0001* -0.008125 0.004724 -1.72 0.0954 
Insert [Wiper] -0.354186 0.022652 -15.64 <.0001* 0.008125 0.004724 1.72 0.0954 
f × r [0.2] 6.3579e-5 0.055485 0.00 0.9991 0.1811 0.011572 15.65 <.0001* 
f × r [0.4] 0.0001446 0.055485 0.00 0.9979 -0.0156 0.011572 -1.35 0.1874 
f × r [0.8] 0.000214 0.055485 0.00 0.9969 -0.1132 0.011572 -9.78 <.0001* 
f × r [1.2] -0.000422 0.055485 -0.01 0.9940 -0.0523 0.011572 -4.52 <.0001* 

Feed, corner radius and insert type have statistical significance for surface roughness. Feed has 
the highest statistical significance, followed by corner radius and then insert type. The interac-
tions between the factors have no statistical significance for surface roughness. 

Feed, three levels of corner radius (0.2, 0.4 and 1.2) and their interactions have statistical sig-
nificance for the dimensional deviation. A corner radius of 0.4 mm is neither statistically signifi-
cant independently nor in interaction with any other parameter. The insert type has no statistical 
significance either independently or in interaction with other parameters. 
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Fig. 2 illustrates the relationship between the actual and predicted values. The resulting plots 
demonstrate that the data points closely align with the line, indicating a strong fit of the model. 
This suggests that the predicted values are accurate and closely match the actual values for both 
surface roughness and dimensional deviation. The narrow range of the confidence interval further 
supports the precision of the predicted values. 

 
Fig. 2 Actual by predicted plot 

 

Fig. 3 shows the dependence of the residuals on the predicted value. It can be seen that the 
residuals are independent in both cases, i.e. they do not correlate with a parameter, which indi-
cates that there was no systematic increase or decrease in the residuals during the experiment. 

Fig. 4 shows that the studentized residuals are not outside the interval and are randomly dis-
tributed around the value zero, which not only confirms the normal distribution, but also means 
that there are no significantly deviating values, i.e. no potential outliers. 

 

 
Fig. 3 Residual by predicted plot 
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Fig. 4 Studentized residuals 

For the selected models, the statistical analysis of the measured data yields the following re-
gression equations for roughness and dimensional deviation: 
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The graphical interpretation of the influence of the input parameters on the output parameters 
is illustrated by surface plots in Fig. 5. 
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Fig. 5 Surface plot 

3.3. Process optimization 

After modelling, an optimization is carried out. The optimization problem was solved using the 
Wolfe reduced-gradient approach in the JMP software. The constraints are set in accordance with 
the conditions of the experimental research. The objective function is the simultaneous minimi-
zation of the surface roughness and the dimensional deviation. Since these two requirements must 
be met together in practice, both output parameters are given the same importance (same 
weighting coefficients). 

The quantification of the optimization can be illustrated most easily with the profile plot of the 
prediction profiles (Fig. 6). The profiler plot shows the prediction of the optimal input variables. 
The optimal predicted value of the surface roughness is log Ra = -1.03265 µm, i.e. Ra ≈ 0.356 µm. 
The optimal predicted value of the measurement deviation is ΔD ≈ 0.02 mm. The optimum pre-
dicted values can be determined with a confidence interval of 95 % for the following optimum 
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input parameters f = 0.1 mm/rev, r = 0.8 and wiper insert. The desirability function shows how 
the desirability value changes when the input parameters change, allowing quick (visual) identi-
fication of the combination of input parameters that best meet the set optimization goal. The de-
sirability index provides a comprehensive assessment of the effectiveness of the solution ob-
tained, taking into account the optimization goal and its importance. A high value of the overall 
desirability measure (close to 1) indicates that the optimal values of the parameters were 
achieved in accordance with the set optimization goals. This means that the values achieved are 
satisfactory in terms of product or process quality. 

Fig. 6 Prediction profiler 

3.4. Confirmation experiments 

The regression models obtained and the optimum values for surface roughness and dimensional 
deviation were confirmed by a further 9 tests. 

The confirmation of the regression models obtained was carried out with unknown combina-
tions of input parameters in 8 trials. Since corner radius and insert type are categorical values, 
they were not varied. The feed was varied in 4 levels (0.125, 0.175, 0.225, 0.275 mm/rev). 

The optimum values for surface roughness and dimensional deviation were confirmed at the 
theoretical optimum for the parameters f = 0.1 mm/rev, r = 0.8 and wiper insert. The results 
obtained together with the calculated percentage errors are shown in Table 6. 

Table 6 The results of the confirmation experiments 

No. f 
(mm/rev) 

r 
(mm) Insert 

Measurement Prediction Percentage error 
Ra 

(μm) 
ΔD 

(mm) 
Ra 

(μm) 
ΔD 

(mm) 
PERa 
(%) 

PEΔD 
(%) 

1 0.125 0.2 Standard 3.994 0.143 3.971 0.138 0.58 3.50 
2 0.125 0.4 Wiper 0.969 0.086 0.956 0.082 1.34 4.65 
3 0.175 0.2 Wiper 3.389 0.354 3.374 0.349 0.44 1.41 
4 0.175 0.4 Standard 3.358 0.170 3.339 0.162 0.57 4.71 
5 0.225 0.8 Wiper 1.395 0.148 1.379 0.141 1.15 4.73 
6 0.225 1.2 Standard 2.976 0.211 2.965 0.205 0.37 2.84 
7 0.275 0.8 Standard 4.824 0.177 4.811 0.172 0.27 2.82 
8 0.275 1.2 Wiper 2.533 0.306 2.509 0.301 0.95 1.63 
9 0.1 0.8 Wiper 0.365 0.021 0.356 0.020 2.47 4.76 
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4. Discussion
The results of experimental research show that the obtained output parameters achieved within 
very wide range. For surface roughness, the results vary in a range of 0.297-22.503 μm and with 
a ratio between the maximum and minimum values of 75.77 (7577 %). For dimensional deviation, 
the results vary in a range of 0.022-0.905 mm and a ratio between the maximum and minimum 
values of 41.14 (4134 %). High ratio values indicate the possibility of controlling the output pa-
rameters within very wide limits depending on the combination of input parameters. In addition, 
the minimum values of surface roughness and dimensional deviation show that it is possible to 
achieve high surface quality and high dimensional accuracy in dry turning if the machining pa-
rameters are optimized. 

The results of the statistical analysis of the experimental results show that the regression mod-
els are appropriate and significant, which means that they describe the process of dry turning of 
Inconel 625 alloy well. The statistical analysis made it possible to identify significant factors and 
their interactions on the output parameters of the process. 

Based on the estimated factors, the regression equations and the surface plots, it can be ob-
served that the value of surface roughness increases with increasing feed and decreasing corner 
radius. The reverse is also true. At higher feeds and smaller corner radii, the peaks and valleys 
formed on the workpiece are deeper and wider. The theoretical geometric surface roughness is a 
function of the feed for a specific corner radius. Smaller corner radii lead to a poorer quality of the 
machined surface at the same feed. This is due to the different values of the approach angle along 
the cutting edge. Increasing the corner radius at the same feed improves the quality of the ma-
chined surface (up to the limit value of 0.8). A further increase in the corner radius (after the value 
of 0.8 mm) of the cutting insert affected the likely occurrence of chatter and vibration [33], leading 
to a deterioration in surface roughness and dimensional accuracy (at a radius of 1.2 mm). This 
conclusion is also confirmed by the flank wear, which is close to the smallest and largest value of 
the dimensional deviation, which was to be expected considering the short cutting time and the 
identically smaller value of the cutting speed, which in previous studies proved to be the most 
influential parameter for intensifying the wear mechanisms of the cutting insert. 

Larger values of the feed and smaller values of the corner radius, individually or in interaction, 
form an uneven surface, resulting in a significant deviation from the circularity and cylindricity, 
and the waviness of the surface increases, worsening the dimensional accuracy. Similar to the sur-
face roughness, after reaching the critical value of the corner radius of 0.8 mm, there is a slight 
deterioration in dimensional accuracy due to the likely occurrence of vibration. In addition to the 
deterioration in surface roughness, the induced vibrations also influenced the deterioration in di-
mensional accuracy. 

Furthermore, the results showed that there is a significant interaction between feed and corner 
radius on dimensional deviation (Fig. 7). When the feed increases, the dimensional accuracy de-
teriorates. With an increase in the corner radius, the dimensional accuracy initially improves sig-
nificantly and then deteriorates slightly. The smallest dimensional deviations are achieved with a 
corner radius of 0.8 mm. For each combination of feed and corner radius, the standard insert 
achieves a slightly better dimensional accuracy. The interaction of feed and corner radius follows 
the trends for feed and corner radius. The influence of the interaction is more pronounced for 
larger values of the feed and smaller values of the corner radius. This means that a smaller corner 
radius (0.2 mm) in combination with an increase in the feed has a linear (worse) effect on the 
dimensional accuracy. The smallest effect of this interaction on the dimensional accuracy is given 
at the smallest feed (0.1 mm/rev) and at a corner radius of 0.8 mm. 

The insert type showed a significant effect on the surface roughness. Wiper inserts are de-
signed to improve the quality of the machined surface. Therefore, for the same feed and corner 
radius, wiper inserts always produce a better quality turned surface, i.e. a lower surface roughness 
value. The insert type had no significant influence on the realisation of the dimension, i.e. on the 
dimensional deviation, therefore in machining operations where a certain surface roughness is 
not required, it is more rational to use standard inserts as they are cheaper. 



Modelling and optimization of dimensional accuracy and surface roughness in dry turning of Inconel 625 alloy 

Advances in Production Engineering & Management 19(3) 2024 383 

Fig. 7 Interaction profiles 

The results of the confirmation experiments have shown that dry turning of Inconel 625 alloy 
is modelled sufficiently accurately for the given input and output parameters, as the percentage 
errors are in the range of 0.27-2.47 % for the surface roughness, i.e. in the range of 1.41-4.76 % 
for the measurement deviation.  

5. Conclusion
The results of the experimental investigations and the statistical analysis of the measurement re-
sults have shown that there is a mutual functional dependency between the feed, the corner radius 
and the insert type on the one hand and the dimensional deviation and surface roughness on the 
other. 

The prediction and validation of the created regression models demonstrated that it is possible 
to model both surface roughness and dimensional deviation. 

The optimization results further confirmed that it is possible to optimize the turning process 
by considering the combined influence of feed, corner radius, and insert type on both surface 
roughness and dimensional deviation. 

As the corner radius increases up to a certain value, both dimensional deviation and surface 
roughness improve, but after reaching a threshold, they begin to deteriorate slightly. As the feed 
increases, both dimensional deviation and surface roughness increase. The type of cutting insert 
affects surface roughness but does not influence dimensional deviation. 

The percentage errors achieved, which are less than 5 % in the worst case, show that the pro-
cess is correctly modelled and that the regression models created can be practically applied in a 
real production environment. 

For future research, it is planned to include further input and output parameters in the predic-
tion and optimization model. 
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A B S T R A C T A R T I C L E   I N F O 
This paper presents an analysis of the measurement capability of laser inter-
ferometry for calibrating high-resolution measuring systems, focusing on po-
tential errors that need to be carefully controlled to ensure adequate metrolog-
ical traceability. The primary scientific research focus of our National Dimen-
sional Metrology Laboratory is the development of metrological applications 
for industry, with ongoing improvements in calibration procedures for meas-
uring machines and tools. Through a review of possible error sources, an inno-
vative approach to reducing the most significant factors is proposed. This is 
specifically applied to the following calibration cases: field calibration of coor-
dinate measuring machines, and laboratory calibration of precision probes and 
line scales. Instrumental and environmental errors can be effectively mitigated 
by using periodically calibrated laser interferometers in well-controlled air 
conditions, ensuring an uncertainty of 0.2 μm/m. Most geometrical errors can 
be minimized by precise adjustments to the interferometry and positioning 
systems, achieving an uncertainty of 0.3 μm/m. However, errors caused by 
temperature differences in the material along the measuring path remain the 
most influential. These arise due to the high expansion coefficient of the mate-
rial and some uncertainty in its properties. After several hours of temperature 
stabilization, using three temperature sensors along the displacement range 
for software compensation, temperature differences still contribute signifi-
cantly to measurement uncertainty. For example, the error is 0.5 μm/min in 
the case of line scale calibration and 1.1 μm/m for coordinate measuring ma-
chine calibration. 
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1. Introduction
A wide range of verification methods, based on various measurement standards, is used for cali-
brating and determining geometric errors in high-resolution measuring systems. Among these, 
laser-based methods are the most accurate. Precision measuring machines used in industry typi-
cally have an uncertainty of around µm per meter in the measuring range. Sub-micrometer accu-
rate measures, such as gauge blocks, setting rings, cylinders, step gauges, and line scales, are com-
monly employed to ensure their measurement traceability. Displacement lasers, known for their 
exceptional accuracy, often exceed manufacturing tolerance requirements. They are used in situ-
ations where more precise and detailed information about the properties of a metrological system 
is needed, such as in advanced monitoring of workpiece geometry in the automotive industry [1-3]. 

Our National Dimensional Metrology Laboratory is constantly improving the capability of our 
calibration and measurement procedures. The core of our research is characterization of current 
laboratory equipment to minimize errors, and development of new measurement procedures for 



Enhancing calibration accuracy with laser interferometry for high-resolution measuring systems 

Advances in Production Engineering & Management 19(3) 2024 387 

calibrating highly precise instruments and machines. Primary task in the field of scientific and 
Industry metrology of the laboratory is maintaining the national standard for length and assuring 
measurements traceability in Slovenian industry. For this purpose, the laboratory is accredited 
for length-calibrations of standards and measuring equipment by Slovenian Accreditation (SA). 
Its metrology capabilities are published in the database of national metrology institutes at the 
International Bureau of Weights and Measures (KCDB BIPM). The main focus of scientific research 
work of the laboratory is development of metrological applications for practical use in industry, 
science and other branches. We are also performing activities for customers in the field of industry 
and science metrology, as well as education for calibrations. 

To ensure measurement traceability, all potential error sources must be analyzed to identify 
and reduce the most influential factors in real-world environmental conditions, thereby achieving 
proper measurement accuracy. In a laser interferometric system, laser interferometers and cor-
responding air sensors should be periodically calibrated, while the entire instrumental system 
can be directly checked through comparison measurements with a reference laser interferometer 
[4]. This paper presents several metrological laser interferometry (LI) systems with innovative 
adjustments for error mitigation, developed in our laboratory, and summarizes the uncertainty 
budget, which is generally applicable to other similar high-precision metrological systems. 

2. Measurement system and adjustments
Measurement systems with laser interferometer (LI) provide very precise position or distance 
information. It consists of a laser head, which produces the beam of highly stabilized, low-power 
light, and a variety of optical components and accessories such as air and material sensors. Laser 
interferometry is based on the principle of Michelson interferometer: a beam splitter divides the 
light beam into two beams, the reference beam is returned by a fixed reflector and another one 
returns from the retroreflector which is shifted along the measured path. Combined by the split-
ter, they interfere into pulses, which are counted by a photo-electro detector inside the laser head 
(Fig. 1). 

Fig. 1 The principle of Michelson interferometer 

A calibration procedure generally comprehends the following basic steps: 

• Installation and precise alignment of laser head and optics. Special mounting elements are
constructed for the optics used for specific calibrations.

• The air conditions shall be stabilized for at least 5 hours. Three material temperature sen-
sors are usual used for material and one air sensor to observe temperature, pressure and
humidity along the measuring path.

• Deviations are then measured in eleven points (zero point and ten equal increments along
the whole measuring length, or more by a customer’s request), repeated three times in each 
point.

Generally, there are three categories of potential measurement errors: geometrical, environ-
mental, and instrumental. The methods upgraded in our laboratory to mitigate these errors are 
presented in the following subsections. 
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2.1 Geometrical errors 

The most of geometrical errors can be eliminated by applying a precise alignment procedure. The 
cosine error occurs when the beam from laser and the axis of the stage motion are not completely 
parallel (Eq. 1), while Abbe error occurs due to sloping of the retroreflector. Firstly, the beam is 
aligned by parallel shifts of the laser head into the centre of the target at close position, then by 
angle adjustments at maximum displacement. 

𝑒𝑒cos = 𝐿𝐿(cos 𝜑𝜑 − 1) ≈ −𝐿𝐿𝜑𝜑2/2 (1) 
where 𝜑𝜑 is angle between the beam and the axis of the moving stage, and L is the displacement. 

When calibrating one-coordinate measuring machines (CCMs) of various types, the retroreflec-
tor is attached to the moving probe (Fig. 2), and the cosine error is eliminated by aligning the 
system at the maximum possible displacement. The LI system is used for calibration of CCMs with 
measuring length minimal 1 m, while CCMs with shorter measuring length are calibrated with 
gauge blocks. Assuming an adjustment at a minimum length of 1 m and visual centering of the 
beam within ± 1 mm, the maximum cosine error, as calculated by Eq. 1, is 0.5 × 10-6 × L. The un-
certainty is calculated by reduction with √3 at assumption of rectangular distribution, ucos ≈ 0.3 × 
10-6 × L.  

Abbe error can be minimized within the resolution of CMM, which is minimally ± 5 nm for the 
best machine with digital display. The position of the optical elements and the moving parts are 
set in such way, that the measured object axis is set in the line with the center of the laser linear 
retroreflector. It allows the Abbe errors to be reduced to negligible levels even for the most de-
manding dimensional metrology tasks [5, 6]. Generally, for a maximal error 15 nm, the Abbe un-
certainty is ua = 0.009 nm. The best mitigation of the Abbe error can reduce it to just a few na-
nometers. 

Fig. 2 Set-up for calibration of a one-coordinate measuring machine 

When calibrating a precise probe, the retroreflector is installed below the probe (Fig. 3). The 
ceramic gauge is used as a base, and its surface imperfections are eliminated by setting the zero 
position. Precise probe is fixed, while the shift along its measurement range is performed by hor-
izontal shifting the base with moving table, which has angle variation up to 15 micro-radians. 
When visual centering the probe onto retroreflector with offset ± 1 mm, the Abbe error is maxi-
mally ± 15 nm. The cosine error of the probe is eliminated by using dial indicator (Fig. 4). Within 
deviations ± 2 µm along the optic’s frame 40 mm, the cosine error is negligible, 1.25 × 10-9 × L, 
where L is probe’s measurement range, commonly with resolution ± 5 nm. When calibrating the 
one-coordinate measuring machine, the cosine error of the laser head is adjusted horizontally 
along the moving table. By visual centering ± 1 mm at minimal distance 1 m, the maximal cosine 
error is achieved 0.5 × 10-6 L, and the uncertainty ucos ≈ 0.3 × 10-6 × L. 
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Fig. 3 Set-up for calibration of precise probe 

Fig. 4 Pitch and yaw measurements of the stage in y-direction 

When calibrating a line scale, it is shifted using a movable table, and the centers of the line 
marks are precisely located by a video system with a high-resolution camera and software de-
signed to detect the center of dark regions. A laser interferometer is then used to measure dis-
placement from the zero position of the line scale, with a retroreflector fixed onto the moving table 
(Fig. 5). Similarly to the previous case, the beam is aligned along the moving table at maximal 
displacement and the camera’s axis is adjusted by using dial indicator. The geometrical error of 
the moving table in the x- and z-directions (within the coordinate system that includes the optics, 
camera, and line scale, as shown in Fig. 6) was determined empirically [2]. For pitch, the largest 
angle difference along the 500 mm measurement path was 7 μm/m. The maximum offset of the 
laser retroreflector in the z-direction was estimated to be 3 mm, resulting in an expected error 
interval for pitch of 7 nm/mm × 3 mm = 21 nm. For yaw, the largest angle difference along the 
500 mm measurement path was 10 μm/m. The maximum offset of the laser retroreflector in the 
x-direction was estimated to be 1 mm, resulting in an expected error interval for yaw of 10 
nm/mm × 1 mm = 10 nm. Total error of table inclination, calculated by Pythagorean Theorem, is 
23 nm, so the Abbe uncertainty is maximally ua = 0.013 nm. 
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Fig. 5 Set-up for calibration of line scale with video detecting of line-mark position 

Fig. 6 Alignment of optics, camera and the moving table with fixed line scale 

2.2 Environmental errors 

Environmental errors occur due to thermal properties of the machine under test and due to de-
pendence of the light wavelength on the atmospheric conditions. Usually, three material temper-
ature sensors are used along the measuring path, and one air sensor for measuring temperature, 
pressure and humidity. High-quality laser interferometers maintain a stable and repeatable light 
frequency, which is negligible compared to the uncertainty of the sensors. The LI software auto-
matically compensates the material path length with the material sensors and the vacuum wave-
length with air refractive index, which depends on the pressure p, temperature T and humidity H, 
and was empirically determined by Edlen’s equation (with coefficients −0.955 × 10−6 / K, 0.268 × 
10−6 / hPa and −0.0085 × 10−6 / % of air humidity). 

The compensation uncertainty depends on variation of air parameters along the measuring 
path and sensors’ sensitivity. The sensitivity of common high-quality air sensors is around 
0.15 × 10-6 × L, including possible drift through years of application [3]. At common variations of 
air parameters in well-controlled conditions during field calibrations (0.5 K, 0.5 hPa, and 10 % 
humidity fluctuation) along the measuring path, and applying Edlen’s coefficients along with a 
reduction by the square root of three for an assumed rectangular distribution [7], the total uncer-
tainty for air compensation is 0.3 × 10⁻⁶ × L. In well controlled conditions in laboratory chamber, 
where air temperature 20 °C varies just ± 0.1 K, the total uncertainty for air compensation is 0.2 
× 10-6 × L. 

Dead path error is caused by an uncompensated length of the laser beam between the interfer-
ometer and the retroreflector, with the machine stage at zero position (Fig. 1). It gets negligible 
by placing the linear interferometer optics close to the zero point of the moveable retroreflector. 
At L = 10 mm in well controlled conditions, we get maximally 3 nm, which is practically negligible 
in comparison to the best resolution of the calibrated devices, described here. Also, the counting 
system of modern laser interferometers have negligible influence. Both contributes a variation of 
the displayed result LLI on level of nm, usually eliminated by choosing LI resolution of 0.01 µm. So, 
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the maximal permissible uncertainty of the indication of the laser interferometer, including air 
compensation, stability of light stability, counting system and dead path, is taken:  

uLI = 10 nm + 0.3 × 10−6 × 𝐿𝐿  at field conditions (2a) 
uLI = 10 nm + 0.2 × 10−6 × 𝐿𝐿   at conditions in chamber (2b) 

where nominal length L is expressed in metres. 
The software correction uncertainty strongly depends on the uncertainty of thermal expansion 

coefficient, α. For coordinate measuring machines, we take α = (11 ± 1) × 10-6/K, and for precise 
probes we take α = (8 ± 1) × 10-6/K. While in case of line scales made of glass, steel or other ma-
terial, having quite different temperature expansion coefficients, in many cases not exactly known, 
we take α = (10 ± 2) × 10-6/K. Assuming rectangular distribution, their uncertainty uα is calculated 
from deviations by reducing with √3. To provide minimal temperature deviations along the meas-
uring path, calibrations are performed after temperature stabilization of the measuring machines, 
e.g. at least of 5 hours stabilization at field calibrations, and at least of 24 hour stabilization in the 
chamber. Temperature of the calibrated device is measured with three material temperature sen-
sors, installed along the measuring path. 

For our case of material temperature sensors, the uncertainty is maximally 0.015 K, evaluated 
from their calibration certificates (including expanded calibration uncertainty 0.015 K, reduced 
by 2, and maximal deviation 0.016 K and long term maximal drift 0.016 K, both reduced 
by √3).The temperature deviation of the device (from standard temperature 20 °C) is calculated 
as a mean value θ of the three measured deviations. Assuming maximal variation ± 0.3 K in field 
well controlled conditions, the uncertainty of the mean temperature is 0.3 K/√3×3 = 0.1 K. The 
total standard uncertainty is less than uθ = √0.0152 + 0.12 K = 0.1 K, while for cases in the chamber 
with maximal temperature variation ± 0.1 K, we get uθ =  √0.0152 + 0.0332 K = 0.04 K and take 
0.05 K into calculation of total calibration uncertainty. 

3. Results and discussion
The measurement accuracy of the specific calibration process is calculated from following math-
ematical model of the measured deviation:

e = Li ⋅ (1 + α ⋅θ ) – (LLI – eg) (3) 
where parameters are: 

Li  indicated value on the calibrated device 
α  thermal expansion coefficient of the measurement system of the device at 20 °C 
θ  temperature deviation of the measurement system of the device from 20 °C 
LLI  length indicated by the laser interferometer 
eg  geometrical error of the measurement system 

Combined standard uncertainty is calculated according to GUM [7] by the equation: 

ue2  = (c i  ⋅ ui)2 + (cα  ⋅ uα)2 + (cθ  ⋅ uθ)2  + (cLI ⋅ uLI)2 + (cg  ⋅ ug)2 (4) 
where coefficients are partial derivatives of the expression (3): 

c i  = ∂e/∂Li = 1 + αm ⋅ θm ≈ 1 at well controlled temperature conditions 
cα  = ∂e/∂αm  = θ   ⋅ Li  ≈ θ   ⋅ L, where L is measured length 
cθ  = ∂e/∂θm = α  ⋅ Li ≈ α  ⋅ L 
c LI  = ∂e/∂LLI = −1 
cg = ∂e/∂eg = 1 

and partial uncertainties are evaluated from errors, discussed before. Resolution, repeatability, 
and actual temperature deviation of the calibrated instrument are considered.  

For the best-known one-dimensional measuring device with digital reading, 10 nm resolution 
and 0 nm repeatability, the reading error is within ± 0.005 µm. At assumed rectangular distribu-
tion, the indication uncertainty is ui = 0.005 µm /√3 = 0.003 µm. At calibration of line scales using 
high-resolution video system (Table 3), the indication uncertainty is ui = 0.025 µm. 
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The combined standard uncertainty calculated by Eq. 3 is given in tables 1-3 for three different 
calibrations, for best presumed devices and conditions. The expanded uncertainty by Eqs. 5 is 
double value of the standard uncertainty, covering 95 % possibility of the measurement results. 
The first term in Eq. 5a is negligible yielding linear graph (Fig. 7a), while the sub-micrometre 
graphs (Figs. 7b and 7c) have comparable terms, with equal value at 30 mm in Eq. 5b and at 50 mm 
in Eq. 5c. 

Tables 1-3 present the basic contributions of measurement uncertainty in length calibration 
procedures using the laser interferometry. With the presented measurement uncertainty, we can 
ensure traceability to calibration laboratories and industry. In the following, the methods and pos-
sible improvements to reduce the measurement uncertainty will be described. 

For reducing the measurement uncertainty, we must always analyse and find the maximal con-
tributions in the uncertainty budget. In Tables 1-3, where the measurement uncertainty budget is 
covered, the laser interferometry, the environmental temperature and the cosine error have the 
greatest influence on the measurement uncertainty. The impact of laser interferometry could be 
improved with better environmental sensors. Researchers [8] propose to measure the distance 
with laser interferometry in a vacuum, but such an approach is very expensive and impractical to 
implement. The uncertainty of the linear temperature coefficient could be reduced by an accurate 
knowledge of the material, but this determination is very critical in the length measurements. In 
the procedures described above, environmental temperature and cosine error for positioning the 
laser beam stand out the most. Minimizing the temperature effect could be eliminated with better 
environmental conditions, but it is very difficult to achieve environmental temperature deviation 
below 0.1 K. Temperatures could be measured in several points and perform real-time tempera-
ture compensation, as suggested by certain authors [1]. Even such a temperature measurement 
system is expensive and requires good handling and detailed analysis. Minimizing the cosine error 
could be eliminated with a better positioning system [3]. The authors presented a digital system 
for laser beam positioning. Such a system is sensitive to outside light and needs to be controlled. 
Proposed methods can contribute to more accurate measurement capabilities. However, they re-
quire additional investment and knowledge. 

Table 1 Uncertainty budget for calibration of one coordinate measuring devices 
Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 

Li 0.003 μm Rectangular 1 0.003 μm 
α 0.58 × 10-6 K-1 Rectangular 0.2 K × L 0.12 × 10-6 × L  
θ 0.1 K Normal 11 × 10-6 K-1 × L   1.1 × 10-6  × L  

LLI 0.01 μm + 0.3 × 10-6 × L Normal -1 0.01 μm + 0.3 × 10-6  ×  L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 × L 
ea 0.009 nm  Rectangular 1 0.009 nm 

Total: �(0.014 μm)2 + (1.19 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of one coordinate measuring devices is: 

𝑈𝑈 = �(0.03 μm)2 + (2.4 × 10−6 × 𝐿𝐿)2 (5a) 

Table 2 Uncertainty budget for calibration of precise probes 

Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 
Li 0.003 μm Rectangular 1 0.003 μm 
α 0.58 × 10-6 K-1 Rectangular 0.1 K × L 0.06 × 10-6 × L 
θ 0.05 K Normal 8 × 10-6 K-1  × L 0.4 × 10-6  × L 

LLI 0.01 μm + 0.2 × 10-6 × L Normal -1 0.01 μm + 0.2 × 10-6 × L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 × L 
ea 0.009 nm Rectangular 1 0.009 nm 

Total: �(0.014 μm)2 + (0.54 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of precise probes is: 

𝑈𝑈 = �(0.03 μm)2 + (1.1 × 10−6 × 𝐿𝐿)2 (5b) 



Enhancing calibration accuracy with laser interferometry for high-resolution measuring systems 
 

Advances in Production Engineering & Management 19(3) 2024 393 
 

Table 3 Uncertainty budget for calibration of line scales 

Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 
Li 0.025 μm Normal 1 0.025 μm 
α 1.155 × 10-6 K-1 Rectangular 0.1 K × L 0.1 × 10-6 × L  
θ 0.05 K Normal 10 × 10-6 K-1 × L    0.5 × 10-6  × L  

LLI 0.01 μm + 0.2 × 10-6 × L Normal -1 0.01 μm + 0.2 × 10-6 × L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 ×  L  
ea 0.013 nm Rectangular 1 0.013 nm 
   Total: �(0.03 μm)2 + (0.63 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of line scales is: 

𝑈𝑈 = �(0.06 μm)2 + (1.25 × 10−6 × 𝐿𝐿)2 (5c) 

 
Fig. 7 Expanded calibration uncertainty: (a) one-dimensional coordinate measuring devices, 

                         (b) precise probes, (c) line scales 

When measuring samples, the first term rises due to surface error, depending on sample’s qual-
ity. While roughness of fine polished gauge blocks varies 15-30 nm [9, 10], geometrical imperfec-
tions have a sub-micrometre contribution [11]. Incrementally formed samples had roughness 0.4-
0.75 µm [12], cylinders after turning had waviness 25-100 nm [13], and roughness after polishing 
25-50 nm [14]. The waviness of a setting ring (Fig. 8) in contact with probes contributes 25-50 nm. 

 

 
Fig. 8 Roundness profile of setting rings with diameter: (a) 50 mm, (b) 150 mm 

4. Conclusion 
Proper procedures with calibrated standards, deployable on machine tools, and effective error 
mitigation in real-world environmental conditions are essential to ensure the required measure-
ment accuracy. Calibration procedures typically offer seven to ten times better accuracy than the 
calibrated device, ensuring proper metrological traceability. The uncertainty budget was pre-
sented for three specific cases of improved setups, chosen among the procedures used in our la-
boratory and verified by the national accreditation body. For highly precise calibration, our labor-
atory developed specific positioning systems applying a precise moving table, upgraded with 
clamping system and video probe system, adjusted with dial gauges, as detailed in the paper. By 
reviewing potential error sources in the measuring system, we found that using high-quality, pe-
riodically calibrated laser interferometers and sensors in well-controlled air conditions effectively 
mitigates instrumental and environmental errors. Geometrical errors can also be significantly re-
duced through precise adjustments of optics and probes. The majority of errors in the uncertainty 
budget are proportional to the displacement length, with the absolute term only becoming notice-
able at shorter displacements (up to 100 mm). When calibrating gauge samples, such as cylinders 
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and rings, the surface error contributes essentially, while Abbe and dead-path errors in the abso-
lute term become negligible. The most significant errors arise from material temperature differ-
ences along the measuring path. After several hours of stabilization and using three material tem-
perature sensors along the path, this error remains the primary contributor. When further miti-
gation is necessary, such as for the calibration of step gauges, a more advanced monitoring system 
for material temperature was developed in our laboratory. Based on the content and measure-
ment uncertainty calculations presented in the article, we provide the current needs of industry 
and calibration laboratories. Improvements and future work are also proposed. These enhance-
ments could reduce measurement uncertainties but would require additional investments and 
expertise for implementation. 
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A B S T R A C T A R T I C L E   I N F O 
This study provides an in-depth analysis of a new financial model for cloud 
warehouses and evaluates the associated credit risk within the context of sup-
ply chain financing, focusing on the intelligent transformation in this field. Con-
currently, an optimization problem was derived from the evaluation issue, with 
the whale optimization algorithm (WOA) used to identify a reasonable default 
point and distance. To simplify the identification of these points, we enhanced 
the traditional WOA, resulting in an improved version, the IWOA, which 
demonstrated very good optimization performance. The IWOA's optimization 
capabilities were applied to determine the optimal ratio of short- and long-
term debt coefficients, identifying the default point in the Kealhofer, McQuown, 
and Vasicek (KMV) credit monitoring model, replacing fixed values and yield-
ing more precise results. Furthermore, this study introduces a novel analytical 
approach to credit risk measurement, advancing the development of related 
theories and methods. Accurate analysis of financial stability and risk is crucial 
in industrial sectors, including engineering and manufacturing. The simulation 
using specific data revealed that the IWOA-KMV model exhibited better and 
faster optimization capabilities, with greater discrimination ability compared 
to the KMV model. Overall, this study examines the risk factors in the cloud 
warehouse financing model, offers an improved version of the WOA, introduces 
a modified IWOA-KMV model to create a scientific, practical credit risk assess-
ment framework, and provides guidance for risk control in cloud warehouse 
financing, a novel financing service. 
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1. Introduction
Smart logistics reforms have promoted the development of supply chains. Adapting to the trend 
of intelligent warehousing has becoming increasingly difficult with advances in science and tech-
nology. In recent years, new warehousing services such as pre-warehouse, lightning warehouse, 
unmanned warehouse, and satellite warehouse have continuously emerged [1]. A cloud warehouse 
is a common storage solution that leverages cloud computing, the Internet, and other information 
technology and presents a management approach that extends beyond traditional warehousing 
services and idle storage facilities. The cloud warehouse platform for supply chain finance ser-
vices utilizes information technologies such as cloud computing and the Internet of Things (IoT) 
to simultaneously collect and analyze supply chain information and provide financing channels 
for supply chain enterprises [2]. Through the standardization of warehouse receipt pledge financ-
ing, supply chain enterprises can offer credit guarantees to financial institutions, enhancing regu-
latory support for financial institutions and effectively reducing barriers associated with factual 
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information. However, the cloud warehouse platform that provides financial services for business 
enterprises also presents a new challenge in supply chain financing. The liquidity, uncertainty, 
and market volatility characteristics associated with using receipts as pledges in the supply chain 
financing of products from a warehouse make it difficult to assess pledge value and control credit 
risk [3]. Li et al. studied an algorithm that combines adaptive nonlinear convergence factor with 
variable gain compensation mechanism, adaptive weighting and advanced spiral convergence 
strategy, which improves the global search ability, convergence speed and accuracy of the WOA 
algorithm [4]. Therefore, considering the new characteristics and needs of the existing market, 
this study combines the improved whale optimization algorithm (IWOA) and the Kealhofer, 
McQuown, and Vasicek (KMV) model to carry out financial credit evaluation, which has more com-
prehensive search capabilities and obvious distinctions, creating a new model that evaluates the 
financial credit risks involved in cloud warehouse platforms more effectively.  

The study focuses on the unique credit risk challenges in supply chain finance faced by small 
and medium enterprises (SMEs). It elaborates and analyzes existing credit risk assessment theo-
ries and strategies considering the risk factors in the supply chain analysis of a cloud warehouse. 
Based on this, the WOA was modified in three ways to address model calculation issues, and the 
KMV model was built to provide decision support for the supply chain financial risk assessment 
system. The usefulness of the proposed model for supply chain financial risk assessment was 
clearly confirmed through an example.  

The remainder of the paper is structured as follows. In Section 2, a literature review is intro-
duced, and in Section 3, the proposed approach is outlined. In Section 4, the IWOA-KMV credit risk 
assessment model is presented, and in Section 5, a simulation study of this model is presented. 
Finally, in Section 6, the conclusions are presented. 

2. Literature review
2.1 Research status of the cloud warehouse platform 

In recent years, the cloud warehouse platform has attracted widespread attention. Dobrescu et al. 
argued the need to combine cloud computing with supply chain networks to make them more 
intelligent, highlighting the importance of considering scientific and technological advancements 
in informed decision-making [5]. Song et al. proposed building a comprehensive information plat-
form to solve information asymmetry problems in traditional supply chains [6]. In the era of in-
formation networking technology, virtual supply chains conduct transactions through infor-
mation-sharing platforms, which can reduce information barriers and improve supply chain flex-
ibility. Chai designed a conceptual model of an information platform based on blockchain technol-
ogy by analyzing the factors affecting the construction of a supply chain information platform, 
emphasizing both the business process and economic model [7]. Noting the widespread imple-
mentation of blockchain technology in various territories, Lee highlighted that information sys-
tem reviews needed to be more comprehensive to clearly assess the relative level of use of this 
technology [8]. Marza et al. established an evaluation framework based on the analytical hierarchy 
process (AHP) for coordinating the levels of finance and digitalization. Taking the data of five East-
ern and Central European countries as an example, it was found that finance and digital water 
fortresses required government intervention for improved coordination results [9]. Deng intro-
duced the concept of cloud technology to drive innovation in supply chain financial services and 
proposed the cloud warehouse model, emphasizing sharing as its core principle. He explored the 
integrated services and continuous spot trading mechanism enabled by this model, aiming to fos-
ter a multi-party win-win scenario. Furthermore, in terms of risk management, Pan et al. used the 
risk-adjusted return on capital (RAROC) method to establish a loan pricing model under the cloud 
warehouse financing mode, which exploited the powerful information collection function of a 
cloud warehouse and assisted financial institutions in avoiding risks and improving yield [11]. In 
the development direction of the cloud warehouse platform, Chinese enterprises have given more 
consideration to the diversity of services, combined with supply chain financial services, to solve 
the capital problem for small and medium-sized enterprises. Cloud warehouses, a new model of 
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warehouse management and supply chain financing services, along with the associated manage-
ment risks and problems, are gradually becoming a popular research direction. 

2.2 Research status of supply chain financial risk 

In supply chain financing, warehouse receipt pledges help reduce the financial risks of SMEs. 
Wang et al. discussed the core index of warehouse receipt pledge risk control, specifically focusing 
on the pledge rate [3]. Wang et al. elaborated on the dangers of warehouse receipt pledge financ-
ing and the accompanying risk-management techniques, particularly those used by fourth-party 
logistics firms [12]. Zhang et al. developed a credit risk index system, a SVM, and a back propaga-
tion neural network model to assess the credit of top supply chain companies [2]. Li et al. use 
random forest and logistic regression classifications to evaluate the materiality and credit risk of 
P2P firms, identifying loan targets with a high probability of default [13]. Malhotra conducted an 
in-depth analysis of the identification of bad credit applications. Discovering that the neuro-fuzzy 
system outperformed other methods in identifying bad credit applications, he improved this sys-
tem to assess the risk level of financial enterprises [14]. To address the capacity combination 
problem of contract manufacturers, Zheng and Bao proposed a uniform variation artificial fish 
swimming algorithm (AFSA_UM) with a good convergence performance and strong robustness 
[15]. Esmaeili-Najafabadi et al. used the particle swarm optimization (PSO) algorithm to provide 
the solution to a mixed-integer nonlinear programming (MINLP) model for supplier selection and 
order allocation in a centralized supply chain that considered risk avoidance and interruption risk 
decision makers [16]. Liu and Huang introduced the integrated SVM model for risk assessment in 
supply chain finance [17]. Based on data from small and medium-sized enterprises in China, Du et 
al. compared six commonly used machine learning classification models and found that neural 
networks, support vector machines, and GBDT models performed better [18]. Warehouse receipt 
pledge financing is an important method in supply chain financing, and targeted evaluation mod-
els have been developed by many scholars to deal with the unique risk factors associated with this 
method. Traditional qualitative analysis models have stood the test of time, demonstrating a good 
robustness and wide applicability. However, these models require manual intervention and pro-
vide a low evaluation accuracy [19-20]. Modern risk assessment models have significantly im-
proved risk quantification, assessment, and prediction. The advent of artificial intelligence algo-
rithms has led to a notable improvement in their data analysis and mining capabilities [21], re-
sulting in the application of intelligent optimization algorithms combined with evaluation models 
becoming a research hotspot. 

The cloud warehouse financing mode theory represents the theoretical sublimation of the sup-
ply chain financing mode as a new financing mode. The practical development of cloud warehouse 
platforms is progressing rapidly, but theoretical research is lagging behind. In practice, enter-
prises primarily conduct research on cloud warehouse systems, and the unified standardized 
model has yet to be fully developed. The potential market environment is still actively being ex-
plored. Among the services provided by cloud warehouses, supply chain financial services, which 
form an important component of the enterprise capital chain, are more important than other 
warehousing services. Both opportunities and challenges coexist in these services, with existing 
management experience and theoretical guidance being limited. On the other hand, the WOA has 
gained significant attention from academics due to its small number of parameters, simplicity, and 
ease of use. An IWOA was applied to solve the supply chain financial risk assessment model of a 
cloud warehouse platform, providing a new solution and method for credit risk assessment. 

3. Methodology 
3.1 KMV model 

Credit risk is a primary risk faced by commercial organizations. Effectively evaluating and judging 
credit risks and providing good advice to managers is important. While significant advancements 
have been made in China's financial management technology, the technical capabilities for risk 
quantification and the completeness of historical data remain relatively underdeveloped. The 
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KMV model is a well-established dynamic model, making it less influenced by subjective factors. 
Its parameters are straightforward to estimate, and it is capable of accurately obtaining the nec-
essary data, offering both flexibility and timely results. Furthermore, it can comprehensively ex-
amine the financial information of listed companies and forecast the likelihood of enterprise de-
fault based on the closing price of a stock, reflecting the level of enterprise risk to a certain extent. 
After comprehensively comparing traditional and modern risk measurement models, we selected 
the KMV model for further study and modification in the evaluation of supply chain financial risk.  

Modern asset-pricing and financial theories form the foundation of the KMV model. The influ-
ence of corporate debt structure on corporate default probability shows that the accurate assess-
ment and analysis of business credit risk require the calculation of the default point and default 
distance [23-24]. The core principle of the KMV model is to estimate the expected default rate, 
followed by the calculation of corporate assets. This is done by adding the weighted sum of long-
term debt, short-term debt, and equity value. The model can not only be adjusted dynamically 
according to historical data but also has a certain predictability and foresight, being able to reflect 
the comprehensive expectation of the future credit risk of a company in real time. The precise 
steps in the working of this model are as follows. 

First, the net worth of the liabilities, stock value in the market, and volatility of stock market 
value are used to compute the value of assets and property worth fluctuations. The Black-Scholes-
Merton option pricing model is used to estimate the market value of the equity of an enterprise. 
Then, the relationship between equity value volatility 𝑆𝑆𝐸𝐸  and asset value volatility 𝑆𝑆𝐴𝐴 is derived by 
solving a system of simultaneous equations. The unknown variables asset value 𝑉𝑉𝐴𝐴   and asset 
value volatility 𝑆𝑆𝐴𝐴, which are required in the KMV model, can be obtained as shown in Eq. 1. 

𝑓𝑓(𝑉𝑉𝐴𝐴,𝑆𝑆𝐴𝐴,𝐷𝐷, 𝑟𝑟,𝑇𝑇) = 𝑉𝑉𝐸𝐸 = 𝑉𝑉𝐴𝐴 ×𝑁𝑁(𝑑𝑑1) − 𝑒𝑒−𝑟𝑟×𝑇𝑇 × 𝐷𝐷 × 𝑁𝑁(𝑑𝑑2) 

𝑑𝑑1 =
ln(𝑉𝑉𝐴𝐴𝐷𝐷 ) + (𝑟𝑟 + 𝑆𝑆𝐴𝐴2

2 ) × 𝑇𝑇

𝑆𝑆𝐴𝐴√𝑇𝑇
    𝑑𝑑2 = 𝑑𝑑1 − 𝑆𝑆𝐴𝐴√𝑇𝑇               (1) 

𝑆𝑆𝐸𝐸 =
𝑉𝑉𝐴𝐴
𝑉𝑉𝐸𝐸

×𝑁𝑁(𝑑𝑑1) 𝑆𝑆𝐴𝐴 

Where 𝑉𝑉𝐴𝐴 is the value of the assets, 𝑆𝑆𝐴𝐴 is the value of the asset volatility, 𝑉𝑉𝐸𝐸 is the market value 
of equity, 𝑆𝑆𝐸𝐸  is the value of volatility in the stock market, 𝑁𝑁(𝑑𝑑) is the function of the cumulative 
probability distribution of the normal distribution, 𝑟𝑟 is the risk-free interest rate, 𝑇𝑇 is the debt 
maturity and 𝐷𝐷 is the book value of debt. 

The function 𝑁𝑁(𝑑𝑑) is calculated as shown in Eq. 2. 

𝑁𝑁(𝑑𝑑) = 𝛿𝛿𝑑𝑑 1
�2𝑝𝑝

𝑒𝑒−0.5𝑥𝑥2𝑑𝑑𝑑𝑑    (2) 

Then, the future value is predicted according to the existing value of the company, and the de-
fault point (DPT) is set according to the debt structure of the company. In the KMV model, a default 
may occur if the corporate debt is close to the market value. Therefore, a comparison between the 
default point and corporate assets is performed to assess the likelihood of default. If a company's 
assets surpass the default point, the likelihood of a default event is reduced; if they fall below the 
default point, the likelihood increases. Through the analysis of massive data related to default 
events, the KMV model suggests that both short- and long-term liabilities are typically subject to 
default situations. Consider a case in which the default coefficient is set to (1,0.5). In this case, the 
default point can be obtained as shown in Eq. 3. 

𝐷𝐷𝐷𝐷𝑇𝑇 = 1′𝑆𝑆𝑇𝑇𝐷𝐷 + 0.5′𝐿𝐿𝑇𝑇𝐷𝐷   (3) 
The gap between the predetermined point and the anticipated value of the company and the 

volatility of its asset value, that is, the default distance DD, are calculated together. The default 
distance is the gap between a company's asset value and its default point, calculated as shown in 
Eq. 4. 

𝐷𝐷𝐷𝐷 = 𝐸𝐸𝑥𝑥𝑝𝑝𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎𝐸𝐸𝐸𝐸 𝑣𝑣𝑎𝑎𝑣𝑣𝑣𝑣𝐸𝐸−𝑑𝑑𝐸𝐸𝑑𝑑𝑎𝑎𝑣𝑣𝑣𝑣𝐸𝐸 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝐸𝐸
𝐸𝐸𝑥𝑥𝑝𝑝𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑑𝑑 𝑎𝑎𝑎𝑎𝑎𝑎𝐸𝐸𝐸𝐸 𝑣𝑣𝑎𝑎𝑣𝑣𝑣𝑣𝐸𝐸×𝐴𝐴𝑎𝑎𝑎𝑎𝐸𝐸𝐸𝐸 𝑣𝑣𝑝𝑝𝑣𝑣𝑎𝑎𝐸𝐸𝑝𝑝𝑣𝑣𝑝𝑝𝐸𝐸𝑣𝑣

  (4) 
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According to Eq. 4, the final default distance is a dimensionless variable that represents the 
probability of default without considering factors such as the market environment, enterprise 
size, and future growth. The risk of overdue default is inversely proportional to the default dis-
tance. The specific expression for the default distance is given in Eq. 5. 

𝐷𝐷𝐷𝐷 = 𝐸𝐸(𝑉𝑉𝐴𝐴)−𝐷𝐷𝐷𝐷𝑇𝑇
𝐸𝐸(𝑉𝑉𝐴𝐴)𝑆𝑆𝐴𝐴

       (5) 

Finally, the overdue default rate and expected default frequency EDF of the enterprise are cal-
culated according to the default distance, and the default risk degree of the enterprise is obtained. 
The computing company for the expected default frequency is given by Eq. 6. 

𝐸𝐸𝐷𝐷𝐸𝐸 = 𝑁𝑁(−𝐷𝐷𝐷𝐷) = 1 −𝑁𝑁(𝐷𝐷𝐷𝐷)    (6) 
The KMV model uses all its massive global default database resources to develop a precise re-

lationship between default probability and default distance. This model provides results that are 
accurate and consistent with respect to real-world scenarios. 

3.2 Improved whale optimization algorithm 

In 2016, Mirjalili and Lewis proposed a new swarm intelligence optimization method called the 
WOA [25]. Whales use a distinctive hunting technique, known as the bubble-net hunting method, 
which is based on their observed social behavior. The working of the WOA is inspired by the be-
havior of whales. This technique may be roughly broken down into three stages: a bubble-net at-
tack, surround hunting, and hunting for prey. 

The whale surrounds the prey based on its location. Mimicking this, the WOA tries to identify 
the best search agent based on the location. The selected search agent is employed in the next 
step. Eq. 7 and Eq. 8 present the mathematical models of the process. 

𝐷𝐷��⃗ = | 𝐶𝐶���⃗ ∙ 𝑋𝑋∗(𝑡𝑡)�����������⃗ − 𝑋𝑋(𝑡𝑡)��������⃗ |  (7) 

where 𝐷𝐷 is the individual whale distance vector, 𝑋𝑋∗ is the localized ideal response, 𝑋𝑋 is the posi-
tion vector, 𝑡𝑡 is the current number of iterations and 𝐶𝐶 is the random number in the range [0,2]. 

𝑋𝑋(𝑡𝑡 + 1)�����������������⃗ = 𝑋𝑋∗(𝑡𝑡)�����������⃗ −  𝐴𝐴���⃗ ∙ 𝐷𝐷��⃗     (8) 

where 𝐴𝐴 is the random number in the range [-2,2]. The mathematical expression for 𝐴𝐴 is shown in 
Eq. 9. 

        𝐴𝐴���⃗ = 2𝑎𝑎 ���⃗  ∙ 𝑟𝑟 ��⃗ − 𝑎𝑎 ���⃗                                                                              (9) 

where 𝑎𝑎 is the linear decrease from 2 to 0, 𝑟𝑟 is the random vector between [0,1]. The mathematical 
expression of 𝐶𝐶 is shown in Eq. 10. 

𝐶𝐶 ���⃗ = 2 ∙ 𝑟𝑟 ��⃗            (10) 

Whales also use bubble-net strategies to attack their prey. The corresponding stage in the al-
gorithm include contraction encircling and two spiral updates. 

According to Eq. 8, when −1 < 𝐴𝐴 < 1, mirroring the change in the position of a group of 
whales, the search agent moves to the best agent in the new location and contracts. 

Eq. 11 describes the way a whale (agent) swims (moves) in a decreasing circle while adopting 
a spiral path. 

𝑋𝑋(𝑡𝑡 + 1)�����������������⃗ = 𝐷𝐷′���⃗ ∙ 𝑒𝑒𝑏𝑏𝑣𝑣 ∙ cos(2𝜋𝜋𝜋𝜋) + 𝑋𝑋∗(𝑡𝑡)�����������⃗         (11) 

where 𝐷𝐷’ is the distance in vector terms between the agent and the optimal agent in the current 
location, 𝑏𝑏 is the parameter that establishes the logarithmic helix form, and 𝜋𝜋 is the random num-
ber in [- 1,1]. An agent is closest to the resource when 𝜋𝜋 =  −1, and farthest from the resource 
when 𝜋𝜋 = 1. 

In the WOA, spiral renewal behavior and contraction encircling behavior occur simultaneously. 
Mirjalili and Lewis assumed that when updating the positions of the search agents, there would 
be a 50 % chance of using either the spiral model or the contraction wrapping process during each 
iteration of the WOA [24]. The mathematical model of this behavior is described in Eq. 12. 
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𝑋𝑋(𝑡𝑡 + 1)�����������������⃗ = �
𝑋𝑋  ∗(𝑡𝑡)�����������⃗ −  𝐴𝐴���⃗ ∙ 𝐷𝐷′���⃗   𝑝𝑝 < 0.5
𝐷𝐷′���⃗ ∙ 𝑒𝑒𝑏𝑏𝑣𝑣 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋𝜋𝜋) + 𝑋𝑋∗(𝑡𝑡)�����������⃗      𝑝𝑝 ≥ 0.5

     (12) 

where 𝑝𝑝 is the random number between [0,1]. 
Mirjalili and Lewis (2016) used parameter 𝐴𝐴  to describe the way whales hunt prey. 

When | 𝐴𝐴 |  >  1, the search agent is compelled to move toward another randomly chosen agent 
position. This process is called exploration. When | 𝐴𝐴 |  <  1, the search agent moves toward the 
optimal agent in its current location. This process is called development. 

Theoretically, the WOA can be regarded as a metaphorical machine that optimizes an entire 
environment. The mathematical model is shown in Eqs. 13 and 14. 

𝐷𝐷��⃗ = 𝐶𝐶 ���⃗ ∙ 𝑋𝑋𝑟𝑟𝑎𝑎𝑝𝑝𝑑𝑑�����������⃗ − 𝑋𝑋 ���⃗ (13) 
𝑋𝑋(𝑡𝑡 + 1)�����������������⃗ = 𝑋𝑋𝑟𝑟𝑎𝑎𝑝𝑝𝑑𝑑�����������⃗ −  𝐴𝐴���⃗ ∙ 𝐷𝐷��⃗     (14) 

where 𝑋𝑋𝑟𝑟𝑎𝑎𝑝𝑝𝑑𝑑 is the position vector for a randomly selected whale. 
Being a representative of the swarm intelligence algorithm, the WOA includes a few parame-

ters, has a straightforward algorithmic structure, and is easy to use. It falls under the category of 
bionic group optimization algorithms, exhibiting an outstanding performance in solving optimiza-
tion problems. To address the shortcomings of the WOA and its frequent low convergence [26-27], 
this study proposes improvements to the algorithm from the following three aspects.  

The WOA can suffer from getting trapped in local optima, and the algorithm can converge 
prematurely. It is necessary to balance the gradual convergence of the algorithm and its capacity 
for global search and overcome its premature convergence. The Gaussian mutation operation was 
introduced to tackle the slowing of personal evolution and the loss of population diversity. Eq. 15 
provides the probability density function of the Gaussian distribution.  

𝑓𝑓(𝑑𝑑) = 1
�2𝑝𝑝𝑎𝑎

𝑒𝑒−
(𝑥𝑥−𝑚𝑚)2

2𝑠𝑠2  (15) 

where 𝑚𝑚 is the expectation of the Gaussian distribution and 𝑐𝑐2 is the variance of the Gaussian dis-
tribution. When 𝑚𝑚 = 0 and 𝑐𝑐 = 1, the distribution follows the conventional Gaussian distribution. 
The mathematical representations of the WOA improved by Gaussian mutation based on Eqs. 8, 
11, and 14 are as follows. 

𝑋𝑋(𝑡𝑡 + 1) ������������������⃗ = (𝑋𝑋∗(𝑡𝑡) ������������⃗ − 𝐴𝐴 ���⃗ ∙ 𝐷𝐷��⃗ ) ∙ (1 + 𝑘𝑘 ∙ Gauss(0,1))        (16) 
𝑋𝑋(𝑡𝑡 + 1) ������������������⃗ = (𝐷𝐷��⃗ ′ ∙ 𝑒𝑒𝑏𝑏𝑣𝑣 ∙ cos(2𝜋𝜋𝜋𝜋) + 𝑋𝑋∗(𝑡𝑡) ������������⃗ ) ∙ (1 + 𝑘𝑘 ∙ Gauss(0,1))            (17) 

𝑋𝑋(𝑡𝑡 + 1) ������������������⃗ = (𝑋𝑋𝑟𝑟𝑎𝑎𝑝𝑝𝑑𝑑�����������⃗ − 𝐴𝐴 ���⃗ ∙ 𝐷𝐷��⃗ )  ∙ (1 + 𝑘𝑘 ∙ Gauss(0,1))  (18) 
where 𝑘𝑘 (0,1) is a decreasing random number and Gauss (0,1) is the standard Gaussian distribution. 

Regarding DE, it is a powerful technique for addressing limitations in optimization, and it fre-
quently been used in conjunction with other techniques in a variety of disciplines. The availability 
of a difference operator can lessen the blindness of the algorithm and speed up the optimization 
process. In the DE method, individual mutations are achieved by randomly selecting two individ-
uals from the population, scaling their vector differences, and combining them with the vector of 
the individual to be modified. If the new solution has a higher fitness value than the current opti-
mal solution, it replaces the current one; otherwise, the same solution is kept for the next iteration. 
Through this mechanism, individuals are guided to search for the optimal solution, accelerating 
the progress of the algorithm and lowering the likelihood of settling on a local optimal solution. 
The mechanism of DE correction is expressed in Eq. 19. 

𝑋𝑋(𝑡𝑡 + 1) ������������������⃗ = 𝑋𝑋𝚤𝚤(𝑡𝑡) �����������⃗ + 𝐸𝐸(𝑋𝑋𝑚𝑚(𝑡𝑡) �������������⃗ − 𝑋𝑋𝑝𝑝(𝑡𝑡) ������������⃗ )     (19) 

where 𝑋𝑋𝚤𝚤���⃗ ,  𝑋𝑋𝑚𝑚�����⃗ , 𝑋𝑋𝑝𝑝����⃗  are arbitrarily different individuals in the 𝑡𝑡-th generation population and 𝐸𝐸 is
the mutation factor. 

The AFSA is an adaptive optimization technique whose working is based on the behavior of 
fish shoals. An artificial fish looks for the best value among the neighboring fish in its field of vi-
sion, avoids overcrowding, and moves in its preferred direction. In the basic WOA, an agent simply 
encircles its intended target and looks for the necessary resources. Therefore, it can easily collide 
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or even converge to the local optimal value prematurely. Exploiting the congestion factor and the 
rear-end collision behavior of the AFSA, premature phenomena can be avoided early in the devel-
opmental stages of the algorithm, and the capacity of the algorithm for optimization can be in-
creased. The crowding degree discrimination method is expressed in Eq. 20. 

𝑌𝑌𝑚𝑚𝑎𝑎𝑥𝑥 ∕ 𝑛𝑛𝑑𝑑 > 𝑑𝑑𝑒𝑒𝜋𝜋𝑡𝑡𝑎𝑎 × 𝑌𝑌𝑝𝑝        (20) 

where 𝑌𝑌𝑚𝑚𝑎𝑎𝑥𝑥 are amount of the resources near the ideal place at present, 𝑌𝑌𝑝𝑝  is the self-state value 
of the artificial fish (agent), 𝑛𝑛𝑑𝑑 is the number of individual artificial fish (agent) and 𝑑𝑑𝑒𝑒𝜋𝜋𝑡𝑡𝑎𝑎 is the 
congestion factor. 

With an increase in the delta size, the capacity for congestion decreases while the ability of the 
algorithm to escape local optima increases. To avoid overcrowding around extreme values or 
strong points, the artificial fish (agent) will randomly depart or be rejected by other artificial fish 
(agent) when approaching such values, resulting in them being unable to precisely locate these 
values, slowing down the convergence speed of the algorithm. When the inequality holds, the ar-
tificial agent will consider the 𝑌𝑌𝑚𝑚𝑎𝑎𝑥𝑥 position to be too crowded. 

4. IWOA-KMV credit risk assessment model
4.1 Parameter variables 

Macroscopically, the enterprise stock market value 𝑉𝑉𝐸𝐸 includes two parts: the market value of the 
enterprise’s tradable shares 𝑉𝑉𝐸𝐸1, and the market value of the enterprise's non-tradable share VE2, 
that is, the market value of equity 𝑉𝑉𝐸𝐸2, which is given in Eq. 21. 

𝑉𝑉𝐸𝐸 = 𝑉𝑉𝐸𝐸1 + 𝑉𝑉𝐸𝐸2        (21) 

According to the Merton model, the enterprise stock market value can also be calculated using 
the company asset value VA, as given in Eq. 22. 

𝑉𝑉𝐸𝐸 = 𝑉𝑉𝐸𝐸 ∙ 𝑁𝑁(𝑑𝑑1) − 𝑒𝑒−𝑟𝑟∙𝑇𝑇 ∙ 𝐷𝐷 ∙ 𝑁𝑁(𝑑𝑑2)          (22) 

where 𝑉𝑉𝐸𝐸 is the equity market value, 𝑉𝑉𝐴𝐴 is the cumulative probability distribution function of the 
asset value, 𝑁𝑁(𝑑𝑑) is the normal distribution variable, 𝑟𝑟 is the risk-free interest rate 𝑇𝑇, is the debt 
maturity and 𝐷𝐷 is the debt book value.  

According to Ito’s lemma, the stock price volatility 𝑆𝑆𝐸𝐸  is given by Eq. 23. 

𝑆𝑆𝐸𝐸 = 𝑉𝑉𝐴𝐴
𝑉𝑉𝐸𝐸
∙ 𝑁𝑁(𝑑𝑑1) ∙ 𝑆𝑆𝐴𝐴  (23) 

The volatility 𝑆𝑆𝐴𝐴 of the asset values 𝑉𝑉𝐴𝐴 and return on assets can be calculated according to Eq. 
23, which represents the stock price volatility 𝑆𝑆𝐸𝐸 . 

The book value of the debt of an enterprise can be obtained from financial reports. According 
to the option pricing theory, when the corporate asset value 𝑉𝑉𝐴𝐴 is close to or less than the corpo-
rate debt book value 𝐷𝐷, the enterprise has a high probability of default risk, otherwise, the proba-
bility of default risk is small. 

The results of the KMV model after many sample analyses and calculations revealed that when 
the enterprise asset value 𝑉𝑉𝐴𝐴 was at a certain point between the short-term and total liabilities, 
the enterprise would default at a point called the default point. In the KMV model, the default point 
is defined as given in Eq. 24. 

𝐷𝐷𝐷𝐷𝑇𝑇 = 1′𝑆𝑆𝑇𝑇𝐷𝐷 + 0.5′𝐿𝐿𝑇𝑇𝐷𝐷   (24) 
where the short-term debt STD and long-term debt LTD have been added according to the coeffi-
cient combination (1,0.5), and the default trigger point 𝐷𝐷𝐷𝐷𝑇𝑇 is the standard coefficient configura-
tion of (1,0.5). 

Since the thick-tailed distribution of the asset value was different from the actual default of the 
enterprise, the default distance DD in the KMV model was used to express the distance between 
the probability distribution of the asset value and the starting point of default and further calcu-
late the expected default rate 𝐷𝐷𝐸𝐸𝐸𝐸 of the enterprise. 
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The overdue default rate 𝐷𝐷𝐸𝐸𝐸𝐸 of an enterprise indicates the possibility of default. 
In this study, to facilitate a simple comparison, we chose the one-year time deposit benchmark 

interest rate of Renminbi (RMB) from the financial institutions of the People's Bank of China in 
2019 as 1.50 %. Considering the 90-day treasury bond yield as a risk-free interest rate is a com-
mon approach in many financial markets around the world. However, when analyzing the Chinese 
financial market, it is important to consider the national conditions and the characteristics specific 
to it. 

In the KMV model, the debt maturity of credit risk assessment is usually one year and accu-
rately reflects the current state of short-term liabilities, where 𝑇𝑇 = 1. 

4.2 Model setting 

In the traditional KMV model, the default point is usually calculated as the sum of the short-term 
debt multiplied by 1 and the long-term debt multiplied by 0.5. To explore the best choice of the 
default point for the KMV credit risk assessment model, we modified the KMV model and set the 
default point as the linear sum of the long-term debt multiplied by b and the short-term debt mul-
tiplied by 𝑎𝑎. The IWOA iteratively calculates the optimal combination of the coefficients (𝑎𝑎 and 𝑏𝑏) 
for short-term and long-term debt with the aim of determining the closest approximation to 𝐷𝐷𝐷𝐷𝑇𝑇, 
as shown in Eq. 25. 

𝐷𝐷𝐷𝐷𝑇𝑇 = 𝑎𝑎′𝑆𝑆𝑇𝑇𝐷𝐷 + 𝑏𝑏′𝐿𝐿𝑇𝑇𝐷𝐷         (25) 
An enterprise faces a higher default risk if its estimated asset value is below the default point. 

In the KMV model, the degree of default risk can be clearly measured through the default distance 
and default point. Under the general assumption of normal distribution, the default rate can be 
determined using a probability distribution function. Since there is currently no credible rating 
agency in China, it is essential to have a single measurement standard for the chosen samples. This 
study derives conclusions from the assessment of the China Securities Regulatory Commission 
regarding special treated (ST) shares. The CSRC marks identified listed companies with abnormal 
conditions and designates them as ST shares to alert investors of potential investment risks. The 
determination of the optimal default point of the KMV model can be transformed into an optimi-
zation problem by considering whether the evaluated enterprise has been categorized as an ST 
share or non-ST share. 

A company with a good credit is considered a good credit company belonging to category G 
and one with a bad credit is considered a bad credit company belonging to category B. We chose 
equal amounts of data from companies with and without ST shares. The proportion of samples 
from firms with and without ST shares was 𝑁𝑁/2.  

Since the number of samples of ST and non-ST shares was the same, according to the KMV 
model, the default distance 𝐷𝐷𝐷𝐷 of each company adopted the mean 𝐷𝐷𝐷𝐷������⃗  as the discriminant crite-
rion; that is, when the default distance 𝐷𝐷𝐷𝐷 of the evaluated company was less than or not less than 
𝐷𝐷𝐷𝐷������⃗ , the company was judged to be class B or class G, respectively, as shown in Eq. 26. 

if �
𝐷𝐷𝐷𝐷 ≥ 𝐷𝐷𝐷𝐷������⃗     the company is judged as 𝑎𝑎 class G company 
𝐷𝐷𝐷𝐷 ≤ 𝐷𝐷𝐷𝐷������⃗     the company is judged as a 𝑐𝑐𝜋𝜋𝑎𝑎𝑐𝑐𝑐𝑐 B company

  (26) 

Correct classification: 

a. ST share companies are classified as class B
b. Non-ST share companies are classified as class G
Classification errors: 
c. ST share companies are mistakenly classified as class G
d. Non-ST share companies are mistakenly classified as class B

The probability of occurrence of the misclassification error m for the mistaken classification of 
companies with c ST shares as class G is given by Eq. 27. 

𝐷𝐷1 = 1 − 2𝑚𝑚
𝑁𝑁

                                                                              (27)
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The probability of occurrence of the misclassification error n for the mistaken classification of 
companies with d non-ST shares as class B in is given in Eq. 28. 

𝐷𝐷2 = 1 − 2𝑝𝑝
𝑁𝑁

                                                                              (28)
The average misjudgment rate refers to the average probability of misjudgment caused by the 

two deviation coefficients a and b when the IWOA model is used to calculate the optimal combi-
nation of deviation coefficients. The average misjudgment rate is expressed by Eq. 29. 

𝑓𝑓(𝑎𝑎, 𝑏𝑏) = 𝑚𝑚𝑚𝑚𝑛𝑛 (1 − 𝑚𝑚+𝑝𝑝
𝑁𝑁

)             (29) 

Fig. 1 illustrates the steps involved in the determination of the optimal default coefficient com-
bination based on the IWOA-KMV model. 

Fig. 1 Steps in the IWOA-KMV model 

5. Simulation study on IWOA-KMV credit risk assessment model
5.1 Sample data acquisition and processing 

The KMV model was selected to optimize and improve the IWOA-KMV model and assess the credit 
risk of businesses using real-time data from the capital market, which requires public information. 
Additionally, considering the challenges involved in gathering data samples and the accessibility 
of actual business financial data, we selected the data of listed companies as samples to simulate 
the IWOA-KMV model and verify its effectiveness. The data of risk warning (ST or * ST) companies 
were selected to conduct model simulation research. The ST or * ST mark indicates that a partic-
ular company has sustained a continuous operating loss for 2–3 years, potentially posing a risk of 
delisting. There are some measures, such as special treatment or a delisting warning, which are 
used to deal with a listed firm with an * ST designation; such a firm has experienced operating 
losses for two years in a row or has unusual circumstances, including financial data fraud, which 
may lead to the risk of delisting. * ST shares indicate a delisting warning. Stock exchanges take 
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special measures to address companies with investment risks, including poor operating condi-
tions and financial anomalies, to provide warnings to investors. 

In this study, we selected companies marked as ST and non-ST in the same industry from 2014 
to 2019 for data analysis. Then, we determined the default distance and default probability of the 
two types of businesses using the IWOA-KMV model to assess whether they were consistent with 
the actual condition of the companies (in terms of the ST designation). The sample was divided 
into training and testing sets. For the training samples, 150 listed companies classified as ST and 
150 companies classified as non-ST from China, covering the years 2014, 2015, and 2016, were 
selected. These samples were used to calculate the optimal coefficient of the default point. In 2017, 
2018, and 2019, 150 Chinese listed companies in China were designated as ST, and the corre-
sponding 150 listed companies in the north (not by ST) were selected as test samples, and the 
effectiveness of the model was statistically analyzed. 

5.2 Model simulation 

To explore the best combination of the optimal short-term debt coefficient a and long-term debt 
coefficient b in the KMV credit risk assessment model and modify the default point to improve the 
results of the model, the IWOA was utilized in this study to carry out the optimal iteration on the 
basis of the KMV model and construct the IWOA-KMV calculation model for the optimal default 
coefficient. Using the idea of optimization to determine the best combination of the optimal short- 
and long-term debt coefficients (a, b), we modified the default point for the model to obtain better 
results. The parameter settings of the IWOA and IWOA-KMV are listed in Table 1. 

Table 1 IWOA and IWOA-KMV parameter settings 
Parameters Value Meaning 
SearchAgents_no 50 Population size 
G 0 Initial number of iterations 
Max_iteration 500 Maximum number of iterations 
r 1.50 % Risk-free rate of return 
T 1 Debt maturity 

  (a0, b0) (1,0.5) Initial default coefficient combination 

One hundred and fifty companies in China were listed with ST in 2014, 2015, and 2016. The 
corresponding unidentified companies (listing status is Norm) were selected as the development 
samples. The IWOA was applied to 50 iterations of the training samples to calculate the optimal 
coefficient combination of the default points. Finally, the optimal default coefficient combination 
of the current liability and long-term liability was obtained in the optimal default point calculation 
equation, and the ideal short-term debt to long-term liability default coefficient combinations 
were approximately 3.06 and 1.13, respectively. 

The optimal default point of the IWOA-KMV model is calculated as shown in Eq. 30. 
𝐷𝐷𝐷𝐷𝑇𝑇 = 3.06′𝑆𝑆𝑇𝑇𝐷𝐷 + 1.13′𝐿𝐿𝑇𝑇𝐷𝐷         (30) 

In 2017, 2018, and 2019, 210 Chinese listed firms were chosen as test samples, and the corre-
sponding unidentified companies (listing status is normal) were selected as test samples. The 
KMV and IWOA-KMV models were used to simulate the test samples. The calculation rules for the 
default point in the KMV model are given by Eq. 31. 

𝐷𝐷𝐷𝐷𝑇𝑇 = 1′𝑆𝑆𝑇𝑇𝐷𝐷 + 0.5′𝐿𝐿𝑇𝑇𝐷𝐷             (31) 
The calculation rules for the default points in the IWOA-KMV model are given by Eq. 32. 

𝐷𝐷𝐷𝐷𝑇𝑇 = 3.06′𝑆𝑆𝑇𝑇𝐷𝐷 + 1.13′𝐿𝐿𝑇𝑇𝐷𝐷           (32) 
To demonstrate the effect of the model correction more intuitively, a double comparison was 

used to simulate the model. 
The default distance 𝐷𝐷𝐷𝐷𝐾𝐾𝐾𝐾𝑉𝑉 and 𝐷𝐷𝐷𝐷𝐼𝐼𝐼𝐼𝐼𝐼𝐴𝐴−𝐾𝐾𝐾𝐾𝑉𝑉 of each enterprise were calculated by using the 

KMV model and IWOA-KMV model, respectively, to determine the extent of any potential improve-
ments in the measurement accuracy of the default coefficient and whether the IWOA-KMV model 
had a better discrimination effect than that of the KMV model. 
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The data of the ST share and non-ST share companies were used for the simulation to verify 
whether the IWOA-KMV model had a better accuracy than that of the KMV model. The extent of 
the improvement in the performance of the KMV model through the IWOA could reveal a good 
distinction between the companies designated as ST (listing status is ST or * ST) and unmarked 
companies (listing status is Norm), which primarily depicted the amount of disparity between the 
default distances of the two types of firms, thus proving the goodness-of-fit and measurement 
performance of the IWOA-KMV model. 

5.3 Analysis of simulation results 

First, the calculation results of the test sample data were analyzed. The data with no obvious 
anomalies were marked as correct, and the correctness rate was calculated. A comparison of the 
correct rate of the default distance under different combinations of the default coefficients used 
by the KMV and IWOA-KMV models is given in Table 2. 

According to the calculation results, the accuracy of the IWOA-KMV model was higher than that 
of the KMV model for both the ST share and non-ST share comnpaines. 

Using the mean difference test of the results of the test samples calculated by the IWOA-KMV 
model, the default distances under different combinations of the default coefficients used by the 
KMV and IWOA-KMV models were compared. The results are presented in Table 3. 

It is widely known that the probability of the default increases as the default distance de-
creases. The default probability of the ST companies was higher than that of the norm companies 
in the calculation findings of the two models, adhering to practical scenarios. Furthermore, the 
average default distance of the IWOA-KMV model was 1.67, which was much greater than the 1.09 
of the KMV model, from the perspective of mean difference. Therefore, based on the optimal de-
fault coefficient combination calculated by the IWOA algorithm, it was clear that the IWOA-KMV 
model and the KMV model had different results, and the default point correction had a better dif-
ferentiation for the two types of companies with different degrees of risk. 

Table 2 Comparison of the correct rates of the default distance under the KMV model and IWOA-KMV model 
  Model Correct rate of the default distance 

Name Default coefficient combination ST share company (%) Norm. corp. (%) 
KMV (1,0.5) 95.71   91.90 
IWOA-KMV (3.06, 1.13) 98.10   97.62 

Table 3 Comparison of the mean difference of the default distance between the KMV model and IWOA-KMV model 
  Model Average default distance Mean difference 

Name Default coefficient combination   ST company   Norm. corp. 
KMV (1,0.5) 1.79   2.88 1.09 
IWOA-KMV (3.06, 1.13） 1.54   3.21 1.67 

6. Conclusion
Currently, China's cloud warehouse platform model is still in its early stages. The existing litera-
ture on cloud warehouse platforms, shared warehousing, and related supply chain financial ser-
vices is limited, and publicly available data is scarce. Additionally, because the cloud warehouse 
model does not have a unified standard, there are many types of financial service products, and 
the links involved in financing risk control are complex. There are certain limitations in our anal-
ysis of financial risk in a supply chain using a cloud warehouse platform. 

This study presents a thorough analysis of the novel financing model for the cloud warehouse 
platform from the perspective of the intelligent supply chain finance revolution and provides a 
preliminary discussion on the current situation and management methods of credit risk assess-
ment using the cloud warehouse financing model. Considering the cloud warehouse platform, this 
study examines and assesses the financial credit risk associated with the supply chain and con-
ducts an in-depth analysis of the unique individual risk of the operation mode of the cloud ware-
house. The evaluation problem was simultaneously transformed into an optimization problem, 
and the optimization mechanism of the swarm intelligence optimization algorithm was used as a 
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reference to determine a reasonable default point and default distance. Additionally, the WOA was 
selected instead of the swarm intelligence optimization algorithm in enhancing the optimization 
performance of the conventional WOA and handling this problem more effectively. Based on the 
optimization capabilities of the enhanced algorithm and the analysis of China's credit risk situa-
tion, this study proposes the IWOA-KMV model, which is an improvement on the traditional KMV 
measurement model. This model is a new credit risk measurement method that can support ad-
vancements in existing credit risk measurement practices. In the early stage of listing, small and 
medium-sized enterprises may have a large number of non-tradable shares and imperfect data, and the 
value of non-tradable shares cannot be directly observed by the market. 
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Calendar of events

• IMTS 2024, International Manufacturing Technology Show, September 9-14, 2024, Chicago,
USA.

• 27TH European Conference on Artificial Intelligence, October 19-24, 2024, Santiago de Com-
postela, Spain.

• 16th EAI International Conference on Simulation Tools and Techniques, December 9-10,
2024, Bratislava, Slovakia.

• International Conference on Smart Materials & Structures, March 27-28, 2025, Berlin, Ger-
many.

• 14th Spring World Congress on Engineering and Technology (SCET 2025), April 19-21, 2025,
Guilin, China.

• International Connect & Expo on Material Science and Engineering, April 28-20, 2025, Rome,
Italy.

• 2025 Annual Modeling and Simulation Conference (ANNSIM’25), May 26-29, 2025, Madrid,
Spain.

• Fifth International Conference on Simulation for Additive Manufacturing (Sim-AM 2025),
September 9-11, 2025, Pavia, Italy.
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