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Abstract: This paper describes an evaluation of the prosody modeling in an HMM-based Slovene speech-synthesis system that is suitable for embedded
systems due to its relatively small memory footprint. The objective-evaluation procedure is based on the results of the automatic recognition of syntactic-
prosodic boundary positions and accented words in the synthetic speech. We have shown that the recognition resuits represent a close match with the
prosodic notations, labeled by the human expert on the natural-speech counterpart produced by the speaker whose speech was used to train the
speech-synthesis system. Therefore, the recognition rate of the prosodic events is proposed as an objective evaluation measure for the quality of the
prosodic modeling in the speech-synthesis system. The results of the proposed evaluation method are also in accordance with previous subjective-
listening evaluation tests, where high scores for the naturalness for such a type of speech synthesis were observed.

Ocenjevenje prozodije za vgrajene sisteme za sintezo
slovenskega govora

Kjuéne besede: vgrajeni sistemi, sinteza govora, akusticno modeliranje s PMM, modeliranje prozodije, evaluacija sinteze govora, razpoznavanje pro-
zodiénih oznak, metoda podpornih vektorjev, jedro RGB

1zvle&ek: Clanek opisuje vrednotenje modeliranja prozodije v sistemu za sintezo slovenskega govora, ki deluje na osnovi prikritih Markovovih modelov
(PMM). Zaradi relativno skromne zasedbe pomnilnika programa za sintezo, je tak nadin zelo uporaben za realizacijo v vgrajenih sistemih. Objektivna
metoda vrednotenja je zasnovana na osnovi samodejnega razpoznavanja mest sintaktiGno-prozodicénih mej in poudarjenih besed v sintetiziranem govoru.
Rezultati razpoznavanja kazejo veliko ujemanje med polozZaji sintakticno-prozodiénih mej in poudarjenimi besedami, ki jih je ekspert oznadil na pripada-
jo¢em naravnem govoru govorca, katerega govor smo uporabili za uéenje sistema za sintezo govora. V tem smislu delez pravilno razpoznanih prozodicnih
dogodkov predlagamo za merilo uspesnosti prozodi¢nega oblikovanja v sistemu za sintezo govora. Rezuitati predstavijene evaluacije so tudi skladni s
predhodnimi subjektivnimi sludnimi ocenjevanii, ki so dala relativno visoke ocene v smislu naravnosti takega nadina sinteze govora.

els (HMMs) are widely used for the automatic segmenta-
tion and labeling of speech databases (e.g. /7/).

1. Introduction

Modern speech synthesizers are able to achieve high in-
telligibility; however, they still suffer from rather unnatural
speech. Recently, to increase the naturalness of speech-
synthesis systems, there has been a noticeable shift from
diphone-based toward corpus-based unit-selection speech
synthesis /3/. This has been made possible by the rapid
increase in the speed and capacity of computer resourc-
es. The main idea in unit-selection speech-synthesis sys-

However, to achieve a reasonable performance with such
corpus-based systems large computational resources are
required, and these are often not available when dealing
with embedded systems. Since our objective was to de-
velop a speech-synthesis system that should operate with
embedded-systems applications, we focused our research
on systems with a relatively small memory footprint.

tems is to dynamically select appropriate speech units (e.qg.,
diphones) from a large speech database, and in this way
reduce the need for signal-manipulation algorithms (e.g.,
PSOLA) which significantly degrade the quality of the
speech.

In such systems the emphasis is more on engineering tech-
nigues (searching, optimization, statistical modeling) than
on linguistic-rule development /8/. Many of these algo-
rithms are borrowed from the automatic-speech-recogni-
tion (ASR) community. For example, hidden Markov mod-
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In accordance with current trends an HMM-based approach
to speech synthesis for Slovene was implemented. In con-
trast to other corpus-based speech-synthesis systems, a
system using acoustic models trained on a large speech
database using HMM techniques provides a relatively small
memory footprint, comparable to - or even smaller than -
the footprint of embedded diphone-based systems /5, 17/,
and demands no special computational load.

Subjective listening-evaluation tests of the HMM-based
system showed a surprisingly high level of prosodic quality
for such synthesized speech, although no special proso-
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dy modeling was used in the system /14/. in our present
research we tried to apply the established methods already
used in ASR for prosodic-events recognition to evaluate
the prosodic content in the synthesized speech.

The rest of the paper is organized as follows. Section 2
overviews the main idea behind the HMM-based speech-
synthesis system. In Section 3 we present the prosodic
labeling and databases used for the training and the evalu-
ations. Section 4 gives a short description of the prosodic
features and classification procedure for the detection of
prosodic events in a speech-synthesis system. The results
of the experiments are discussed in Section 5. Finally,
concluding remarks and plans for future work are present-
ed in the last section.

2 HMM-based speech synthesis

The selected HMM-based approach for speech synthesis
differs from other approaches because it uses the statisti-
cal framework of HMMs not only for the segmentation and
labeling of the database but also as a model for speech
production. The method was originally proposed in /11/
and later extended by Yoshimura et al. /15/.

A schematic representation of building and using an HMM-
based speech-synthesis system is shown in Figure 1. The
top pane shows a training step of such a system, where a
statistical model of the speech is estimated (middle part).
In the bottom pane a synthesis step is shown, where the
speech signal is generated.
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Fig. 1: Schematic diagram of HMM-based training
and synthesis procedures.

For a reliable estimation of the parameters of the statistical
model a speech parametrization is required. Since we want
to be able to synthesize high-quality speech, the parame-
ters should contain enough information for the reconstruc-
tion of speech, which should be perceptually similar to the

original. Forthis purpose, the source-filter theory of speech
production /9/ is applicable. in order to follow this theory,
the parameters of the vocal tract transfer function and the
excitation (fo) need to be estimated. We used MFCGC and
log fo parameters along with their A and AA counterparts.

The procedures for estimating the parameters of HMMs
are well known from the field of ASR, and can also be ap-
plied in our case. A difference here is that additional pa-
rameters of the excitation should be modeled. For this
purpose, new types of HMMs are introduced. They are
called multi-space-distribution (MSD) HMMs, and are pre-
sented in /13/.

A detailed description of the speech parametrization and
the HMM structure that we used is given in /14/.

For duration modeling a possible solution is to incorporate
explicit state duration densities (non-parametric or para-
metric). However, this increases the storage and compu-
tational time significantly, and also increases the need for
more training material. To avoid those problems we make
a simplification and estimate the duration densities only
when the training process is already finished /15/. Evalu-
ation tests using this kind of duration prediction give com-
parable results / 14/ to the previously developed two-stage
duration model for speech synthesis using the diphone-
concatenation technique /4/.

The memory size of the statistical acoustical and duration
models, the pronunciation dictionaries and the object code
of the current version of the speech-synthesis system was
approximately 1.5 MB.

3  Prosody labeling

We have decided to investigate the possibility of generaliz-
ing the described speech-synthesis approach to enable
some simple prosody modeling. Therefore, the same
speech corporathat were used for the training of the HMM
acoustic models used in the speech synthesis were man-
ually annotated with syntactic-prosodic boundaries and
word accents in the utterances. These corpora consist of
578 sentences (37 minutes of speech) uttered by the
speaker 02m from the Slovenian Weather Forecast Speech
Database (VNTV) /7/. Recently, when SiBN speech cor-
pora were recorded and annotated /17/ we acquired ad-
ditional records of weather forecasts from the same speaker
consisting of an additional 253 sentences (17 min of
speech). These data were also prosodically annotated in
the same manner. The syntactic-prosodic boundaries along
the lines of /1/ were annotated for the transliterations of
speech utterances, and word accents were labeled via
acoustic perceptual sessions. We used the same prosod-
ic annotation as in our previously reported work /6/. Sim-
ifar annotations for Slovene speech were also used by
/10/. Three-class annotation was used in each utterance
for the prosody boundaries and the word accents. They
are listed in Table 1 and Table 2.
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Table 1: Syntactic-prosodic boundary labels

M3 : Clause boundaries
M2 : Constituent boundaries

likely to be marked prosodically
MO : Every other word boundary

Table 2: Word accent labels

PA : The most prominent (primary) accent
within a prosodic clause

SA: All other accented words are marked
as carrying a secondary accent

UA Unaccented words

An example of the labeled text utterance is given below’:

V prihodnjih SA dneh bo vroée PAM3. Ob koncu SAted-
na PA M2 pa se bo vrocCini SA pridruzila se M2 sopar-
nost SA M3.

English translation: In the following days it will be hot.
During the weekend the hot weather will be accompa-
nied by sultry conditions.

4 Prosodic features selection and
classification

Classification was performed using prosodic feature sets
derived from duration segmental characteristics on the word
level, speaking rate, energy and pitch. The duration and
energy features were additionally normalized by applying
normalization procedures based on statistical parameters
that were estimated from the training data /2/ (pp. 38-59).

The energy and pitch features were based on the short-
term energy and fp contour, respectively. Some of the fea-
tures that were used to describe a pitch contour are shown
in Figure 2. Additionally, we used the mean and the medi-
an as features /2/ (pp. 59-62).

We derived the same features set (95 features) that were
proposed in the experiments on German speech /2/ (page
103). All 95 features were computed on the Slovene
speech databases that were used in our evaluations.

The prosody events were detected by support vector ma-
chines (SVMs) /19/. In our previous studies a classifica-
tion with neural networks was also performed /6/, but we
gained a significant improvement in terms of recognition
scores when SVMs were applied. The LIBSVM software
/18/ was used for the training and recognition tests. We
used the RBF kernel with C = 2% and y = 2°. Note that all
the data were linearly scaled into the [-1, +1] range during
the pre-processing stages.

1 MO and UA labels are not indicated in the example.
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Fig. 2. Example of features used to describe a
pitch contour.

5 Experimental results

Our first experiments on the recognition of prosody events
were made on the same data set (02m VNTV part) that
was used for the training of the HMM-based Slovene
speech-synthesis system. We used the data text transcrip-
tion and the Viterbi forced alignment method to label the
speech on the phoneme- and word-duration level. After-
wards, 95 dimensional feature vectors were computed for
each word of the uttered speech. In total, 6363 vectors
with an accompanying 6363 syntactic-prosodic boundary
markers and word-accent markers were determined.

5.1 Cross evaluation on natural speech

The first evaluation was performed on natural speech. The
cross evaluation was accomplished by dividing the data
into 5 training and test subsets. The cross-evaluation re-
sults gave an 81% average overall recognition rate and a
75% class-wise recognition rate for the detection of syn-
tactic-prosodic boundaries, and a 69% overall recognition
rate and a 66% class-wise recognition rate for word-ac-
cent detection. The results proved the consistency of the
speech-data labeling procedure and the appropriateness
of using SVYM for classification process. The cross-evalua-
tion results from this step also served to determine the
applicable pair of RGB-kernel parameters reported in Sec-
tion 4.

5.2 Recognition of the prosodic events in
the synthesized speech counterpart

In our next experiment a new database consisting of the
synthesized speech generated from text transcriptions of
speech-data recordings used for the training of the speech-
synthesis system was acquired. In this way we obtained
the synthesized-speech database counterpart of the orig-
inal natural-speech database (02m VNTV part). We were
also able to use the same prosodic markers as in the pre-
vious experiment. To determine the prosodic feature vec-
tors for synthesized speech this database was also labeled
on the phoneme- and word-duration levels. Surprisingly,
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the cross-evaluation check on this database gave entirely
comparable results to those obtained from the natural-
speech counterpart. And even when we were using the
natural-speech database for training and its synthesized
counterpart for testing, we still got relatively high recogni-
tion scores, with an 83.8% overall recognition rate, a 70.7%
class-wise recognition rate for prosodic boundaries, and a
77.5% overall recognition rate and a 89.9% class-wise rec-
ognition rate for word accents. The confusion matrices for
each class are given in Table 32 and Table 4.

Table 3: Confusion matrices for syntactic-prosodic
boundaries recognition in absolute and relative figures
for synthesized speech. The recognition system was
trained on the natural-speech counterpart.

actual/predicted | MO | M2 M3 | all actual

MO 3662 | 429 23 4114
M2 266 |1034 43 1343
M3 527 125 151 328

all predicted (3980 [1588 | 217

actual/predicted MO M2 M3
MO 89.0% [10.4% | 0.6%

M2 19.8% | 77.0% | 3.2%
M3 5.9% |38.1% | 46.0%

Table 4: Confusion matrices for word-accent recognition
in absolute and relative figures for synthesized speech.
The recognition system was trained on the natural-
speech counterpart.

actual/predicted | UA SA | PA |all actual

UA 3456 | 417 151 4024
SA 3411 955 137 1433
PA 200 | 188 518 906

all predicted 3997 | 1560 | 806

actual/predicted UA SA PA
UA 85.9% | 10.4% | 3.7%
SA 23.8% | 66.6% | 9.6%
PA 22.1% | 20.7% | 57.2%

Although, as already mentioned in the Introduction sec-
tion, subjective listening-evaluation tests of the system
showed a high level of prosodic quality / 14/, we were sur-
prised with these figures. The relatively high recognition
results could be due to the method used to acquire the
HMM acoustical models for sub-word units of the speech-

synthesis system. In our case, triphone units that repre-
sented an acoustic model of each phoneme of Slovene
with a specific left and right phoneme context were mod-
eled /14/. Since our training database was very domain
specific (nearly consecutive season weather forecasts)
consisting of only 770 different words, we could expect
that the training material for the specific triphone unit was
obtained in a large part from uttered word(s) in a specific
prosodic context. Based on this assumption, synthesized
words in the same context ~ we have used text transcrip-
tions of training speech material ~ possess similar basic
prosodic attributes in terms of duration, pitch and energy,
and could therefore enable an appropriate prosodic
impression.

Since in this case we got a very close match of the pro-
sodic features between natural and synthetic speech, the
question arises as to what degradation in terms of auto-
matic prosodic-events recognition could we expect if some
different text in the same domain of weather forecasts were
to be synthesized?

5.3 Recognition of the prosodic events in
synthesized speech from the test set

As mentioned in Section 3, we have recently acquired new
speech material from the same speaker that was used for
the training of our speech-synthesis system. This speech
material includes 267 different words (35%) that were not
uttered in the training database, and almost all the uttered
sentences - except some short sentences expressing
opening and closing remarks - were different from those
in the training set. This new database was prosodically
annotated. On the basis of its text transcription we were
again able to produce its synthesized counterpart, which
was additionally labeled on the phoneme and word-dura-
tion level. Afterwards, prosodic feature vectors for this new
synthetic speech data were computed.

In our next recognition experiments the database that con-
sisted of the synthesized speech from the VNTV database
was used to train the SVYM classifier, and this new data was
used for the recognition tests. In this case we still got a
relatively close match between the annotation of the syn-
tactic-prosodic boundaries and the recognition results,
which is shown in Table 5. The overall recognition rate
was 75% and the class-wise recognition rate was 66%.

2 In syntactic-prosodic boundaries recognition we did not count the recognition of the M3 marker at the end of each utterance,

since the recognition of this marker is trivial.

3 Asin Table 3, we did not count the recognition of the M3 marker at the end of each utterance.
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Table 5: Confusion matrices for syntactic-prosodic
boundaries recognition in absolute and relative figures
for the test part of the synthesized speech. The
recognition system was trained on the VNTV synthesized
speech.

As expected, the recognition results depicted in Tables 7
and 8 depend on the selection of utterances, showing a
decreasing recognition rate when more unseen events
(words) are included in the test samples. This is also an
indication that such a type of evaluation method is reason-
ably sensitive to small changes in synthesized speech.

With the recognition of word accents we encountered
strong confusion® between the primary accent (PA) and
other accented words (SA) in comparison with the human
labeler's annotations, and therefore a stronger degrada-
tion in the recognition scores, where we got a 62% overall
recognition rate and 53% class-wise recognition rate. Nev-
ertheless, the automatic distinction between the accent-
ed words and those without accent still remains relatively
high (Table 6), showing an adequate prosodic content of
the test part of the synthesized speech.

Table 6: Confusion matrices for word-accent recognition
in absolute and relative figures for the test part of the
synthesized speech. The recognition system was trained
on the VNTV synthesized speech.

actual/predicted UA PA and SA | all actual
UA 1250 417 1783
PA and SA 221 936 1157
all predicted 1471 1353
actual/predicted UA PA and SA
UA 70. 1% 29.9%
PA and SA 19.1% 80.9%

We also separately explored the recognition results for three
subsets of test utterances. The first set of utterances (Test
1) consisted of sentences where the speaker used words
that were already used in the training process. The sec-
ond subset was composed of utterances where at least
one word was different from the words used in the training
stage (Test 2), and in the third subset there were utteranc-
es that differed by two or more words (Test 3).

actual/predicted | MO | M2 | M3 | all actual Table 7: Recognition results for prosodic-syntactic
MO 1606 | 303 | 87| 1996 boundaries in synthesized speech for three different test
M2 160 | 328 50 538 subsets.
M3 31 36 86 153
all predicted 1797 | 667 | 223 Test | Number of | Recognition | Recognition
sets utterances overall class- wise
actual/predicted MO M2 M3 Test 1 103 76.0% 66.8%
MO 80.5% 15.2% 4.3% Test 2 150 74.8% 65.4%
M2 29.7% | 61.0% 9.3% Test 3 86 73.8% 62.7%
M3 20.3% | 23.5% 56.2%

Table 8: Recognition results of accented words (PA and
SA) in synthesized speech for three different test

subsets.
Test | Number of | Recognition | Recognition
sets utterances overall class - wise
Test 1 103 77.4% 78.5%
Test 2 150 72.9% 74.0%
Test 3 86 72.3% 73.3%

6 Discussion

On the basis of the presented results, the prosodic quality
of domain-constrained synthesized speech produced by
an HMM-based speech-synthesis system is relatively high,
even though no additional prosodic modeling was includ-
ed in the system. This could be an important issue when
dealing with embedded systems where an expansion of the
system model usually leads to an additional demand for a
larger memory footprint and more computational power.

A further improvement in the prosody modeling could be
achieved if the prosodic markers in the training set were to
be used to build different prosody-specific acoustic mod-
els of sub-word units. Note, however, that in this case the
text-to-speech system should be able to extract prosodic
markers from the text that is to be synthesized. Some pre-
vious studies indicate /1/ that automatic prosodic annota-
tion based on appropriate statistical n-gram modeling gives
reasonably good results and could be used for this task.
Our evaluations also showed that better results can be
expected for limited-domain speech synthesis, which is
also the most common synthesis approach when using
embedded devices.

4 This confusion could also partly depend on the in consistency of the human labeler, since there is a 4-year gap between the

labeling of the training and test sets.
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After analyzing the recognition results, the automatic rec-
ognition of prosodic events was also shown to be an effec-
tive tool for the objective evaluation of the performance of
speech-synthesis systems on the prosody-modeling level
and could therefore also be used for side-by-side compar-
isons of the different systems. The application of such a
type of evaluation in comparison with subjective evalua-
tion tests - where a set of representative listeners should
be gathered for each evaluation test, questionnaires pre-
pared, filled in and analyzed - is much less time consum-
ing and could be easily reproduced.

7 Conclusion

We have described experimental results from an automat-
ic recognition of prosodic events in the synthesized speech
produced by an HMM-based speech-synthesis system. The
results indicate that such kinds of tests could be used as
an objective measure for the evaluation of prosody mode-
ling in speech-synthesis systems. They also confirm a rel-
atively good impression of naturalness with HMM-based
speech synthesis, which was also noticed during previ-
ously performed subjective listening tests. The results of
this study also suggest that it could be worthwhile to make
use of the presented (or similar) prosodic annotations of
training speech corpora for constructing prosody-specific
sub-word acoustic models. However, the effectiveness of
such an approach is still to be confirmed empirically, which
we plan to do in our future experiments.
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