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FOREWORD

Having received a lively response to our call fapgrs on the lexicography of
Japanese as a second language, the editorial Heaided to dedicate two issues of
this year’s ALA to this theme, and | am happy twaduce the second round of papers,
after the first thematic issue published in Octdbés year.

This issue is again divided into two parts. Thetfiwo papers offer analyses of
two aspects of existing dictionaries from the panfitview of Japanese language
learners, while the following four papers preseattipular lexicographic projects for
learners of Japanese as a foreign language.

The first paper, byKanako Maebo, entitled A survey of register labelling in
Japanese dictionaries - Towards the labelling ofdsan dictionaries for learners of
Japanesganalyses register labelling in existing dictidgaarof Japanese, both in those
expressly intended for learners of Japanese asoadéanguage and those intended for
native speakers, pointing out how register inforamaprovided by such dictionaries is
not sufficient for L2 language production. Afterestsing the usefulness of usage
examples for learners trying to write in Japanebe, offers an example of a corpus-
based register analysis and proposes a typolodgbefs to be assigned to dictionary
entries, calling for the development of corporaliffierent genres to be used for lexical
analysis.

In the second papeAn analysis of the efficiency of existing kanjierds and
development of a coding-based ind&alina N. Vorobeva andVictor M. Vorob ev
tackle one of the most time-consuming tasks learoédapanese are confronted with:
looking up unknown Chinese characters. After a aetmgnsive description of existing
indexes, including less known indexing systems kbpexl by Japanese, Chinese,
Russian and German researchers, they comparefitierafy of these systems using
the concept of selectivity, and propose their ovadilg-based system. Although
searching for unknown characters is becoming irstngéy easy with the use of optical
character recognition included in portable eledtraffictionaries, tablets and smart-
phones, not all learners have yet access to swibede Efficient indexes for accessing
information on Chinese characters are therefork ativaluable tool to support
language learners in this most tedious task, wthiéeability to decompose a character
into component parts remains an important basistfaracter memorisation.

The second part of this issue presents four pj@oted at supporting particular
lexical needs of learners of Japanese as a seangddge.

In the first paperPevelopment of a learners’ dictionary of polysemdapanese
words and some proposals for learners’ lexicogrgpBlgingo Imai presents a new
lexicographic approach to the description of palyses words. As Imai rightfully
stresses, the most basic and common words leagnleedinning language learners are
actually often very polysemous; being deceivinghmpe at first glance, they are often
introduced with simple glosses or basic prototypgmeamples at the first stages of
learning, and later treated as known words in mégliate or advanced textbooks, even
if used for less common senses which are still amknto the learners, causing much
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confusion. In the dictionary series presented hgrelysemous headwords are
thoroughly and systematically described within the&mantic networks, where the
connections between core and derived meanings crematically visualised and
exemplified.

The following two papers present two of the firsdamost popular web-based
systems for Japanese language learning suppoht,obathich have been developing
for more than a decade, supporting Japanese |laademgers all over the world.

Reading Tutor, a reading support system for Japanksiguage learners
presented by oshiko Kawamura, is a widely known and used system based at Tokyo
International University, which offers automaticog$ing of Japanese text with
Japanese definitions and examples, and translatinotcs 28 languages. After
introducing the system, its development, functitiesl and its tools for signalling the
level of difficulty of single words, characters, whole Japanese texts, the author
describes its possible uses in language instruetf@hautonomous learning, and one
concrete example of its application to the develepimof learning material for a
specific segment of learners, foreign candidatethéoJapanese national examination
for certified care workers, mostly Filipino and éwesian nurses working in Japan.
The author concludes with suggestions for fosteautpnomous vocabulary learning.

The other Japanese language learning support systdman equally long and
successful tradition, developed at Tokyo InstitateTechnology, is presented by its
initiator, Kikuko Nishina, and one of its younger developeBor Hodo&ek, in
Japanese Learning Support Systems: Hinoki ProjegoR The article presents the
many components of this successful system, inctudisunaro, a reading support
system aimed especially at science and engineesingents and speakers of
underrepresented Asian languages, Natsume, a gvasgsistance system using large-
scale corpora to support collocation search, Natarlearner corpus, and Nutmeg, an
automatic error correction system for learnersting.

The last project report, byomaz Erjavec and myself, introduces resources and
tools being developed at the University of Ljubjaand at JoZef Stefan Institute:
JaSlo: Integration of a Japanese-Slovene BilingDaltionary with a Corpus Search
System.The dictionary, corpora and search tools are beengloped primarily for
Slovene speaking learners of Japanese, but péredbols, particularly the corpus of
sentences from the web-harvested texts, dividedfim¢ difficulty levels, can be used
by any learner or teacher of Japanese.

| hope you will enjoy reading these articles as Imas | did, and wish you a
peaceful New Year.

Kristina Hmeljak Sangawa
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A SURVEY OF REGISTER LABELLING IN JAPANESE DICTIONARIES :
TOWARDS A BETTER LABELLING FOR L EARNERS OF JAPANESE

Kanako MAEBO"
Hitostubashi University
xiangcai2@gmail.com

Abstract

Writing by learners of Japanese as a foreign laggwdten contains words that do not fit the
style of their context. One possible reason fors tld the lack of information on word
connotation and usage labels in existing dictiegriThe present study examines the current
state of connotational information and registerelabin Japanese learner’s dictionaries,
Japanese language dictionaries and dictionarisgrmfnyms, and proposes a possible technique
for analysing the words’ descriptions. The studyesds that Japanese learner’s dictionaries and
dictionaries for Japanese native speakers usediffeegister labels and assign them from a
different perspective. In the case of synonymssgming them in their context of use appears
to be more useful than only listing them. Finaltiie Balanced Corpus of Contemporary
Written Japanes¢BCCWJ -Gendai Nihongo Kakikotoba Kinkoo Koopass used to show
how corpora can be a very important linguistic tgse for the analysis of lexical register.

Keywords

register; style; Japanese learner’s dictionaryadagpe language dictionary; corpus

Izvle¢ek

Izdelki piscev, ki se tijo japon&ino kot tuj jezik, pogosto vsebujejo besede, khtslbg se ne
ujema s slogom sobesedila. Eden od moZnih razlagoto je pomanjkanje oznak o rabi in
informacij o konotacijah besed v obsttfe slovarjih. Clanek analizira informacije o
konotacijah in oznake o rabi ¥nih slovarjih japondine kot tujega jezika, enojexziih slovarjih
japongine in slovarjih japonskih sinonimov. Ugotavlja, devarji za dence japondne kot
tujega jezika in slovarji za govorce japoim& kot maternega jezika uporabljajo rézé oznake
in ozn&ujejo besede z drugaih zornih kotov. Opisi sinonimov, ki vkifujejo tudi sobesedila,
v katerih se pojavljajo, se izkazejo za bolj karéstod golih seznamov. Analiza s pafjmo
uravnotezenega korpusa sodobne pisane japen$BCCWJ) pokaze, kako so lahko korpusi
zelo pomemben jezikovni vir pri analizi leksikalmestnosti.

Klju ¢ne besede

zvrstnost; slog; ¢ni slovar japon&ne; slovar japor8ne; korpus

" Translated by Jasmina Krdfand Kristina Hmeljak Sangawa

Acta Linguistica Asiatica, Vol. 2, No. 3, 2012. IS2232-3317
http://revije.ff.uni-lj.si/ala/
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1. Introduction

The writing of learners of Japanese as a foreigguage (hereafter referred to as
learners) often exhibits problems at various levelsluding grammar, vocabulary or
expression, composition and argumentation. Thecehoetween colloquial or typically
written language expressions which fit the stylavating is often a problem even for
advanced level learners.

The cause of this lies in the specific characiessof the Japanese language.
Japanese is considered to be a language whicllysttistinguishes between written
and spoken language. According to Nakamichi (1980) Japanese there is an
extremely high demand to maintain a fixed stylehwaita text. The stylistic value of a
word sometimes exhibits as much regulatory forcé#sasemantic value. Furthermore,
it may even happen that stylistic suitability isveg priority over grammatical
correctness or appropriate meaning.”

The major problem leaners face here is that defipétge rigorous restrictions on
the style of texts and words, information on thglistic characteristics of words
readily available for learners is limited. Whileoducing texts, learners make use of
dictionaries to investigate word meaning and usaigavever, judging from learners’
writings, it is often clear that they did not getoegh information about the stylistic
peculiarities of the words they use. Their knowkedgf a word's stylistic
characteristics is usually acquired through listsdifferences between written and
spoken language which can be found in textbooksvoting for foreign language
learners, or from their teachers’ instructions dgrtomposition classes.

This is hardly a desirable state of affairs forhess and teachers. The compilation
of a learner's dictionary enabling the learners atquire sufficient information
regarding a word’s stylistic characteristic is #fere highly desirable.

2. The stylistic characteristics and registeriéo i #8) of words

A word’s stylistic characteristics are “those claeaistics held by each particular
word which form the style of an entire teX{Miyajima, 1972). Miyajima (1977)
divides words into three classes, with the pivasslof stylistically neutral “everyday
words” (hichijogo H 7 7%), alongside which exist “written language wordstifstago
CEEE) and “slang words"Zokugof&i). Each of these classes is further divided into
subclasses.

1 BAGRIZIR W T, XHEZBL T EDOLERPHEFF SO Z LT ITRNERTH-T
RO SRR RHEIE, Br U CRRZRRR I E R OBIH N 2R 52280305, SHIZIE,
SCER - ERAYRIELS L0 R SSDOLISPMERSNLZES A DD,

2 LEAAREL TOIRZLRD 1T 58972 il 2 DHFEDOFR > TODHRHEOZ L
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The stylistic characteristics of words have alserbdescribed as one aspect of
linguistic phase(iso /ZfH in Japanese) or register. According to Yonekav@9Z? a
linguistic phaseig¢o) refers to the speaker or writer's social attrésu{such as age,
occupation, gender etc.), the mode of expressidncammunication used, the setting,
the speaker or writer's psychological and languagereness etcConsidering this
definition, we may say that a word’s stylistic cheteristics are those aspects of a word
which are focused on and which become evident fierént settings and modes of
expression.

When considering the use of words which fit thelestyf their context, it is
necessary to take into consideration who the speakewriter is and in what
environment the words are being used. In the fallgwsections, the wordegister
shall be used as an equivalent of the Japanesad@(fiphasé) to refer to this aspect
of word use.

3. Aim and research method

The present paper aims at describing the presat# sf register information in
existing dictionaries, and discuss methods thateansed to acquire such information.
It reports on a survey of register informationeéarners’ dictionaries, and on a second
survey of register information in dictionaries teted at Japanese native speakers.

In order to describe register information in exgtidictionaries, the following
dictionary elements are considered and analyseitbriedl policy, explanatory notes
and directions for use in the dictionary front- lwack-matter, lists of symbols and
abbreviations used in the dictionary, and mentmfn®gister within dictionary entries.
Four pairs of adverbs were selected from listsxpir@ssions highlighting differences
between “spoken expressions” and “written expressiéound in textbooks on writing
reports and research papers targeted at foreignelesaof Japanese. The eight adverbs
are:tabun[7z.5 A “perhaps”] ancdbsoraku[#%5< “probably”], zenzef %4 “(not)
at all”] andmattaku[E£~7-< “entirely”], zenbu[ £ “all, wholly”] and subete[ 7=
T “completely”], ichiban [~ “most”] and mottomo[#xt “most”]. These adverbs
are presented in the textbooks as synonyms, bog tesed in different types of texts.
They were therefore chosen as the object of thedyais, because it is reasonable to
expect that they are words necessitating some ni#tion on register in their
lexicographical description.

3R TIROE AR (FFilin, BEE, YERIS) | R TARDEEH 9 2R B fmEika
Vi, RELEARO LI SRR L
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4. Results of the surveys
4.1 Survey of learners’ dictionaries

For English, there are learners’ dictionaries basedarge scale corpora, which
present the senses of each headword in order qtidrey, and include common
collocations, style labels and plenty of other infation that is deemed useful to
learners of English as a second language. In csintteere are only very few learners’
dictionaries of Japanese produced in Japan whichoeaof use to learners above the
intermediate or advanced level. Dictionaries witHeast 10,000 headwords include
The Kenkyusha'€nglish-Japanese Japanese-English Learners’ Podkganese-
English Learners’ Dictionary — Kenligha einichi nichiei poketto jitefdff 5t 9« H -

H 9577 MEEL] published by Kenkyusha in 1996 and reprintedd@® Kodansha’s
Furigana Japanese Dictionary - Furigana eiwa-waiéen [.50 237250 5% « SF0EE i
published by Kodansha in 1999 and reprinted in 2068 Informative Japanese
Dictionary - Nihongo o manabu hito no jitfhl AFE% .5 A OE# L “Dictionary for
people learning Japanese”] published by Shinchosh&995, andTuttle Concise
Japanese Dictionary - Tuttle konsaisu eiwaaei jiten [ /L« 22 Y A5 - Fne
FEH] published by Tuttle in 2008. Considering that theeptive vocabulary of adult
native speakers of Japanese is considered tothe range of 40,000 to 50,000 words
(Nihongo-kyiku Gakkai, 1987, p. 295), the size of these daies is clearly
unsatisfactory for advanced learners.

Let us now consider to what extent information asravregister can be obtained
from these dictionaries. Of the dictionaries memei above, the following three have
labels indicating register, and were further aredyim detail.

1) Kenkyusha's English-Japanese Japanese-Engdamers’ Pocket Dictionary
(hereafter referred to as Kenkyusha's)

2) Kodansha's Furigana Japanese Dictionghereafter referred to &urigana
3) Informative Japanese Dictionafhereafter referred to &sformative

Kenkyusha’'sand Furigana are Japanese-English bilingual dictionaries, dray t
include both a Japanese-English and an Englisméapadictionary bundled together,
making it possible to look up words starting fromther languagelnformativeis a
bilingualised dictionary with Japanese headwordsfindions and examples in
Japanese, and English and Chinese translationssifireadwords.

The register labels used in these dictionariesanmemarised in Tables 1 and 2.
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Table 1: Register labels used in three learners’ dicticsari

(dotso indicate that the label is used, minus-signs ewgi¢hat the label is not used)

Kenkyusha’s Furigana Informative
Formal o o —
Informal o — —
semi-formal — o —
colloquial o o —
Honorific o o —
Humble o o —
Polite o — —
Crude — o —
Rude o — —
Brusque o - -
Literary o — —

hanashikotoba

[FELZ&1F - “spoken language”]

kakikotoba

[fE&EZ &1 - “written language”]

Table 2: Definitions of register labels in the three leamélictionaries

Label

Explanation

Formal

Kenkyusha'ka word used in formal official situations.

[Furiganad Words marked as formal are characteristics ahfdr
situations and are not likely to be used in casoalersation. This
category includes predicate words that are moriéepthlan semi-formal

Informal

[Kenkyushaka word used in relaxed and friendly situations

semi-formal

Furigang This label refers to predicate words in whatJapanese
refer to asCJ £ 91K [desu-masu-tai‘desu-masu stylg The semi-
formal style, in contrast to the informal style peasses politeness
toward the person(s) the speaker is addressing.

Colloquial

[Kenkyusha'san informal word used in conversation.

[Furigana Words marked as colloquial are characteristicasfual
conversation and not likely to be used in formalations.

Honorific

[Kenkyushasa word indicating respect for others

[Furigang This label is used for two types of words. Onpetys
predicate words which express respect for somegtboring the
subject of a sentence. The other type is nounsttaess respect for
their referents.
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Label Explanation

Humble Kenkyusha’ka word indicating humility.
[Furigang This label is used for two types of words. Onpetys
predicate words which express respect for somelgrebg humbling the
subject of a sentence. The other type is nounstaess respect for
someone else by humbling their referents.

Polite [Kenkyushasa polite word

Rude Kenkyusha'pa potentially impolite or offensive word.

Crude Furigang Words marked as crude are felt to be inappropiapolite
conversation.

Brusque Kenkyusha'ka potentially rough or abrupt word.

Literary [Kenkyusha’ka word used in the written language.

hanashikotoba [Informativg FHIZFELZEIZEL TS, [Omo ni hanashi kotoba to

[GELZ &I “spoken |shite tsukau - “Mainly used as spoken language”]

language”]

Kakikotoba [Informativg FaC. LAR—MeEIfES, B2 E 13 EDRNE D

[F&Z&iE “written || [Ronbun, repto nado ni tsukau. Nichijkaiwa nado wa tsukawanai

language’] mono - “Used in essays, reports etc. Not usediiy danversation”]

As can be seen in Table Renkyusha'sandFurigana both use the labefsrmal,
informal/semi-formalhonorific, humble colloquial andrude/crude Kenkyusha'salso
uses three additional labe[slite, brusqueandliterary, while Informative only uses
two labels, spokenand written. These are labels for words which require some
consideration regarding the setting in which theyw@sed and the relationship between
speaker, listener and referent. Considering the faat honorific language and
expressions indicating the speaker's respect fer listener or referent are very
developed and frequent in Japanese, labels suchoa®rific’ and “humble” are
indispensable in a dictionary. However, in thedeelliing schemes surprisingly little
attention is given to words used in writing. Desptihis information being as much
important, only two of the three dictionaries sye® above use any label for words
used in writing, literary in Kenkyusha’'s and kakikotoba (“written languag® in
Informative The labels formal and informal/semi-formal judging from their
explanation, seem to be used for words used inespadther than written interactions.

Label explanations are most exhaustiveFurigana Such explanations include
the information needed by learners about the sitosiin which the words are actually
used. However, as no examples are given, it iscdiffto understand to what type of
words these labels are applied. Examples would &lefdi not only from the
standpoint of learners, but also for teachersrasmthe range of vocabulary indicated
by each label.

In the following paragraphs, dictionary entries aralysed to observe whether
labels are used to differentiate between synonysed in different settings. Dictionary
entries for the four pairs of adverbs listed inteec3 were found not to contain the
information necessary to know which word shouldibed in what context, despite the
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fact they clearly belong to different registers.maetic descriptions were also
unhelpful from this point of view, as can be saethie following example in Table 3.

Table 3: Dictionary entries for ichiban and mottomo in Fairig
(translitteration in square brackets added by mtessathor)

—%% [ichibar] the most (indicating a superlative)>#x# [ mottomd ]
AART—FmWINTE £ILTY,
[Nihon de ichiban takai yama wa Fujisan désu.
The highest mountain in Japan is Mt. Fuiji.

&t [mottomd the most (indicating a superlative}>—% [ichiban] ]
KIKITEHIBHLANAR—V72L S,
[Suiei wa mottomo omoshiroi sitpu da to omol.
| think swimming is the most interesting sport.
TALZMNIHR TR mWILTT,
[Eberesuto wa sekai de mottomo takai yama.flesu
Everest is the highest mountain in the world.

Table 3 shows parts of the entries for the wactgan andmottomoin Furigana
Each entry is accompanied by a cross referendeetprespective synonym. However,
as the meaning definition is exactly the same at@inples are exceedingly similar,
these entries give no clue to the difference insteg betweemottomoandichiban
Cross references to synonyms should be accompéyiesbme information on the
differences between them, not only with regard &aning, but also register. Usage
examples should also be chosen or edited to ireditett words are used in different
circumstances.

This survey of Japanese learner’s dictionaries tusaled that register labels are
present, but that the information learners actuaeed, regarding the concrete
situations of use, is unsatisfactory.

4.2 Survey of dictionaries for native speakers of Japasse

As there are currently hardly any dictionariesléarners of the Japanese language
above the intermediate level, many foreign languageers in Japan use dictionaries
designed for Japanese native speakers. Registdlingbwas therefore also surveyed
in Japanese monolingual dictionaries and thesasiruse
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4.2.1 Japanese dictionaries

Register labels found in 20 general dictionariegedted at native speakers of
Japanese, including concise monolingual dictiosasied thesauruses, were classified
into the following 11 categories of labels: “aradmal [55% kogd, “elegant, refined
word” [&E gagd, “written language” fCF 75 bunstago], “spoken language” i 75
kogo], “colloquial/slang” [fA5E zokugd, “‘jargon” [FZFE ingo], “vulgarism” [H#.5E
higo], “dialect” [ 7 & hougei, “male language” [5 £ i danseigh “female
language” fcMEEE joseigd and “baby talk” EhEE yojigo], as reported in Maebo
(2009). The results of this survey seem to indieatirst sight that many more labels
are used in dictionaries for native speakers thdedrners’ dictionaries, but not all of
these labels are used in all dictionaries; eactodigry surveyed contained on average
4 to 7 labeld.However, factors such as the lack of clear déding of the registers
mentioned, and the use of different labels forghme words in different dictionaries,
make it difficult for learners to find the informam they need regarding register in
dictionaries targeted at native speakers. Thesgouiézies probably do not include
such information because it may be considered tedmeething known by any adult
native speaker of Japanese.

Let us then consider dictionaries targeted at yeumgtive speakers of Japanese.
Three dictionaries targeted at junior-high schoatients were surveyed:

1) Benesse shinghkokugo jiten[~t#{&[EFEREH] (“Benesse’s Japanese
Dictionary New Editiofy 2nd Ed., 2012),

2) Gakken Gendai t#jun kokugo jiten dai 2 haft@hlF 8 S v [E FERE LS 2
hik] (“Gakken Contemporary Standard Japanese Dictionay &', 2011)
and

3) Sanseido’Reikai shin kokugo jiten dai 8 hallfi# 8T [E FEREILF 8 ]
(“New Japanese dictionary with examples, 8th, @012).

Register information contained in these dictiormrgediscussed below.

4 Some of the terms in the above list of labelsewast used as labels, but information
on register was included in entry definitions. Sunformation can be equally of help to
learners.
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1) Benesse shingtkokugo jiter & [EREEE 1]

Table 4: Register labels and explanationdBianesse shingtkokugo jiten

NABDER (ES5 H LA TR T22813)
G EFFEEZ 2 ER L TESTZIZONLWVGEICR O~ — 2 & T EL T2,

e KANR L TEBLLETHEXREIIMEZDD, H LD AL EIIFEDRW, <72
et ) Eate)

& KNFETHEEDRWNEI NI HEVILAnZsiE #)<D

D smteisn 30D, FOBLOT S, LHFICSIDIAZ LD,
i) 44

Translation:

Register notes (for words that should only be ys®dng attention to the situation and to the
person addressed)

We added the following marks to words that showdibed with care, considering the situat
and the person to whom one is talking.

e Informal words that can be used when talking betwigiends and the like, but not
towards higher ranking persons nor in writing, sajtsu

@ Not very good words that should better not to edueven among friends, eguru.

@ Old-fashioned words that are not used much aepte3hey are sometimes used in
writing.

2) Gakken Gendai ajun kokugo jiten dai 2 hapizAF SR HEE FEREILES 2 )]

Table 5: Register labels and explanationgGakken gendai [ajun kokugo jiten dai 2 han

Rk ZEEOHEN T ORERE R, T2EXIXROIIRERESBHVET,
SIS 3 DI Y el = = (=1 PN 7 G oY g e Nt e
SICEFEN ) FICELLEIED DT LT
TR7RE VT L AR B TR O AR EESCRREER L
IPETTEE VL EICERLZSIEE LTS
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Translation:

Usage... Notes about the usage of words. For exathgdollowing notes are used.
- “literary” ... words used mainly in literary worlend poems.
- “written” ...words mainly used when writing.
- “slang” ... slang and jargon frequently used ambiends

- “informal language” ...mainly used in spoken laaga

Other labels are not listed in the legend abové,chan be found in the entries
themselves, such as “rather old expressiga<fiV S5V 7 yaya furui iikatd, “old

expression” [V 5 W5 furui iikata], “formal expression”’[X -7 F W\ 5
aratamatta iikatg, “rough, rude expressionf A X2 E V5 zonzai na iikath

3) Sanseido’'Reikai shin kokugo jiten dai 8 hdiilfiF#7[E & &7 55 8 fi]

In Sanseido’'Reikai shinkokugo jite(Reikai's new Japanese dictionary, 8th ed.),
there are no special notes on labels. However,waadexplanations include phrases
such as “formal expression for ..D&HHZF>7-F 72 ... no aratamatta
iikata], “formal word for ...” [~DEXiZ-72ZL1F ..no keishikibatta kotolja “old-
fashioned word for ..[—?DH®HHLWZ LT ... no furumekashii kotoba There are
also notes labelled “phrase” which includes suppletary explanations about the
circumstances of usage.

As could be seen in the above survey of label exgtians in the three dictionaries
for junior-high school students, register labelsrio in these dictionaries were similar
to and not more numerous than those found in diaties for adult speakers of
Japanese. In other words, labels in dictionariegetad at younger users also use a
typology corresponding to Miyajima’s (1977) strafdexical style characteristics and
are not assigned from the point of view of the cetec situation and medium of use.
However, in Shinshuu kokugo jitenregister information does consider the
circumstances of use and the person addressedh vidia point of view to be
considered when labelling words according to regist

Let us now see what type of information is offeredarding the four pairs of
adverbs listed in section 3. The entries for tHesmdwords in the three dictionaries for
Japanese junior-high school students containedyhary information regarding the
different use of these synonyms. There were onplagmations regarding the fact that
the adverbzenzen[ %% “(not) at all’], which is only used with predicatén the
negative form in standard Japanese, is also usédaffirmative predicates with the
meaning “very” in casual colloquial language.

Since junior-high school students only rarely wrikort research papers or
reports, information to distinguish between worgsidally used in academic writing
and other everyday words could be considered ussacg However, dictionaries
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targeted at adult users, which are also generalyl by high-school students, do not
carry such information either, supposedly because superfluous for adult native

speakers of Japanese who already know how to gissih between written and

colloquial language. In other words, informationoab which words to use when

writing cannot be found in Japanese dictionariesedi at junior-high school students
nor in general dictionaries for adult speakersaplahese.

4.2.2 Thesauruses

Thesauruses are helpful for understanding the proge of synonyms. Four
Japanese thesauruses were surveyed for registemation, and the following labels
were found.

O Kadokawa ruigo shin jitenffj)I[JHzE#TEE ] (“Kadokawa new dictionary of
synonyms”), Kadokawaffj J!|] 1981/2002.

Register labels included: “literary”™{#%& bungd, “elegant, refined” 7% gagd,
“written language” [CEFE bunslégo], “everyday word” [H #7& nihijoga], “spoken
language” [17& kogo], “slang” [{A=E zokugd, “jargon” [F=GE mgo] “dialect” [ &
hogeri, “old-fashioned expression™f Jil72Z: i kofina hysger], “male language”
P55 danseigd “female language”#c*: 7 joseigd, and “baby talk” Bl /255 yajigo].
No notes within definitions or descriptions.

@ Tsukaikata no wakaru ruigo reikai jiten shinsoulgi\ /5 D i>hHIEFER]
fif B #LETEERR] (“Dictionaries of synonyms with examples to undetstdeir
use, new edition, Skogakukan f\£F] 2003.

No register labels. Each dictionary entry descgbingroup of synonyms has a
column labelled “Meaning and use of each word” vaiplanations on differences in
meaning and usage.

@ Ruigojiten[#&855 7] (“ Dictionary of synonyni} Kodansha fi#+1:] 2008

Register labels included: “written language™{[# & bunsldgo], “elegant,
refined” [#£7E gagd, “slang” [{A =& zokugd, “vulgarism” [5.5E higo], “baby talk” [
IFE - LB EE yojigo - jidogo], “female language”#:5E joseigd, “male language” [

FH1EFE danseigd

Additional information is provided within definitis and in notes to single entries.

@ Ruigigo tsukaiwake jitei28 3% 35 MV o3 1T &£ L] (“Dictionary of synonym
use), Kenkyisha fff7t£t] 2007

No register labels. Entries contain explanatiogsrging registers.
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As could be seen above, some thesauruses contfsterelabels, while others
contain register information within single entridésage labels are used more often
than in monolingual dictionaries, but their type® dargely the same as in the
monolingual dictionaries described in the previgastion. Information on register is
present not only in the form of labels, but alsthim additional explanations for single
entries, and more detailed information can be folnade than in monolingual
dictionaries.

The same four pairs of adverbs listed in sectionw8re analysed in these
thesauruses, and the following information was tbuBach piece of information is
preceded by the number of the dictionary contaiiting

Table 6: Register information for four pairs of adverbs auf different thesauruses

tabun O —

@ Tabunis a softer expression thasoraku

osoraku |© —

® —

3 Has a rather formal nuance.

@ Osorakuis used in a formal polite style.

zenzen @ colloquial
(@ Comparingzenzerandmattaky zenzeris a more informal expression.

mattaku |© —
(@ Comparingzenzerandmattaky zenzers a more informal expression.
@ —
@ —

zenbu @ Colloquial

@ —

(® Used in a more spoken context tisaieteand in more concrete cases.

@ Zenbumeans all parts and can be thought of as the sdakguage variety of
subete However one part of it overlaps with the usagmiifng which is
misleading.

subete @ colloquial

©® —

B —

@ Zenbumeans all parts and can be thought of as the sdakguage variety of
subete However one part of it overlaps with the usagmiofng which is
misleading.
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ichiban @ colloquial

@ Mottomois the more common word

(@ An expression often used in everyday conversatidth, the meaning of
mottomo

@ Ichibanis an expression used in spoken language, widigomois used in
written language.

mottomo | @ colloguialism

@ Mottomois the more common word.
(® An expression often used in everyday conversatiwhcarries the meaning of
mottomo

@ Ichibanis an expression used in spoken language, widigomois used in
written language.

When looking at the description of each word we the register information is
added to almost all words. Furthermore, such infdion is often given not only as a
label, but in the form of an explanation. The theaaes also differ from monolingual
dictionaries in structure: synonyms referring te #ame meaning are gathered in one
entry, and there are therefore many comparisonseleset synonyms. The strength of
this kind of description is the possibility of gaig information about the register of
the searched word and its synonyms at the same Tinie kind of description method
would be welcome also in learner’s dictionaries.

5. Information gained from corpora

In the preceding sections, register information wagveyed in learner’s
dictionaries, Japanese dictionaries and thesayrbeed was found to be insufficient
from the point of view of the situation in which vaord is used. The following
paragraphs discuss a method to describe such iafiamin detail.

In recent years, corpora have been compiled foardsge, and in 2011 the
National Institute for Japanese Language and Lsigsi constructed the Balanced
Corpus of Contemporary Written Japanese (BCCW3endai nihongo kakikotoba
kinks kopasuBift 0 AGEE X S S i — X, Maekawa, 2008, 2011). The online
corpus search applicatiachiznagonhas also been developed, making it possible to
easily find collocation and other information byndaining different search criteria.
However, it is not possible to download the entire text withinagor?, making it
difficult to analyse register information in detafllithough there is also a CD which
contains the whole text, the absence of searchiolg makes it difficult to analyse the
text without a certain knowledge of natural languagocessing or programming.

® https://chunagon.ninjal.ac.jp/
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In 2012 however, the online searching system NINAAP for BCCWJF
(hereafter abbreviated to NLB) was developed (Pnigde012). The main feature of
this system is corpus search tool for lexical pirafi which offers a comprehensive
picture of the collocational and grammatical paseof lexical words (nouns, verbs,
adjectives and adverbs). The system also offeosrirdtion regarding the frequency of
each word in each of the subcorpora of BCCWJ (boDlest minutes, Yahoo! Q&A
(Chiebukurg, Yahoo! Blogs) in terms of tokens per million wer Within the books
subcorpus, the system can also show separatelyuimer of tokens per million
words only within dialogues or only within prosehi3 information is useful for
grasping the situations and contexts in which eemta tends to be used.

The four pairs of adverbs were analysed using NbL.Betermine what information
can actually be acquired about them using thisuognd tool.

Table 7: Frequency of occurrence of the four pairs of adventmlysed
(no. of tokens per million words)

ESO Diet minutes | Yahoo! Q&A | Yahoo! Blogs
Prose Dialogues

tabun 24.8 84.93 33.23 121.07 60.02
osoraku 84.52 89.41 112.39 68.97 44.6
zenzen 23.26 142.27 70.09 130.62 107.95
mattaku 231.99 289.19 217.12 266.31 200.48
zenbu 59.9 199.96 191.54 106.82 96.28
subete 376.14 299.05 164.75 224.52 229.65
ichiban 57.32 129.01 19.74 46.67 30.84
mottomo 218.31 84.39 77.54 42.73 80.02

Table 7 shows the tendency of occurrence for eawd.w

In the book corpus, the advertabun zenzenzenbuandichiban tend to occur
frequently in the dialogues, while the remainingger contains more occurrences of
subeteand mottomo Osorakuand mattakuwere found more or less equally often in
both types of texts. In the diet minutes, whichordcquestions and answers in a very
formal setting, the following tendency can be sewtiun < osoraku zenzen <
mattaky zenbu >subeteand ichiban < mottomo The texts of Yahoo!Q&A and
Yahoo!Blogs are written by ordinary people, withcarty editing or monitoring.
Yahoo!Q&A (Yahoo!Chiebukurp consists of questions on any topic written by
anonymous users and answers to these questionthély anonymous users; it can
therefore be expected that these texts are wnttdnsome consideration and respect
for the expected readers. The Yahoo!Blog subcocpusists of texts in which writers

® http://ninjal-lwp-bcewj.ninjal.ac.jp/
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often express their own opinions. Both the YahoolQ&nd the Yahoo!Blogs
subcorpus contain texts of very different stylew] # is therefore difficult to draw any
conclusion from the numbers in Table 7. It is hogreapparent thaabun mataand
subetetend to occur frequently.

On the basis of the above results, the followingeoations can be made about
the tendencies of use of the four pairs of adverbs.

» Tabunoccurs in dialogue-like texts. It also tends towcdn subjective
texts.

» Osorakuoccurs in explanatory texts. A tendency of usagéniarmal
spoken settings can be observed.

e Zenzeroccurs in dialogue-like texts.

* Mattakuoccurs in dialogue-like and explanatory texts. Heeveit also
tends to be used in formal spoken language and wieewriter is very
much aware of the readers of a text.

» Zenbuoccurs in dialogue-like contexts.

* Subetetends to occur in explanatory texts and when théemwis very
much aware of the readers of a text.

* Ichibanoccurs in dialogue-like contexts.

* Mottomo occurs in explanatory contexts. It also tends ¢oulsed in
formal spoken settings.

The texts gathered in these four corpuses are eu®ssarily homogeneous. It is
therefore only possible to observe certain tendsnaf each word’'s occurrence.
However, by surveying these tendencies and fregegnand further analysing register
differences as they are reflected in patterns andencies of word usage in BCCWJ, it
should be possible to describe the register ofeiwgrds.

6. Conclusion

The present paper presented an overview of regiaballing in learner’'s and
monolingual dictionaries and thesauruses.

Learners’ dictionaries contain relatively plentifidgister information from the
viewpoint of interpersonal relationships. Howeuwée following kinds of information
are still insufficiently provided: (1) informatioon how different synonyms are used
differently in writing according to different re¢ess and (2) register labels such as
“archaic” an/or “literary” for words that are slitih outside everyday use but within
target vocabulary for middle or advanced learnéapanese.
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On the other hand, there are more types of rededbets in Japanese monolingual
dictionaries for native speakers than in learndistionaries, but register labels tends
to be assigned mostly to words with a clearly leditusage, such as “archaic”, “elegant
(poetic)”, “slang”, and “(technical) jargon”, whiléhere is hardly any information on
register regarding everyday words. Also, registdrels provided are often based on
Miyajima’s three-tier distinction of “everyday wadin the middle, with “written
words” and “colloquial words” on both ends, withauuch regard to interpersonal
aspects and situation of use, which would be mdf@mative for learners of Japanese.

Thesauruses contain more register information tmaonolingual Japanese
dictionaries, which is especially useful when cormpa synonyms, to know which
synonym is to be used in which context. Such disions of the differences between
synonyms of similar meaning would be welcome atsdlictionaries for learners of
Japanese as a second language.

Considering register information as has been foimdhe surveys described
above, the following five groups of register labeln be considered necessary in
dictionaries for learners of Japanese as a folamgguage:

1) labels related to interpersonal relationships,vfords which need to be used
with careful consideration of the listener or readeich as expressions indicating
the speaker’s respect for the listener or refex@miyords which can be unpleasant
to the listener;

2) labels for words used in spoken conversatiolated to the setting in which the
word is used, such as formal or informal occasions;

3) labels for words used mainly in writing, relateddifferent settings, such as letters
or other texts requiring formal formats, or textels as reports which need to be
written objectively;

4) labels for archaic expressions, rare wordsralite and other expressions with
limited use in contemporary language;

5) labels related to terminology from specialisietdt.

By further dividing these five groups of labels amdding such detailed
information to dictionary entries, it would be aleahich words are used in what
circumstances. With the help of such detailed tegimformation, it would also be
possible to clearly describe the use of synonynenaincluding them in an entry. In
addition, examples showing typical settings in wiheach word is used would also be
of great benefit to learners.

In order to assign such detailed labels to dictipmamtries, it is necessary to know
in what contexts each word is used. This can bangié from corpora. In this paper,
NLB was used to observe tendencies of use of saiwerlas in different subcorpora.
For a comprehensive and detailed lexicographic rgesm, other specific and
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homogeneous corpora are needed, such as spokeoracamp corpora of academic
writing.

7. Further research

With the creation of large-scale corpora for Japanthe resources needed for the
analysis of lexical meaning, use, and collocatimesgradually taking shape. However,
in order to analyse lexical register, homogenequecialised corpora need to be
constructed, and this, in turn, requires the aimlghd categorisation of textual
characteristics. Such an analysis of different sypfetexts, aimed at further refining the
labelling types mentioned above, will be the subpédurther research.
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Abstract

Considering the problems faced by learners of Jeggfrom non-kanji background, the present
paper discusses the characteristics of 15 exig@mg dictionary indexes. In order to compare

the relative efficiency of these indexes, the cphad selectivity is defined, and the selectivity

coefficient of the kanji indexes is computed andmpared. Furthermore, new indexes

developed by the present authors and based onphabat code, a symbol code, a semantic
code, and a radical-and-stroke-number code areemiexs and their use and efficiency are
explained.
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1. Background of the study

The most commonly known indexes used to look ugi K@minese characters) in
character dictionaries are the radical inde¥ # 5% 5| bushu-sakuiy) the stroke-
number index £ B %5 5| sokakusuu-sakunand the readings index&(3)l 55 5
onkun-sakuip The radical index is used when searching kagjinteans of their
radical; it consists of a list of all radicals avgad by increasing number of strokes,
where each radical is followed by a list of chagegtbelonging to this radical, and each
list of characters with the same radical is usualisanged by increasing number of
strokes. The stroke number index is used to lookhgracters when their number of
strokes is known; it consists of all characterstaimed in a dictionary, arranged by
increasing total number of strokes. The readingexrs used to look up characters by
their reading, and consists of a list of all readirof the characters contained in the
dictionary, usually arranged in standgajizon kana order.

However, it is also generally known that learneosrf non-kanji background, i.e.
learners who are not familiar with Chinese charaetgting, find it difficult to use
traditional character dictionaries. When searchim@ traditional radical index, it is
sometimes difficult to determine which part of tbiearacter is to be considered its
radical, as in the case bf where T_ is the radical. Traditional ordering is complichte
also because it does not classify characters ¢entlis according to shape, but rather
takes into account meaning, such as in the casieeotharactergi (“between”) Ff
(“close”), Bl (“open”) which are indexed under radi¢dl (“gate”), while the character
fi] (“question”) is indexed under radical (“mouth”) andf# (“listen”) under radical
H (“ear”). The user should therefore already knowativance the meaning of a
character in order to look it up, which is selddm tase. Indexes ordered by number
of strokes are also troublesome to use, since meettemake mistakes when counting,
and there are many characters with the same nuafilstiokes. In order to use reading
indexes, on the other hand, the user needs to kneweading of a given character in
order to look it up, but most users from a non-kéajckground generally look up
characters exactly because they do not know howetd them.

2. Previous research

Previous research has aimed at developing mom@esftisearch methods. Both in
the cultural sphere using Chinese characters atsideuof it, diverse types of search
methods have been developed and are being usedkbdbe above mentioned and
well known radical index, stroke index or readingdex. To mention a few, other
methods include the “five step arrangement karjleta (F2 B #E5# 53 godan
hairetsu kanji hy) developed by the Russian researcher Rosenbeld)1he Four
corner method Il 4 =fif§ Si jido hao na) developed in China (Wang, 1925), the
phonetic key index %4 onpy developed by Shiraishi (1971/1978), the index of
katakana shapes, the initial stroke pattern indek the index of meaning symbols



An Analysis of the Efficiency of Existing Kanji lexes... 29

developed by Kam (1998), the index of stroke order patterns by \Wa&ad Hattori
(1989), the index of character shapes by Sakarmedalk Shinagawa, Tajima and
Tokashiki (2009), the key words and primitive me@si index by Heisig (1977/2001),
a radical index consistently based on shape by idaérey and Spahn (1981), the
system of kanji indexing by patterns (SKIP) develbpy Halpern (1988), and the
Kanji Fast Finder system by Matthews (2004). Théhans of the present paper have
also contributed to research on character indefiogobeva, 2009, 2011).

3. Research aims

The goal of this paper is to 1) describe existihgracter search methods and
analyse their efficiency; and 2) develop an effitieharacter search method based on a
coding of character which appropriately expressesacter form.

4. Research method

Given the variety of existing character indexes,omasidered that an evaluation
and comparative analysis of their efficiency wasessary. In order to compare the
efficiency of the various character indexes, i$ $tudy we decided to use the concept
of selectivity which expresses the processing efficiency of cdmpuaata. With
reference to character indexes, we introduced ¢heapt ofselectivity coefficienand
used it to compare and assess the efficiency oétiegi character indexes by
calculating their selectivity coefficient.

We then built some new types of character indexethe basis of character codes
which accurately express character form. We cootscua database with four kinds of
character codes for all nedgys kanji, sorted the data according to the order used in
dictionary compiling, and developed four indexes:adphabet code index, a symbol
code index, a semantic code index and a radicastiokle code index.

Finally, we compared and evaluated the efficieridhese four code indexes.

5. Types and characteristics of existing character inelxes

In the following paragraphs we introduce 12 exiptippes of character indexes,
omitting the on-kunreadings index, the radical index and the strakedrer index
already described in the introduction.
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5.1 Five step arrangement kanji table -TLB¥ k5|

The “graphic system” search method developed by Russian researcher
Vasil'ev (1867) and the “five step arrangement kéaiple” developed by Rosenberg
(1916) are generally known as the “Russian graggstem” (“Kod_Rozenberga”,
2012).

This is a method of arranging characters by formers only need to remember
some simple rules and can use this method even wiggncannot determine which
part is the radical, have problems counting thelmemof strokes and do not know how
to read the character. The method was developegrbiessor Vasilij Pavlovi
Vasil’ev, a Chinese language scholar at Kazan Wsityein Russia, who extracted 19
kinds of graphic elements or strokes (see FigumgHidh compose Chinese characters,
and classified each character according to itsskaske, i.e. the stroke which is written
last.

— L) 77} T—=\A\VLZ.

Figure 1: Vasile'v's 19 graphic elements of Chinese character

On the basis of these graphic elements, he compiledw type of character
dictionary with a unique character ordering andradeamethod: the first Chinese-
Russian dictionary, entitled’pa¢uueckas cucrema xuraiickux ueporiupos. OmbIT
MepBOTo KUTalicko-pycckoro ciopaps [Graficeskad sistema kitajskih ieroglifov. Opyt
pervogo kitajsko-russkogo slovara.“Graphic System of Chinese Characters. An
attempt at the First Chinese-Russian DictionalyVasil’'ev, 1867, see figure 2). This
was the beginning of a far-reaching reform in dictiry structuring and organisation.

Figure 2: Vasil'ev's First Chinese-Russian Dictionary
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Two decades later, professor D. A. PeSurov at SBetersburg University
published a Chinese-Russian dictionary entitl€alraiicko-pycckuii cioBaps. 10
rpaduueckoii cucreme (Kitajsko-russkij slovar” po grafeskoj sisteme - “Chinese-
Russian Dictionary. Based on the Graphic SysteReSurov, 1891) on the basis of
Vasil'ev's graphic method (see figure 3).

TR O A e
EHTAGCEO-PYCCRTIT
CJIOBAPE.

(110 PPAPHYECKOf CHOTEM %)

A A TEINIYPOBA.

wnmaA e e,

CAHETIEIEPEYPI.
FAMIEF BT §HBLPAYSF 08D LLARRHL Har8L

Figure 3: PeSurov’'s Chinese-Russian Dictionary

The Russian graphic system was subsequently atsb insa Japanese character
dictionary, compiled by professor Otto RosenberdsbfPetersburg University, who
emphasised the importance of kanji learning stagimdollows: “... especially for the
person who is going to study the literary arts @pah and Japanese civilisation of
former ages, the knowledge of Chinese characterslégtbecome the core subject of
learning™ (Rosenberg, 1916, p. 7). At the same time, he dilstussed the difficulties
to be faced when learning Chinese characters amg) eharacter dictionaries, and
wrote the following comment regarding charactersndpdisted according to their
radicals: “I feel considerable inconvenience arftiagilty, because Chinese characters
do not possess an ordering such as alphat§Bissenberg, 1916, p. 1).

On the basis of the graphic system developed byl"#asRosenberg constructed
a search system that was based on the shape ché#nacters and was completely
different from the traditional indexes based onigald, stroke number and readings,
and used it to compile théBtEl 55~ # (Godan hairetsu kanjiten - “Five Step

LR ICETR B RO SCH, B H ARD SR 2D A LT D N T, ER ORI,
FOFERH-53%720,

2 IR R AARME LWL A R U720, FAUTEL L CEFICT A7 7y hO X NEF 72 X2k
na70,
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Arrangement Character Dictionary”a dictionary with a novel character arrangement
and search system published in Japan (Rosenbel§, 4€e figure 4).

Figure 4: Rosenberg’sf. B¢l 71 (Godan hairetsu kanjiter.916)

The basic idea of the five-step arrangement sesystem is that “One look at the
shape of the character [...] is enough. It can tinemediately be found rapidly and
reliably’” (Rosenberg, 1916, Explanatory notes 1).

Russian speakers are used to the notation in iCyaitld Roman letters, and even
in the case of Chinese characters they feel the fozea systematisation similar to the
alphabet. Rosenberg took that into account whessifleng and arranging characters
according to the last written stroke. In contrastasil'ev’'s system with 19 strokes
(Vasil'ev, 1867), Rosenberg used 24 strokes aniielivthem into 5 groups. In order
to implement a Chinese character ordering systesedan stroke order, Rosenberg
extracted 24 types of strokes, and grouped them Sntategories, according to the
direction in which they are written. Finally, hdessted one stroke to represent each of
the five groups, as shown in table 1 (Rosenberg6,19. 20).

Table 1: Basic strokes in Rosenberg’s system

Direction Basic strokes
7 /
N AN
v J
! |

S (WPE) DA, — RUIEDDIRIT, 45720, ML TEHIOREMEE ISR T 528
5L,
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— —_

Rosenberg exemplified the 5 types of strokes uliegh strokes of the character
7, as shown in figure 5.

Figure 5: Rosenberg'’s five types of strokes, exemplified gy ¢haracters

The Chinese character cha~? 1% kanji no jibohy) in Rosenberg’s
(1916) dictionary is shown in figure 6, while figu¥ shows one page of the Five step
arrangement Chinese character ind&E¢i 511553 godan hairetsu kanjitdy, and
figure 8 shows one page of the dictionary’s maitnies
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Figure 6: The Chinese character chagif o> 7k:Z kaniji no jibohy)
in Rosenberg’s dictionary

The Chinese character type chart (see figure 8udes the five basic strokes,
beneath them all 24 strokes classified by shapeeb®iging to one of the basic five
strokes, and finally, beneath them, 567 charagpes (Chinese characters and
character patterns) classified according to thet®skes and divided into 60 columns.
Characters listed in the Five step arrangementeSkiicharacter indext(E:Ac 5135
7 godan hairetsu kanijiliy see figure 7) are arranged according to the avtiéneir
strokes in the character chart. Figure 8 showscample dictionary page.

=

Bl ¥ B

R

ﬁ
&
5
=

Figure 7: First page of the Five step arrangement Chinesectea index
(FLEX ALY 55 godan hairetsu kanjit®) in Rosenberg’s dictionary
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Figure 8: Examples of main entries in Rosenberg’s dictionary

In the 19th century Russian researchers focuseth@rform of characters and,
adhering to the principle of coherent classificatigpproposed a novel character
sequencing and search method. In the former Sdauédn, this “Russian graphic
system” was the basis for tl@msimioii kuraiicko-pycckuii cinoaps (Bol S0j kitajsko-
russkij slovar” -“The Great Chinese-Russian DictiongryPanasyuk & Suhanov,
1983). Later, the “Russian graphic system” for mgiag and searching characters
according to their stroke characteristics was mifioential in the creation of the “Four
corner method” [0 5 Si jido hao nd, see figures 9 and 10), developed in China
during the 1920s. (Wang, 1934, p. 38).
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5.2 The Four corner method

The Four corner method (ChineBeéfs 55 si jido haond, Japanesddf 51
skikakugma) is one of the Chinese character search systewhsnathe context of
Japanese language means the “code based on fo@rgort was developed in China
by Wang Yan Wi, who published higiEfis#s5% (Haomi jianzi i - “Code based
character search methodin 1925,V £ 54 7-1% (Si jido haond jianzi # - “Four
corner code based character search methdd’1926, and finally/t £ S kg 575
ik 72 (Si jido haond jianzi #: fu jignzi & biao - “Four corner code based
character search method: with a character look-ablé¢ appendix) in 1934. Just like
the “Russian graphical system”, the Four cornerhoetdoes not depend on the
radical, stroke number, stroke order, reading oanivgy of a character, but rather
allows for character look-up by means of a codectvlis based on the shape of the
strokes in the four corners of a character. Thakstshapes in each of the four corners
are assigned numbers from 0 to 9, and in ordeistinduish between those Chinese
characters which happen to end up with the sameérgpket of assigned digits, an
extra “corner”, namedfff4 (fujido) is additionally assigned. Each Chinese character
can thus be uniquely coded and ordered by a figé dumber. In order to use this
Chinese character index, it is not necessary te hay knowledge of traditional search
systems based on radicals, stroke number or stroles.

Figure 9: Front page ofU f 5k 71k Btk 3k
(Si jiao haon jidnzi fi: fu jianzi fa biao - “Four corner code based character searthate
with a character look-up table appendix”) (Wang340
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Figure 10: Introduction tolU £ 5EfBiR 515 [T
Si jido haond jianzi fa: fu jidnzi fa biao - “Four corner code based character searthatie
with a character look-up table appendix” (Wang,4,98 38)

To give an example, the characiér is assigned the code 34131, by assigning
these numbers to the strokes in each corner, ifotlogving sequence:

3 4
{51
13

The Four corner method was adopted in the compiiaif KX FIEE#L (Dai Kan-
Wa Jiten Morohashi, 1960)The Great Chinese Character - Japanese Dictioniard3
volumes published in Japan. The coding rules usdHi$ dictionary are described in
Morohashi (1984, p. 1038).

5.3 Katakana shape based classification

The Katakana shape based classification systén {7 7 3 ¥ 5% 51 -
katakana jikei bunrui sakujnKars, 1998, p. 1007) sorts all the 1948y kaniji
according to the similarity of their component ke to Japanese kana syllabary
character shapes, with Chinese characters acctydingnged as kana in the “a, i, u,
e, 0" order. Chinese characters are listed undepdnt that shares the same shape with
some katakana character, as can be seen in table2oosition of the katakana-like
shape within each character is not questioned.
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Table 2: Examples of Chinese characters listed under eaeldaa character

katakana form type examples of corresponding Chinese characters
7 T, F, AL A,
A fili, £, £, 1k, ...
- T, o, &, i, ...
4+ > R %I P ¢ S R

5.4 Initial stroke pattern index

The Initial stroke pattern index& L ~%—>325| kakidashi pataan sakuin
Kano, 1998, p. 1020) shares similarities with the afoeationed Five step
arrangement Chinese character table developed bgriRerg, but while Rosenberg
operates with the strokes written at the very ¢inel,Initial stroke pattern index deals
with the strokes that are written first. The Iriteroke pattern index defines the six
initial stroke patterns given in table 3.

Table 3: Initial stroke patterns in Kars Initial stroke pattern index (1998)

1 2 3 4 5 6
— I J \ - |92

Characters with the same initial stroke pattern adered by their number of
strokes. For example, characters belonging to npatte(—) appear in the following
order, according to their number of strokes —, T, =, K, ....

5.5 Stroke order index

The Stroke order indexX&JlF5Z 5| hitsujun sakuih was implemented by Wakao
and Hattori (1989) in their dictionary for the da&foerment of cursive style characters
(I Lg% 78 Kuzusi kaidoku jiten Characters in this dictionary are ordered
according to their stroke order and stroke directBrush movement is represented by
arrows pointing to eight directions, with each diren being assigned a number (code)
ranging from 0 to 7 (Wakao & Hattori, 1989, p. 4683 shown in table 4.

Table 4: Brush stroke direction patterns in Wakao & Hatw@troke order index (1989)

0 1 2 3 4 5 6 7
1 2 - N ! v — N
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Each character is assigned a code, based on #wialr of the first four strokes
(ELZE kihitsu “first stroke”, 5 —2& dainihitsu“second stroke” & =% daisanhitsu
“third stroke” and#; U4 daiyonhitsu“fourth stroke”). For example, the first strokes
of the characteftll are written in the following directions in the sive style: (5),
(1), | (4). Here the second stroké, (1), not visible in the printed form of this
character, is included in cursive stroke countiegause the brush is brought back to
its starting point after the first stroke (WakaoRsattori, 1989, p. 466). This coding
system could easily be applied to standard chardorens in general character
dictionaries. In this case, the charadtérwould be coded according to its standard
stroke ordery, |, |, |, resulting in the four digit code 5-4-4-4.

5.6 Key Words and Primitive Meanings Index

The Key Words and Primitive Meanings Index (Heig@01, p. 506) assigns a
unigue meaning or interpretation to each charaoteccharacter component part.
English words representing these meanings are exdalphabetically, making it
possible to look up any character according togHesglish translations of assigned
meanings. In order to use this index, the user fimsstiearn the assigned meanings of
each component part.

5.7 System of Kanji Indexing by Patterns (SKIP)

Halpern (1988/1990, 1999), developing his SysterKariji Indexing by Patterns
(SKIP), assigned to each character a numeric daderder to do this he first divided
characters into four patterns, numbered from 1 to 4

1 - Il Characters that can be divided into left and rjggits;

2 - M Characters that can be divided into top and bofiarts;

3 - O Characters that can be divided by an enclosuresgiem
4 - B Characters that cannot be classified under patierdor 3

These pattern numbers are used as the first digd code assigned to each
characters. Characters of type 1 to 3 are dividewltivo parts. The number of strokes
in each part of the character is then used asdbens and third component of the
character code. For example, the charatteronsists of a left and a right part and is
thus categorised as type 1; the left part,has 4 strokes and the right pdtt, has 5
strokes, resulting in its SKIP code 1-4-5. In thee of characters belonging to type 4,
the second component of their code is the total beunof strokes, while the third
component is a code number, ranging from 1 to digaed according to their shape.
For details, readers can refer to the dictionasgsiled front matter. Further examples
of SKIP codes are given in table 5 below.
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Table 5: Examples of System of Kaniji Indexing by PatternsIf§ coding

Type Kanji Number of strokes SKIPcode
2 1-1-1
1 AN
A 9 1-4-5
_ 2 2-1-1
2 .
' 4 2-2-2
3 3-2-1
30 =
] 12 3-8-3
4 K 4-4-4
-8 3 4-3-4

The dictionary contains a SKIP index constructed drylering characters
according to their SKIP codes in ascending order.

5.8 Fast Finder

Matthews (2004), in a way similar to Halpern (19880) and Halpern (1999),
assigns a pattern to each character, but doesremteccodes. Characters are divided
into 8 patterns on the basis of their constituemmonents: left of the left-right, right
of the left-right, top of the top-bottom, bottom tife top-bottom, three types of
enclosures and non-divisible characters. Charab&onging to each pattern are listed
together on pages beginning with the pattern itslflowed by all characters
belonging to it. Lists of characters with complekages are further minutely
subdivided and ordered according to the compledfittheir shape, in ascending order
of their number of strokes.

5.9 Index by Radicals

Hadamitzky and Spahn (1981) adopted an index basddhditional radicals, but
reduced the number of radicals in order to simptifiaracter search. They selected 79
of the 214 generally used radicals, which are ataadardised in Unicode (Unicode,
2012), and used them to construct their Index byid@s. Those radicals whose
shapes were deemed too complex were omitted amedatbes traditionally assigned to
them were assigned to other radicals. Some exarapegiven in Table 6 below. As a
result of the reduced number of radicals, the nunabecharacters listed under each
radical has increased.
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Table 6: Examples of radical substitution in Hadamitzky &phhn (1981)

214 radicals in general use 79 radicals proposed by Hadamitzky
and Spahn (1981)
Radical number Radical Radical number Radical
176 i 3s [
177 H 3k R
178 = 3d H

5.10Index by meaning symbols

The Index by meaning symbolgE¢£ic 5551 imikigo saku) lists characters
according to 495 meaning symbols used by Kér998), ordered according to their
increasing number of strokes. Ka(998, p. 6) explains that “... We indicate the part
that represents the meaning of a character asngsriing symbol'... Some of the
‘meaning symbols’ have the same shape as radibals,are, as radicals, called
differently (e.g.7Kk mizu‘water’ and ¥ sanzui‘three [drops of] water’). [...] It also
happens sometimes that a character does not centai@aning symbol'. In such cases
we have shown the original character, on whichdieent character is based.” For
example, the radical off (nowadays usually substituted By) is 7, and its ‘meaning
symbol’ is7~ (the shape of an altar) (cf. K@rL998, p. 952).

5.11Index by character shapes

The Index by character shapesfz7z75| jikei sakuir) is implemented in a text
book including 512 Chinese characters (Banno, lkefhinagawa, Tajima &
Tokashiki, 2009) and is similar to a radical indieowever, the 215 “character shapes”
(jikel) used include both radicals and other shapes wihieh traditionally not
considered as radicals. The index lists “charastepes” ordered by their number of
strokes, each followed by characters containingwith their assigned numbers
corresponding to the order in which they are iniit! within the textbook.

5.12Index by principal semantic determiners

The Index by principal semantic determinei&4{ ifu) developed by Shiraishi
(1971/1978) is similar to a radical index, but @@t of radicals relies on 243
characters representing principal semantic detemsimhese determiners also include
radicals, characters and character constituentegiesrthat are not radicals. Principal
semantic determiners are ordered by stroke number.
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5.13Final considerations

The above survey revealed a great variety of diffetypes of character indexes.
Among those which are based on character constiglements and strokes, there are
also indexes which assign numerical codes to ctexsacin order to compare and
evaluate these indexes, we introduce the notidsedéctivity” (ZR 1" sentakusgi A
comparison and evaluation of indexes based on tseteds presented in the next
section.

6. Evaluation and comparison of existing character indxes
6.1 Shared characteristics of existing character indexe

A point shared by all aforementioned character xedas that only one character
element or property is selected as the basis ugichwhe index is built. Elements or
properties employed for this purpose are the nurabstrokes, radicals, initial stroke
pattern etc. Considering the necessity to evalaate comparatively analyse each of
these indexes, we introduced the notion of seliégtof character indexes and used it
to compare and evaluate existing indexes.

6.2 Definition of the “coefficient of selectivity”

To compare and evaluate the efficiency of charanthxes, we will use a notion
used to express computer processing efficiency, ‘iselectivity” (Vorobeva, 2009,
p. 72). The “selectivity” of an index has previgubkeen defined as follows.

“The ratio of the number of distinct values in tineexed column / columns to the
number of records in the table represents the thétgf an index.

Example with good selectivity: a table having 1@0,0records where one of its
indexed columns has 88,000 distinct values, then dhlectivity of this index is
88,000 / 100,000 = 0.88

Example with bad selectivity: if an index on a &bff 100,000 records has only 500
distinct values, then the index’s selectivity i9590100000 = 0.005 and in this case a
query which uses the limitation of such an indeX wéturn 100000 / 500 = 200
records for each distinct value.” (Akadia, 2008)

Based on the notion of selectivity, the “Coeffidiaf Selectivity” (hereafter CS)
as a measure of index efficiency is defined as:
CS=V/Nx100/%

where V stands for the number of distinct valuethaindexed column(s) and N is the
total number of records in the table.
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Here, in the case of an index based on charactgrestN is the total number of
characters in the index, and V is the number dédht groups to which characters are
assigned. A group is for example a group of alrabi@rs under the same radical or a
group of all characters with the same number akss. For example, in the case of an
index by stroke numbers, V is the number of groopstaining characters with the
same number of strokes. In the case of an indesdbas radicals, V is the number of
different radicals. On the other hand, in a pha@netsedon-kun (loan and native
reading) index, N is the total number of all loanyom) and native Kunyom)
readings associated with all characters covereithddyndex, while V is the number of
all distinct loan ¢nyom) and native Kunyomj readings.

To give an example of how to compute the coefficadrselectivity, let us use the
old version of thgoyo kaniji list (not the newshin pyo kanji). The 1945 characters in
thejoyo kanji list can be divided into 23 groups according teirtmumber of strokes,
or 201 groups of characters with distinct radidaisly 201 radicals are used in the
1945 pyo kanji). Thus, for example, for the stroke numbreteix and radical index we
can compute the CS as follows:

stroke number index: V=23, N=1945, CS=23/1945%460.2%
radical index: V=201, N=1945, and €201/1945%x1000=10.3%

From this we can conclude that the radical indeaxbisut 10 times more efficient
than the stroke number based index. In the follgnsnbsections we are going to
compare and evaluate the individual indexes acagrti this notion of “selectivity”.

6.3 Evaluation of efficiency of existing character indges

In Vorobeva (2009), ten types of existing charattdexes were compared, while
in the present paper the object of comparison &réendexes. Existing indexes were
compared on the basis of the CS (Table 7). Inab&t comparison of indexes based
on the character shape, character readings andotéameaning is given.

It is clear from the above analysis that the CRladracter shape based indexes
varies between 1.2% and 25.4%, and is thus gepédoall The possible reason for this
is that such indexes are generally based only encbaracter property or element. For
example, for each character, the radical indexsadinly on one element - the radical,
the stroke number index relies only on one propertye stroke number, the initial
stroke index relies only on the initial stroke,.e®roups thus defined, i.e. groups of
characters with the same radical, the same nunilstrakes or the same type of initial
stroke, each contain a large number of differearatiers. On the other hand, the CS
of indexes based on character reading vary indghge of 27.6~40%, and are more
efficient if compared to character shape basedxesleHowever, in order to use these
indexes, one has to know the readings in advance.
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Table 7: Coefficients of selectivity of various charactedéxes

Index type | CS (%)
Indexes based on character form

Stroke number index (Henshall, 1988) 1.2
Index by katakana shapes (Kai998) 2.6
Radical index (Hadamitzky & Spahn, 1981) 4.1
Initial stroke pattern index (Kan 1998) 6.1
Five step arrangement kaniji table (Rosenberg, 1916) 7.1
Four corner method (Morohashi, 1984) 10.2
Radical index (Henshall, 1988) 10.3
Stroke order index (Wakao & Hattori, 1989) 10.7
Index by principal semantic determiners (Shirai$hi/8) 12.4
Fast Finder (Matthews, 2004) 14.1
SKIP (Halpern, 1988) 15.4
Index by meaning symbols (Kan1998) 25.4
Indexes based on character reading

Index by principal phonetic determiners (Shiraidl978) 27.6
On-kun reading index (Henshall, 1988) 40.6
Index based on character meaning

Key Words Index and Primitive Meanings (Heisig, 2P0 | 100.0

Indexes based on character meaning, such as th&\eys Index and Primitive
Meanings (Heisig, 2001) have a CS reaching 100%/rdmuire the user to know in
advance the meaning of all characters.

Based on these findings it can be said that indesesh rely on the coded total
shape of a character, such as the two indexes aboeemuch more efficient then
indexes relying on a single element or propertgah therefore be concluded that such
an index is needed for efficient character seagchiius, in the following section, a
new efficient index will be proposed and developgak. this purpose, character were
structurally decomposed and coded.

7. Structural decomposition and coding of characters

Three coding systems based on the structural demsitign of characters and
three character databases built on the basis &fetlsystems are introduced by
Vorobeva (2011). In the present paper, we will alsc four systems of character
coding. All characters contained in tjagro kanji list, and also those added in tt@n
joyo kanji list were encoded, and four databases were builthenbasis of the
following codes:
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(1) an alphabet code

(2) a symbol code (containing roman letters anitgjig
(3) a semantic code (expressed by words),

(4) aradical and stroke codes.

Structural decomposition of characters and semamidysis of their constituent
elements stimulate a deeper understanding of dearameaning. Structural
decomposition of characters can be achieved atléwgls, i.e., decomposition into
strokes € 5CF% shokis) and decomposition into constituent elements @mallest
meaningful constituent elements of Chinese chadfeik %% koseiywso).

Decomposition into strokes follows the stroke or@erin the following example:
ﬁ‘ — { <1 ) y }

Decomposition into constituent elements also folloine stroke order, but to
obtain the smallest meaningful constituent elemexgtsn the following example:

7 — (W, 2, X, 0l

After having defined the alphabet and number carfestrokes and constituent
elements of each character, and the alphabet amberucodes for each whole
character, the compleshin pyo kanjilist was encoded.

7.1 Type of strokes and their encoding

7.1.1 The alphabet code of strokes

According to Zadoenko and Khuan (1993), Chineseaditers used in China can
be decomposed into strokes belonging to 24 diftergres. Fazzioli (1987) also uses
almost the same strokes. In an analysis of theeshapall characters in thehin pyo
kanji list, we found that the 24 types of strokes propobg Zadoenko and Khuan
(1993) are necessary and sufficient. We therefoded these 24 shapes into Latin
alphabet letters from A to Z based on the simifaot their shapes, so that for each
stroke a corresponding letter could be guesseti®badsis of its shape (cf. Table 8).

Table 8: The 24 character strokes and their alphabet codes

A e C D [E I
— | L (VR -~
G T J K R Y
B R
N o P Q IR s
=y A ~ '
T K8 W v 2
L y3 Z 7
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7.1.2 The alphabet coding of characters and its use

An alphabet code was obtained for each charactélloyving its stroke order and
transforming each stroke into its correspondindpaliet code as given in table 8. Thus,
the stroke order for each character could alsoxpeessed by an alphabet code, as in
the following examples:

= (AAA) JII(PBB) E(ABAAQ) % (KPA) /INJLQ

All characters in thehin jpyo kanji list were encoded according to this procedure,
and the alphabetic order of the code thus obtaveiused to arrange the entries in a
new character dictionary index. In this way a nedeix of character entries could be
developed. An excerpt of the index is given inieec8, table 12.

7.2 Types of constituent elements and their encoding

7.2.1 Types of constituent elements

There are two types constituent elements which foam characters: elements
which are radicals and elements which are notticadilly considered radicals but are
patterns which correspond to radicals in some a&sped/e name the latter
“graphemes”. Constituents combine in complex way®tm individual characters.

7.2.2 Types and coding of radicals

Traditionally, 214 types of graphic patterns haeerb considered as radicals, as
mentioned in the previous sections. Unicode 6.Witidode, 2012) includes a table of
these 214 radicals, and each radical is assignedgae number. Analysing both the
joyo kaniji list and theshin pyo kanji list, we found that of these traditional 214
radicals, 201 types could be found as constitumhents of characters in théeyo
kanji list and 202 types as constituent elements ofadters in theshin pyo kanji list.

In the present study, we assigned three differetiés to each radical:

(1) an alphabetic code composed of the alphabetiesof all strokes which make
up the radical;

(2) a symbol code corresponding to the traditionahbering of radicals from 1 to
214;

(3) a semantic code consisting of a word expredsiegrincipal meaning of each
radical.

Examples of these codes are given in table 9.
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Table 9: Examples of coded radicals

Radical |Alphabet code Symbol code Semantic code
(number) (Principal meaning)
— A 1 one
[ B 2 stick
A PO 9 man
1] BEB 46 mountain
=53 BABAAGLQQQ |187 horse

7.2.3 Types and coding of graphemes

Vorobeva (2011, p. 11) structurally decomposed ehenacter from thehin pyo
kaniji list and extracted all graphemes included in themsilting in 161 different types
of graphemes. This extraction was based on antiveunotion of what would
constitute a grapheme. In the present study, et diefined some rules to determine
what part of the character can be extracted asaphgme. We then structurally
decomposed each character ingha pyo kanji list according to these rules, extracted
their graphemes and found 220 different types apgemes. Combining this list with
the 202 traditional radicals found in the previamalysis, we found that the 2136
characters in theshin pyo kanji list are composed of 422 different constituent
elements.

The rules used to structurally decompose charaetedsextract graphemes are
based on Stalph (1989, p. 69) and are given below.

1. Graphemes are limited to characters or charaotestituent elements included
either in Unicode 6.1.0 (Unicode, 2012) or thdajikyo tankanji” list (Mojikyo
Kenkytikai, 2002). Unicode 6.1.0 contains 74,617 characlieted as CJK Unified
Ideographs, and theVojikyo tankaniji” list contains 110,000 characters. The reason
for using these lists is that when characters ammposed, the decomposition may
result in shapes that do not appear instie pyo kaniji list.

2. When the decomposition of characters or comstitielements into smaller
elements reaches a point where a stroke does netittibe an independent character,
the decomposition is stopped and such a shapenssdeved a grapheme. For example:
decomposing further would give two elements? and ‘\\, but since\ is not an
independent element, the decomposition is stoppet }a is considered itself a
grapheme. In shorthand notatidl: # /7 + '\

Attention is necessary in the case -of and Z.. Here they are considered as
characters and not as strokes.

3. When the decomposition of a character or a #taest element reaches an
element which by itself is not a radical but is enstant shape always used in
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combination with a radical or other graphemes, ghiape is considered a grapheme,
without further decomposition. For example, the stitnent elementi¥: appears in
characters such a#, &%, %, and%. It contains the elemektwhich by itself is not a
radical and which regularly accompanies the radiéallhis constituent elemefi€ is
not further decomposed, i & # & + =%, andk¥ is considered as a grapheme.

4. When decomposing a character or a constituemeedt, if it is necessary to cut
one stroke to obtain two independent shapes ahe iotal number of resulting strokes
is then higher than in the original character arstituent element, then such character
or constituent element is considered as a graplames not decomposed further. For
example:

M+, BE T+ 5
Thus, i andE are considered as graphemes.

5. When decomposing a character or a constituembegit, if it is necessary to
insert a stroke into a decomposed element to ntat@niplete and if the total number
of resulting strokes of the two parts exceeds tmaber of strokes  in the original
character, then such a character or constituemegieis considered a grapheme and
not decomposed. For exampt€:# /> + 4£ and thusi is considered a grapheme.

6. When decomposing a character or a constituemegit, if it is necessary to
split two crossing strokes to arrive at a grapheme radical, such a character or
constituent element is considered a grapheme. @mnge: & # .[» + /, and thust:
is a grapheme.

7. A character or constituent element which is dmkrimpossible to further
decompose is considered a grapheme. For examples;, 3%, etc, are considered
graphemes.

As the next step, all graphemes were assigned thpes of codes according to
the same procedure used for radicals. Details atocoding are given in Vorobeva
(2011, p. 21). Examples of codes for graphemes twlike component parts of
characters in thshin jpys kanjilist are given in table 10 below.

Table 10: Examples of coding of graphemes included in charagdh theshin pyo kanijilist

Grapheme Alphabet code Symbol code Semantic code
T AJ 2AJ street

H AN 2AN snare

~ YQ 2YQ chop-seal

A POA 3POA meeting
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7.2.4 Symbol codes, semantic code, radical and stroke agcand their use

Symbol codes and semantic codes of character awziloked in Vorobeva (2007,
p. 22). The symbol code of each character is obthby listing the symbol codes of
each constituent element (cf. 7.2.2), following streke order.

The semantic code of a character is defined aseh®ntic code of its first two
constituent elements, following the stroke ordemnlyQhe first two elements are used
in order to avoid long codes.

Further, codes based on radicals and strokes samed by listing the numbers of
elements which correspond to traditional radicals$ the symbol codes (roman letters)
assigned to each of the remaining strokes, follgnstandard stroke order. Letters
indicating strokes and numbers indicating raditepes are divided by slashes, as in
the following examples.

» — {¥{,1, K} -85/H/37
L = {7, —, 7> 911/,
Numbers and letters used in the above code aretafbcals, standard radical

numbers from Unicode 6.1.0 (Unicode, 2012), and dimokes, the alphabet codes
assigned to basic strokes (cf. table 8).

Following the above procedure, all characters im ghin pyo kanji list were
encoded and a database was constructed to indiedaghabet codes, symbol codes,
semantic codes, as well as radical and stroke c&d@snples of such coding are given
in table 11 below.

Table 11: Examples of alphabet, symbol, semantic and raditake character codes

character | Alphabet code Symbol code| Semantic code Eci;j;cal e S0l
Ju PR 2PR nine 4/5

1 PYBHBAPCQMO 8PYB/162 escape/road 18/30/2/10/162
Hr SAQLAABPOPPAB | 117/75/69 stand/tree 117/75/69

8. Towards a new type of character index based on chacter coding
8.1 Construction and use of a new type of character irek

Starting from the premise that it is necessarydeetbp a character index which
would make search in character dictionaries mofeiefit and which would be
suitable for learners not familiar with Chinese releter writing, we developed a
character code based on appropriate representatiartsracter shapes (cf. Vorobeva
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2007, 2009, p. 72). In order to develop such a typ& of character index, we sorted
the alphabet codes, symbol codes, semantic codédsyaalical/stroke codes for all
characters in theshin pyo kaniji list in standard dictionary order (alphabetical and
numerical order). Searching for characters in sadexes should require the same
amount of labour as searching for words in alphiehky ordered dictionaries to which
learners from non-kanji background are accustomed.

A symbol code index and a semantic code index weveloped and implemented
in two character textbooks including 518 charagt€asji monogatari [Z 7458 1 ]
(Vorobeva, 2007) andanji monogatari Il [{#5-4)7& 1] (Vorobev & Vorobeva,
2007).

Further, an alphabet code index, a symbol codexiatie a semantic code index
were developed for the 1945 characters injélyé kanji list, selectivity coefficients
were computed and compared with existing charaotixes (Vorobeva, 2009).

In 2010, after the newhin pys kaniji list with 2136 characters was approved, an
alphabet code index, a symbol code index and arg@mzode index were compiled
for the new list, and a new, easier to use radiodkstroke code index was also
developed. The next sections introduce each oéthew indexes.

8.2 Alphabet code index
The first part of the alphabet code index is shawiable 12. In order to be able

to use this index, one needs to memorise the 2dstyyf strokes and the rules
governing stroke order of characters.

Table 12:First part of the alphabet code index forchlaracters in th@yo kanijilist

Alphabet coding of character character
A .
AA -
AAA =
AAABPQAAPB pois
AAABPQPAAC ¥t

Beginning learners are not yet accustomed to thestitoent elements of
characters. The alphabet code index is therefopeat®d to be easier to understand
and use.
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8.3 Symbol code index

Most characters are composite characters, compo$eahultiple constituent
elements. We coded all characters in our textbakguradical and grapheme codes,
compiled a database of characters with their résjeecadical and grapheme codes,
sorted the database according to the code columatandard dictionary ascending
order (i.e. alphabetic and numerical order), and tbbtained a symbol code index.
Users can thus search for characters in this indg)g codes based on character shape.

For example, the symbol code for the charaiteis 117/75/147. The numbers in
the code are the numbers of the radical shapeswhich the character can be
decomposed, i.e. (117),K (75), andii (147). To use the symbol code index, users
refer to the table of radical numbers and grapheodes. After some time, users
generally end up remembering the numbers and dndasing them.

An excerpt from the symbol code index Kanji monogatari I[EEF4#5E 1]
(Vorobeva, 2007) andkanji monogatari Il [543 1] (Vorobev & Vorobeva,
2007) is shown in table 13.

Table 13:First part of the symbol code index in the textbmok
Kanji monogatari | and Il

character symbol code| character |character number in Kanji
monogatari I,11

1 — 11

1/106 I 21

1/119 P 51

1/13/46 ] 238

1/132/34 B 189

8.4 Semantic code index

Part of the semantic code index from the textbdédsji monogatari landll is
given in table 14. When using the semantic codexndsers refer to the list of words
representing the meaning labels of character daestielements. The semantic code is
obtained by listing the meaning labels of the firgd constituent elements, following
standard stroke order. For example, the semantite dor the charactew; is
“stand/tree”, since the first two constituent elemseand their corresponding meaning
labels arer. (stand), andK (tree). In order for the semantic code not todmelong,
only the meaning labels of the first two constituglements are used.
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Table 14:First part of the semantic code index in the teakso
Kanji monogatari | and Il

chara(_:ter semantic code character char_gcter numbe_r in
(Russian /English) Kanji monogatari I,lI
Asns/cepaue (Asia / heart) iz 140
6am6Oyk/BcTpeua (bamboo/ meeting) 22 447
6ambyk/nepeso (bambooltree) ) 449

8.5 Radical and stroke index

The special characteristic of this index is thatrasonly need to remember the
radicals and the basic strokes in order to usehit. first part of the radical and stroke

code index is shown in Table 15.

Table 15:First part of the radical and stroke index

Radical and stroke code character
1 _
1/102/17 )
1/106 =l
1/132/34 =
1/25 T
1/30/6/1/30/6/76 7

The nine types of strokes (A, B, C, F, J, P, QY\R, given in Table 8 are at the
same time also constituent elements appearing én téble of radicals. In the
compilation of the radical and stroke based indimese strokes were treated as
radicals. By analysing all characters in #ien pyo kanji list, we found that more than
90% of these characters are entirely composedeafezits which can be found in the
traditional list of radicals. Characters that irmtduother strokes (i.e. D, E, G, H, K, L,
M,N,O,R,S,T,V,Y, Zin table 8) are relatiydew, less than 10% of all characters
in the shin pyo kanji list. The radical and stroke code, which is maibbsed on
radicals, is therefore presumably easier to acquceuse than the symbol code index

and the semantic code index.

Table 16 shows the frequency of use of stroke cod#ee radical and stroke code

index for all characters in thahin jpys kanijilist.
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Table 16: Frequency of use of stroke codes in the radicalstimudke code index
for characters in thghin pyo kanijilist

Stroke code DIE|GIH|K|L|IM|N|O|IR|S|T|V]|Y|Z

Frequencyofuse, Q 256 20 19 |5 42 (4 |16 |51 |2 |0 | 9| 19| ®

8.6 Comparison and evaluation of the new type of charaer indexes

If the new character indexes introduced in the galgry sections are learned and
used, the workload necessary for search is comigatabthe search in alphabetic
dictionaries, resulting in more efficient characsearch. At the same time it can be
expected that the learners gain a better insigbttime structure of characters and are
thus freed from rote memorisation. Table 17 gives doefficients of selectivity (CS)
of these new indexes, computed for the 1945 chensatitgoyo kanijilist. CS for each
index is obtained by dividing the number of distinbaracters under each code by the
total number of characters in the index, and mhitig it by 100, as explained in
section 6.2.

The 1945 characters in thjgyo kanji list were considered instead of the 2136
characters from thehin jpoyo kanjilist, in order to facilitate a comparison with diig
indexes.

Table 17: Coefficients of selectivity (CS) for the new typ#fsndexes

New type of index Coefficient of selectivity (%)
Semantic code index 64.1
Alphabet code index 98.4
Symbol code index 99.4
Radical and stroke index 99.4

The results of the analysis show that the alphabde index, the symbol code
index and the radical and stroke code index alehavCS close to 100%, implying
better ease of search compared with existing irelbased on character shape. In other
words, in the new indexes, different charactergisbahe same code are few, and
many characters have a unique code. For examplee iradical and stroke code index,
there are only 11 characters sharing their code @ther characters (cf. table 18). CS
values for the radical and stroke code index faratters in th@gpys kanji list andshin
joyo kanii list are:

joyo kanijilist: CS = (2136-11)/2136*100 = 99.5%

shin pyo kanjilist :CS = (1945-11)/1945*100 = 99.4%
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Table 18: Characters from thghin pyo kanjilist sharing the same code in the radical and
stroke code index

radical and stroke code character 1 | character 2 | character 3 | character 4
96 + *

102 H H FH H
57/2 5l o

9/7/28 = =

30/154 g e

120/102 i il

83 K B

1/75 ES EN

64/102 i i

The CS value for the semantic code index is 64|b¥ser than the CS for the
alphabetic code index, the symbol code index aaddlical and stroke index. This is
because the semantic code only includes the coflé¢lsecfirst two elements in a
character, resulting in relatively many sets ofrabters with the same code.

In order to use character coding systems, sometaffaequired. For the new
coding systems proposed above, it is especiallpitapt to accurately master the rules
governing stroke order and the decomposition ofattars into constituent elements
and strokes.

The alphabet code index is probably the easiektatm among the new indexes
proposed, since users only need to memorise 24s tgpebasic strokes and their
corresponding alphabetic codes. This index caretber be used from the beginning
stages of character instruction.

In order to use the radical and stroke index, le@meed to memorise radicals,
their numeric codes, and 24 basic strokes withr tlphabetic codes.

In order to use the symbol index and the semamiite andex, learners need to
memorise radicals with their respective numericades, and graphemes with their
alphabetic codes.

However, the symbol code index, the semantic cadex, and the radical and
stroke index have two merits if compared with thehabetic code.

(1) The code is short. For example, the alphabmiie for the characte#; is
SABHABGBHA, while its symbol code and its radicaldastroke code (identical in
both cases) is 189.

(2) In order to use the radical and stroke codersuseed to learn how to
structurally decompose characters and to learn tathair constituent parts, which
enhances comprehension and memorisation of chesacte
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8.7 Uses of the new index types

At the beginning stage of learning to read and ewnfthinese characters, the
alphabetic index is probably easier to use tharrdtidexes, since learners do not yet
know the constituent elements which make up charsctHowever, as learning
progresses, characters to be learned become momgleog being made up of more
strokes, and the alphabetic code becomes longerthé&t same time, learners
progressively learn to recognise different consttuparts within complex characters,
and are able to use other indexes, choosing thehamédest suits their learning style,
be it the symbol code index, the semantic codexindethe radical and stroke code
index. At this point, they usually start using nigione of these indexes.

The radical and stroke index is probably easideaon and use than the symbol
code and the semantic code index, but the latter @ave probably more useful for
deepening learners’ understanding of charactectsiial composition.

We used the symbol code index and the semanticindé® in two textbooks we
developedKanji monogatari [ 54775 1] (Vorobeva, 2007) andanji monogatari
Il [BEF495E ] (Vorobev & Vorobeva, 2007). In the following pgraphs we explain
how the use of these indexes was introduced tée@uners.

In order to look up an unknown character in theldeak, learners firstly write the
first two constituent elements of the character eonvert them into their respective
codes. At first, when they are yet not accustontedharacters, they actually write
down the first elements on paper, later they léagust imagine writing the character
and convert the first two elements into their codédwey then look through either the
symbol code index or the semantic code index, wicedes are arranged in alpha-
numeric order, and look up the character as thayidva a dictionary of alphabetically
arranged words, until they find the number of tharacter in the index. Using this
number, they can then find the character insidetéttbook and read the textbook
explanation about the character they were seardbmdsearching in these two types
of indexes is equivalent to searching through ahabetically ordered dictionary. The
procedure (algorithm) used when searching the apharic symbol code index is
described by Vorobeva (2007, p. 25). Through usarners get progressively
accustomed to this way of looking up characters, @iter some practice are able to
find a character in a few seconds.

9. Selectivity of character indexes and learning burde

In the present paper, we defined the CoefficienSefectivity as an index of
efficiency for character indexes, and compared tiexjsindexes with our newly
developed index types on the basis of this coeffici However, there is one more
factor to be considered when considering the efficy of indexes, i.e. the learning
burden required from users, the special knowletigg heed to acquire in order to be
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able to actually use each of these indexes, sudhascter radicals, types of strokes
and their counting, readings and meanings assdowgth each character, their coding
etc. When discussing the efficiency of indexes hslearning burden must also be
considered, as discussed in Vorobeva (2011, p. 24).

The index by total number of strokes is probably ¢asiest to master among the
indexes presented in the previous sections. Howeguiern its CS of 1.2%, it is clearly
not an efficient index. On the other hand, the Riggrds and Primitive Meanings
Index (Heisig, 2001), with a CS of almost 100%opwab for very efficient search, but
in order to use it, learners need to memorise a@padely 2000 semantic keywords.
We can therefore conclude that in future researetill be necessary to analyse the
learning burden of character indexes, and furthefind a comprehensive index of
efficiency which would reflect both selectivity arldarning burden of character
indexes.

10. Conclusion and further work

In the present paper we discussed the difficufiesd by learners of Japanese not
familiar with Chinese characters when they use attar dictionaries, presented 15
types of existing character indexes and describeil tharacteristics. We pointed out
that for users who need to look up characters idictionary, in addition to the
generally used radical index, stroke number indea eeadings index, many other
different types of character indexes have beenldpgd and used, including the five
step arrangement kanji table (Rosenberg, 1916¥otirecorner method (Wang, 1925),
the phonetic key index (Shiraishi, 1971/1978), itldex of katakana shapes, the index
of initial stroke patterns and the index of meangygnbols (Kag, 1998), the stroke
order index (Wakao & Hattori, 1989), the index bfacacter shapes (Sakano, lkeda,
Shinagawa, Tajima, & Tokashiki, 2009), the key vgoashd primitive meanings index
(Heisig, 1977/2001), the index by radicals (Hadakyit& Spahn, 1981), the system of
kanji indexing by patterns - SKIP (Halpern, 1988) kanji fast finder (Matthews,
2004) and others.

In order to compare the effectiveness of diffedraracter indexes, we applied the
concept of selectivity, a concept used to expréss dfficiency of computer data
processing, to character indexes, and defined aheept of coefficient of selectivity
(CS) as an index of efficiency of character indeX®#e then computed CS for existing
character indexes and compared their efficiency. fdiand that indexes based on
character form or structure had a low CS in thegeaof 1.2% to 25.4%, probably
because most indexes based on character form ugeooe structural element or
characteristic of each character for indexing, saglhe radical index using only the
radical part of a character, the total stroke numbdex using only the number of
strokes, or the initial stroke pattern index usomdy the form of the first stroke for
indexing characters.
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In order to improve the efficiency of charactertidicary indexes, we considered it
necessary to develop a new type of index with atréglectivity coefficient that would
be appropriate for the habits of learners not famivith Chinese character writing.
We therefore developed an alphabetic and a syndatd mdex, based on a code which
accurately represents the form of Chinese chamgctersemantic code index and a
radical and stroke code index. In this paper, weedeed the use of these indexes, and
comparatively evaluated their efficiency. We fouhdt the alphabetic code index, the
symbol code index and the radical and stroke intkeye a coefficient of selectivity
nearing 100%, while the semantic code index only &&oefficient of selectivity of
64.1%. The reason for such a low CS is probablyitimamly takes into account the first
two structural elements of each character, whiekldeto a relatively high number of
characters with the same code.

We expect that learners using the above new typ@&sdexes should be able to
look up characters in dictionaries more efficienttieepen their understanding of
character structure, and be emancipated from ear®ing. We implemented these new
types of indexes in two introductory textbooks wuthg 518 charactersKanii
monogatari I(Vorobeva, 2007) andanji monogatari ll(Vorobev & Vorobeva, 2007).
We plan to include these new types of indexes (phahetic code index, a symbol
code index, a semantic code index, and a radighktroke index) in a new textbook
with 1006 characters for the initial and interméglikevel that is under development,
and to empirically investigate the efficiency ofesle indexes by surveying how
learners use them in practice.

Moreover, the usefulness of character indexes diminvestigated by measuring
not only their coefficient of selectivity, but aldbe learning burden associated with
them, as suggested in Vorobeva (2011, p. 24). \Wetlarefore planning to further
investigate both factors and define a comprehemaa@sure of efficiency for character
dictionaries.
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Abstract

The dictionary seriefihongo tagigo gakushjiten (“A Learner’s Dictionary of Multi-sense
Japanese Words proposes a new approach to learners’ dictiosarleased on cognitive
linguistics theory and on a corpus-based appro&elth entry is presented as a semantic
network which follows the patterns of semantic agtens from a word’s core meaning to
derived meanings. A corpus, Sketch Engine, was ultath in order to select natural and
frequently used examples, which were then editechéde them understandable to learners.
Illustrations are also provided in an attempt teualise the common meaning (schema) shared
by the various meanings of the word.
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Learner’s dictionary; monolingual Japanese dictitasa corpus-based dictionary; semantic
network; cognitive linguistics

Izvleéek

Slovarska serijdNihongo tagigo gakughjiten (“Uc¢ni slovar vépomenskih japonskih besgd
prinaSa nov pristop kémim slovarjem, ki je osnovan na teoriji kognitiviaegzikoslovja in na
korpusno osnovanem pristopu. Vsako geslo je preljiste kot semantha mreZa, ki sledi
vzorcem pomenskih Siritev od osrednjega k drugirmgom, ki iz tega izvirajo. Naravni in
pogosti primeri rabe so bili izbrani iz korpusasmmijo orodja Sketch Engine in nato prirejeni,
da so razumljivi uporabnikom slovarja, ki se japmms Sele dijo. llustracije predstavljajo
skupni pomen (shemo), ki je prisoten v r&zih podpomenih besede.

Klju éne beside

ucni slovar; enojezini slovarji japon&ine; korpusno osnovan slovar; semémi mreza;
kognitivno jezikoslovje

" Translated by Andrej Beke$
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1. The present state of Japanese learner’s dictionaise

In recent years many teaching materials for legrnilapanese have been
published, easing the long-lasting shortage of soelterials. In addition, use of
teaching material available on computers and ietdnas also been increasing. Various
types of grammar manuals, sentence pattern dictemahesauri etc, both for teachers
and for students are being published. Yet, amomgethlearners’ dictionaries are
conspicuously absent. On the other hand, a glahd@eapublishing situation for
learning English suffices to see that both in antside of Japan such dictionaries are
being published incessantly. The quantitative, @ahd consequence the qualitative gap
between learner’s dictionaries for learning Japaresl English is great.

Among dictionaries for learning English producethei in the United Kingdom
or in the United States, there are Merriam-Webstegarner’s Dictionary, Cambridge
Advanced Learner’s Dictionary, Collins Cobuild Lears Dictionary, and Oxford
Advanced Learner’s Dictionary. In these dictiongyrithe vocabulary used for defining
the meaning of lexical items is restricted to al®Q@0 words, which are in themselves
sufficient to describe various meanings. Thus,né ¢earns the vocabulary used for
meaning definitions, one is able to use these afiaties. Compared to English
dictionaries, similar Japanese learner’s dicti@samre few. To the author’s limited
knowledge, there are no Japanese dictionaries caivipato the aforementioned
English dictionaries aiming at intermediate to atheal level learners. Needless to say,
learners of Japanese do use dictionaries, but itterhries they use are either
monolingual Japanese dictionaries for Japanesevenapeakers, or domestically
produced bilingual dictionaries. The aforementioBgglish learner’s dictionaries are
in principle monolingual dictionaries. On the oth®and, the yet few dictionaries
targeted at learners of Japanese as a foreign dgagare prevalently bilingual
dictionaries with headword translations or headwaefinitions and translations.

Monolingual Japanese dictionaries for native speakso-calledkokugo jiten[[E
FEETHL] can only be used by intermediate or advancedhégar Learners usually start
to use such monolingual dictionaries at the inteliate level. It goes without saying
that such dictionaries have no consideration ferrieeds of non-native speakers and
lack the information needed by learners. No mompial Japanese dictionary for
native speakers limits the vocabulary used in deim descriptions to any prescribed
set. Often, definitions and explanations are mafécdlt to understand than the
headwords they are meant to describe. Monolingakligodictionaries often include
also encyclopedic entries, which call for accurateyclopedic information in their
description, resulting in entries which are ofteffiailt to understand. Learners of
Japanese are more interested in the meaning agd asandividual words rather than
in encyclopedic information, but such information asage tends to be lacking in
kokugodictionaries. For example, information about tse of cases (postpositions) is
not provided. Even though there are examples of, tisey lack collocational
information. “Shinmeikai kokugo jiten’is one of the fewkokugodictionaries which
provide such kind of information, but since it i®amt to be used by native speakers,



Development of a Learners’ Dictionary of Polysesmiou 65

important information needed by learners of Japanesstill insufficient. Advanced
learners of Japanese do not often make grammatiistéhkes any more but there is
often a sense of incongruity lingering around tispeech and writing. Many times the
reason for this is the unnaturalness of collocation

On the other hand, bilingual dictionaries taiyaku jiten [ xf &R &F 8], unlike
monolingualkokugodictionaries, are accessible also to beginnerfortimately, most
bilingual dictionaries are basically made with Jegse native speakers in mind.
Therefore, all the descriptions are made to suite native speaker and lack the
information relevant to learners. There are aléadual dictionaries published outside
Japan. Such dictionaries are made to suit the speak a particular language, but
even such dictionaries are often based on bilindicionaries intended for Japanese
native speakers. Therefore, for the same reasdmliagual dictionaries published in
Japan, they lack the information relevant to leesoé Japanese.

2. The solutions suggested by the present dictionary

The dictionary serieblihongo tagigo gakushjiten [ H AFEZ 55545 FEik], to
which the present author contributed the volumadjectives and adverbs, proposes a
solution based on cognitive linguistics theory thas already been employed in some
English-Japanese dictionaries, namely, a synchrdegcription of the meaning of
basic words, which are important for learners mfibrm of a semantic network which
follows the patterns of semantic expansion fromecaeanings (basic meanings) to
derived meanings.

In the present dictionary series, the authors didlimit the vocabulary used in
definitions to any particular set. The share obaéinformation in the dictionary being
smaller than in other comparable dictionaries duthé limited number of headwords
(only basic words) and to the ample use of illugires, the authors consider that
limiting the defining vocabulary would not have amgjor effect. Instead of limiting
the defining vocabulary, translations of entrieti® languages were added as a
complement to the explanations in Japanese.

By introducing the cognitive linguistics point akew, the meanings of entry items
were presented as derivation networks stemming thenctore meaning. Therefore the
order of presenting different lexical meanings ® diachronous. As far as it is
possible, it presents the cognitively central (avad necessarily the most frequent)
word meaning first, followed by the various measimtgrived from it, all in order to
facilitate the understanding of these derivatigraths. Thus senseless enumeration of
unconnected entry meanings can be avoided and rgnio connection between
different meanings can be felt more easily, contitly to a better understanding and
retention of the entry’s meaning.

In addition, by consistently using examples of acuuse, adapted to the level of
second language learners, the dictionary is coadeso as to contribute to the
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learners’ deeper understanding of each entry wardl, by supporting sentence
patterns offered in textbooks with such examplesfoster a more natural use of
Japanese. Examples are based on corpora, anafackte was given to selecting and
editing natural, frequent examples. Nonethelegsafiproach isot corpus-driven but
corpus-based While corpora were being used for consultatio@naples were edited
to be readable and learner-friendly.

3. Intended users of the present dictionary

While the vocabulary of the present dictionary eemton basic words which
appear in textbooks for beginners, these wordsaangally polysemic and it is only
their basic meaning that is usually introduced égibners. Other, derived meanings
not treated at the beginners’ level are eitherothiced at the intermediate or some
higher level, or, as is often the case, not treaeglicitly at all in textbooks. The
characteristic of this dictionary are not the dggmns of core meanings as such but
how such core meanings are expanded into derivechimgs. Therefore, the intended
users of the present dictionary are not beginnetdelarners at intermediate or higher
levels as well as their teachers, both native andmative speakers. For teachers who
are native speakers, derived meanings are seléeyidnd they admittedly can grasp
their relation to the core meaning intuitively. Yethen teaching, it is necessary to
present and explain such relations in a systemeai and this is where the present
dictionary can be of help. Further, for teachersovélie not native speakers, this
dictionary includes ample information such as spref polysemy, explanations of
these meanings, examples and other relevant infmmahich can be of help to them
when systematizing their own knowledge.

4. Structure and content
4.8 Selection of entries

The dictionary was complied by selecting those wdandmodern Japanese that are
highly polysemic and therefore difficult for learsgo master, and by showing word
meaning networks centered on the core meaningbeasietbasic words, in order to
facilitate correct understanding and use of eactdwy both learners and teachers of
Japanese as a second language.

The present dictionary series consists of threespaach a separate volume, i.e.,
Nouns (121 headwords)Adjectives and Adverbs (84 headwords)andVerbs (104
headwords) Highly polysemous modern Japanese words wereeohas headwords.
By “basic words” here the authors mean essentiadiyds belonging to level 4 or level
3 of the former Japanese Language Proficiency dmstamong them particularly those
with pronounced polysemy. Further, it has to bed shiat words learned at the
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beginning level are most often polysemous. In saoabes, it is usually the core

meaning which is introduced at the beginners’ levwdlile the derived meanings are

not taught at this level. Indeed, if derived megrimre used at the intermediate or
higher level at all, such words are usually treaisdknown words, and until now

derived meanings were not taught in a systematic Waually what happened were

occasional haphazard explanations of their meammgsome reading materials.

Because of this, in spite of such words being thagkhe beginners’ level, it was only

natural that learners experienced difficulties@arhing their meanings as a complete
system. Even worse, it is quite possible in suckuanstances that some derived
meanings that are quite distant from core mearangsot perceived as such at all.

As can be seen from the above, because of thdadktaiplanation of polysemous
basic words, the increase in the number of pagesaoh word resulted in a relatively
limited number of entries as compared to otherahetries. Yet if we consider that the
words appearing at intermediate and higher levatsl tto be less polysemous, the
number of entries is not too small for the goaklw# present dictionary, which is to
support learning of polysemous words, , since viees a range of vocabulary which is
conductive to reaching the expected learning target a considerable degree.
Explanation notes are quoted below to exemplifydbetents and construction of the
dictionary.

4.9 Structure of the entries

As can be seen in Figure 1, each entry beginstivghheadword (1), its difficulty
level (2), the kanji (Chinese characters) usedHerheadword, where the character in
boldface is the one that expresses its most basamimg, while characters capped with
a dot are characters which are not in the offitgtlprescribed for regular uses{®
kanji). This is followed by readings (3) of the bfzsice characters, listed in katakana
for on-yomi (Chinese loanwords) and in hiragana Kan-yomi (domestic words).
Examples are given in parentheses. When the engrkun-yomi word, it is listed here
again, along with an example. This informationdboiwed by a network diagram (4),
where arrows show how each meaning derives fromctre meaning. The actual
derivations are more complicated than indicated, lmave been simplified where
possible in keeping with the dictionary’s designaatearners’ dictionary. The core
meaning, marked with a 0, is the meaning in modesage that is considered the
central meaning from which other meanings deriven&y derivatives, marked with
numeral (1, 2, 3 etc.) are major meanings thatvdefiom the core meaning O.
Secondary derivatives are marked with letters efalphabet, as in Oa, 1a, 1b, 1c, etc.
They are extended meanings that stem from the owoeaning or the primary
derivatives. Since they represent comparativelyhsldifferences in meaning that do
not qualify as stand-alone derivatives, they almailinated to 0, 1, 2, 3, etc.
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Figure 1: Structure of the headword entry

Each meaning presented in the boxes in the netdiadram is then explained,
translated, exemplified and illustrated as canda:sn Figure 2. The explanation (1) is
given in Japanese with furigana on all Chineseattiars and followed by a translation
into English, Korean and Chinese. This is follovisda line (2) which describes how
the meaning derives from the core meaning or thimagwy derivative. Example
sentences (3) are provided for each meaning pegsefdliowed by compounds,
idioms, and other related expressions (4). Finally,illustration (5) is provided to
clarify the meaning. For most entries, the firshraple sentence is used as the basis for
the illustration. These illustrations can also Isedias a quick guide to the common
meaning (schema) shared by the various meanintye @ntry.
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| (2)
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Figure 2: Meaning description with translations, illustration
examples and related expressions

When illustrations contain multiple elements, sashcontrasts, the element that
depicts the target meaning is generally placedhenright and/or rendered in darker

shading, as can be seen in Figure 3, where thatrdlion conveys the target meaning
“large/big (size, area)”.

>hED
Kl 4 XpEE>TVS
large/big (size, area) /717t B& FEE drh /R

B (3% i U thu
o REXVHUIIRE S,
tP) ‘E:E T dL Jk/{‘ [634 BB N N ‘u
fu_a\j ’ o ENELTRAPEVAIIE. KEWRY FOIZ) 2T
\/‘éo
Pqutor B
o RS XD HEHNIRE WD,

Figure 3: lllustration with multiple elements

As can be seen in Figure 4, other related expressguch as extra compound
words, idioms, transmuted words, etc. that were oovered in the meaning
descriptions are enclosed in boxes maitkaarengoku B 5E 1],
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Figure 4: Box with related expressions

Distinctions in usage and other pointers on usdgie entry are given at the
bottom of each entry, marked yaho noto [FHi%./—H], as in Figure 5.

BE/—hg LAOMTIE [XXv+4a] L0b [XE5h7%+ i) OlEIHE<
hbhs,

w o X7z (pll3). &Rz (pl24)

Figure 5: Usage notes and cross-references

Some entries are followed by culture notes, whiclovide background
information on how the entry is used in the cont#fxiapanese culture, as can be seen
in Figure 6.

=\
PN

» s1b 515 ‘ vx bEu 5 Bo R A oE » 993
b —te FLWHEE LT, T4, Bdbssde] 03 i [h&db5] [
Twa] EvdERTLITvbER TR, |

w Hizzrwv (p31). Ev (plsd)

Figure 6: Culture notes and cross-references

At the bottom of each entry, there are cross-refae to other entries that can be
of reference, such as synonyms, antonyms, etc.¢chwhrie listed with their page
number, as can be seen in Figures 5 and 6.

In cases where an entry has a list of multiple €gncharacters (e.gtsui - &>
Vs B Z ), users can refer to the example sentences toagaimderstanding of
the distinctions in usage between those charad®ensicularly important distinctions
are explained in the supplementary informationisastmarked with asterisks.
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Intuitive symbols are used to indicate various $aftthe entriesa for compound
words, ] for idioms and proverbs, * for supplementary imfation,< for antonyms,
= for cross-references, / for words that can be irs¢ide same pattern (e.f. 0% 24
<¥%,/ HEENEL72%), = for synonyms[ ] for omissible words or particles (e.g.
SE[A3]EVY), while the parts of speech used in compound wartts other related
expressions are marked by symbols containing theenaf the part of speech in
Japanese, as can be seen in Figure 7.

Noun

I-adjective

Na-adjective

Adverb

Adnominal

Suru-verb
U-verb (Group I verb)
Ru-verb(Group II verb)

=

EEEEE}@EEE‘J
— <

Irregular verb (Group III verb)

Figure 7: Symbols for parts of speech

4.10Additional comments on the explanation notes

In this section, some additional explanations b&lprovided concerning items not
appearing in the final version of the dictionaryetiNork diagrams show extensions of
meaning, i.e., derivatives, basedroataphor (semantic extension based on similarity,
e.g.,ki ga omoi“depressed, heavy hearted”, literally “with heapjrit’, when one’s
feelings are perceived heavy as a heavy objemjponymy (semantic extension based
on contiguity, association, or proximity, eatatakai iro“a warm color”, where the
property (warmth) of fire is expressed by its cojaynecdochgextension of meaning
based on subsumption or part-whole relation, éana“flower” standing forsakura
“cherry blossom”, wheresakurais a kind of flower). While this analysis has been
carried out during the process of writing, it i meentioned in the completed version
of the dictionary. The reason is that an explicialgsis was necessary during the
preparation stage of the dictionary, while thisetygf information was deemed not to
be necessarily easy to understand or relevanthiruser. In meaning descriptions,
under “relationship with superior meaning”, the diog yoo ni‘like ...” hints at an
extension based on metaphor. Also, it has to lzkthat derivatives should be arranged
in fact “radially” and not “linearly”, though fornte reason of more expedient layout,
they are represented “linearly”. Further, the highg was limited to only three levels,
also because of layout expedience, even thougle tsieould be cases with deeper
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reaching hierarchies. The representation is thumplgied because of layout
expedience, but at the same time also more unddedtée to the learner than
theoretically perfectly accurate but visually complexamples. The way derivatives
are divided and ordered is a particular charadtered this dictionary, which sets it
apart from other dictionaries. The division andesinly are conceived so as to help the
learner intuitively grasp the connections amongesions of meaning, this being the
foremost characteristics of this dictionary asaarers’ dictionary.

The authors tried to describe the meanings andioe$hips with superior
meanings in as simple Japanese words and as dgnaseossible, and to further
enhance the understanding by adding translatiotisée languages.

Example sentences are ordered so that the mostypial examples, those with
meanings and uses that are most easy to understame, first. For the selection of
examples, corpora were consulted in order to magmtas natural as possible and to
show relevant collocations wherever possible.

A word about illustrations. Authors strived to mainm shared characteristics
between illustrations, and also for shared schertatae discernible by comparing
related illustrations, thus enabling the learner giasp the meaning extension
relationships in an intuitive way. This effort wa®st successful with verbs. On the
other hand, adjectives and adverbs were difficutender this way. The reason for this
is that the meaning of adjectives and adverbs ddmmanderstood without including
also the meaning of the modified part, i.e., the@aning depends very much on the
modified part. Because of this, illustrations ofansg must in such cases also include
the modified part, and furthermore, the modifiedtp@vhich could normally be
expressed by a noun) tends to become more cehtmalthe adjective/adverb itself.
Consequently, illustrations change along with theadified part, thus loose the shared
aspects of the core meaning and meanings of dedgaBecause of this, in the case of
adjectives and adverbs, illustrations should beetsidod as mere “illustrations” to
help with understanding of the word meaning, rattlean what is in cognitive
linguistics called an “image schema”.

5. Conclusion — suggestions for future learners’ dictinaries

To conclude, based on the compilation of the presistionary, we wish to
express some thoughts regarding the shape of flgareers’ dictionaries, hoping that
they will be of help for the compilation of suclctionaries in the future.

Firstly, the necessity of corpora. There are twpesy of corpora useful for
compiling learners’ dictionaries. One type are dagrale corpora representing the
usage of Japanese. There are several smaller acopdapanese, but only two of the
size that can be directly useful for compiling oinaries. The first one is BCCWJ
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(Balanced Corpus of Contemporary Written Japariesg)mpiled by the National
Institute for Japanese Language and Linguisticseddava, 2012), and the second one
is the corpus JpwWaC included in the Sketch Erdi@edanow-Erjavec, Erjavec &
Kilgarriff, 2008). BCCWJ contains one hundred noifliwords, with attention paid to
balanced sampling. As such it is one of the largegbora in Japan, yet it is said that
for compiling English dictionaries, a one billiorowd corpus is necessary (Akasegawa
p.c.). Compared to such size, BCCWJ still suffecsnf size limitation, and while its
sampled data are balanced, frequencies of extrataéal and collocations are still
inadequate. On the other hand, the Japanese lagaigus within Sketch Engine
comprises 5 hundred million words, and is thusdartpan BCCWJ. The problem is
that it consists of data automatically collecteahirthe web, resulting in sampled data
being rather slanted. Further, there are casegeaia collocations stemming all from
the same URL, which means that they were produgeitidosame person. Because of
this, some caution in using the corpus is neces¥shen the present dictionary was
being compiled, BCCWJ was not yet available, tremeefthe Sketch Engine JpWaC
had to be consulted. While Sketch Engine proveldetaseful for compiling example
sentences, it was inadequate as far as collocati@nsoncerned. Ideally, a corpus for
the compilation of dictionaries should be balane@ad] at the same time large scale. At
present the authors are compiling a one billion dvoorpus, by collecting data
automatically from the web, while striving to makdalanced. By making the corpus
freely accessible to the general public, the asthope to contribute to the compilation
of future dictionaries.

Moreover, rather than compiling dictionaries retyientirely on corpora (Corpus
Driven approach), an approach based on consulongoca (Corpus Based) seems to
be preferable. For example, using examples dirdctdyn the corpora is generally
inadequate because it is difficult to understanchsexamples without access to the
social and cultural schema and the immediate téxdoatext in which they were
produced. Also, since such raw examples often cofiteise”, they may not always
be of help to the learner. In order for the examplet to be arbitrary or unnatural, it
makes sense on the other hand to consult corponsuels as possible. Yet this does
not mean that with a good corpus the compilerskwerlready done. On the contrary,
the task of how to select good examples, how t@gs® them, how to extract and
organize relevant information from such examples,al an important job to be done
by compilers who are intimately knowledgeable abiatt particular language. It is
difficult to expect a dictionary to be good withautch efforts by its compilers.

Another type of corpora are learner corpora. Suepara are also recently being
compiled in various places, yet at present theraassuch corpus with sufficient
information for the compilation of dictionaries. ar@ers’ corpora, containing much
inappropriate and mistaken usage, are difficultag automatically. Because they

! http://nib.ninjal.ac.jp/
2 http://ww.sketchengine.co.uk/
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require manual tagging, the automatic compilatidnsoch corpora is extremely
difficult to realize. Our wish is that in the nai &ar future, with advances in automatic
processing technology, the compilation of largeles¢aarner corpora will also be
easier to achieve.

The second important point regarding the future mitation of dictionaries is to
produce them in digital form. As has already beesntned in this paper, paper
media impose a limitation on the available numbigrames, therefore the realization of
an ideally conceived dictionary is not always plolesi Further, by increasing the
number of entries, and by making the descriptiorremdetailed, the size of the
dictionary increases, making it more costly. Thiekér the dictionary is, the more
inconvenient it gets for the user. All these prafdecan be solved in one breath by
making the dictionary in digital form. Limitatioren the quantity of data, problems of
portability etc. all disappear. With ample searehctions provided, searching in such
dictionary is considerably faster and more effitidran in paper dictionaries. Also,
sound and images, movie clips etc., items thatirmp®ssible to include in a paper
dictionary, can be easily added. Dictionaries fnroow on should be digital from the
beginning, not like present digitalized dictionaribased on paper editions. Indeed, in
language classrooms paper dictionaries are no flolegbe seen, learners are using
dedicated electronic dictionaries, mobile phonasanart phones instead. Yet, at least
as far as Japanese is concerned, many of sucbrdidgs are often nothing more than
simplified digitalized versions of paper dictioresiin which much of the information
that is traditionally included in dictionaries haeen omitted. Further, as has been
already mentioned before, such digitalized dictimsaare not primarily learners’
dictionaries but monolingu&okugoJapanese dictionaries, English-Japanese bilingual
dictionaries and such. Thus, while at present tuess to digitalized dictionaries has
become much more convenient, it is a matter of kighcern that the quality of
dictionaries used by learners is getting worse. Wike hope for is a dictionary
specifically for learners which would surpass thespnt paper dictionaries.
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Abstract

The present paper gives an overview of the toold mmaterials included in the Japanese
language reading tutorial system Reading Tutor tedmultilingual lexicographical project
Reading Tutor Web Dictionary. This is followed bydescussion of possible uses of Reading
Tutor and the Web Dictionary in Japanese languasgeuction and for supporting autonomous
language learning. The paper further presents articplar use of these tools and resources in
the development of learning material for foreigmdidates taking the Japanese national
examination for certifying care workers. We con@uslith suggestions for effective guidance
in fostering autonomous vocabulary learning.
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Izvlieéek

Clanek predstavlja orodja in gradiva v sistemu zdpgooo branju v japor#ni Reading Tutor in
v vegjezicnem slovarskem projektu Reading Tutor Web Dictigrtar njihovo mozno uporabo
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kandidate, ki se pripravijajo na japonski drzavzpii za zdravstvene delavce. V zakku
predlaga nekaj pedagoskih pristopov Zmkovito podporo samostojnemienju besedif.
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bralna podpora; Wezicni slovar; samostojnocenje; jezik stroke; orodja za podporo
jezikovnemu dgenju
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1. Introduction

The Japanese language reading tutorial system iRedditor has been used in
many ways by Japanese learners and teachers d@t@mnarld since its appearance on
the web in 1999. It has been accessed more thali@dtimes since its inception, and
it is presently being accessed 1500 times a dapwamage. In 2003 a companion
project was launched to add multiple languagesi¢oReading Tutor dictionary tools.
This paper is organised in the following way. Sact? describes the reading support
system Reading Tutor, section 3 proposes ways iohithis tool can be used to foster
autonomous learning, and section 4 presents thélingual lexicographical project
Reading Tutor Web Dictionary and its possible usesection 5, we present a case
study of the use of these resources for the dewedap of learning materials for
foreign candidates taking the Japanese nationahiession for certified care workers,
and section 6 concludes with suggestions for effeaguidance and learner support
geared at fostering autonomous vocabulary learinitige age of the internet.

2. The Japanese language reading tutorial system Reaxdy Tutor

Reading Tutor (http://language.tiu.ac.jp/) is aretnet site combining reading
materials and various tools to support reading kadning Japanese as a second
language. As seen in Table 1, the uses of Readitgy Bre graphically displayed on
the front page of this site. Reading Tutor is fyemlailable online and can be accessed
and used any time from anywhere in the world.

Reading Tutor
Japanese Language Reading Tutorial System

Readlng TutOT Japanese / German/ Dutch

Enter Japanese Sentences.

Dictionary: [le=>k ]| [ B2en | [>de | [l | [ laslv | [ aesl |

Level: [ Voesbuary | [ KANJ | Strycture: | Structurs | !ﬁom’
Clear | = MZU?
ling
Tutor's Multilingual Toolbox
Dicliorayis avallablez.oﬂlsfm Dictionary Tools, Level Checkers, ( Open a new window )
Japanese-Spanish dictionary Reading Resource Bank
tool is available A large collection of reading materials
2008/5/20
" Website Links (Japanese)
w Variety of links to Japanese reading materials
tool is available.
2007/4/27 i
Quiz (Japanese)
Papers on Reading Tutor are Check your reading comprehension level by quizzes on-line

available.

Figure 1: Reading Tutor’s top page
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Reading Tutor includes the following tools and reses which were developed to
support Japanese language reading and learnirggdér to use the tools, users input
(type or paste) text into the upper box, and ctinkthe button of the tool they wish to
use.

2.1 Dictionary tool

The following dictionaries are available, as carseéen from the button acronyms:
a monolingual dictionary with Japanese definitiohthe Japanese headwords (ja->ja),
a Japanese-English (ja->en), Japanese-German d€ja-Jdpanese-Dutch (ja->nl),
Japanese-Slovene (ja->slv) and a Japanese-Spgnists() dictionary. This tool links
all words appearing in the input text to the chodationary and displays the text
alongside dictionary information on a new page. Witie user clicks any word to look
up dictionary information, relevant dictionary imfieation appears on the right side,
and clicked words appear at the bottom of thefiafhe, enabling the user to save a list
of unknown words for later revision.

Reading Tutor

(s
—Fq =
l’ T 4 / 7 * 2 ﬁ* Ha55E / English / Dautch S
ANEhf-X= BEEB5<Lo>] i
~7%
= - S [revision] the work of studying again lessons already
ADUEXEICAENATATORBEERE BE | oo _
(igﬁ) - E ZE (F‘,]/\JEE) u E % (;J—a:lg‘gg) , E gﬁ going over one's lessons / review / refresher training / 2o

through one’s lessons / 2o over / go over one’s lessons /

(ROYT=7E)  BERARAVE) OFBEBLY | b odoon /v
LOEETERY Bo [ HEEOREYANIEVNSH _—
TREMELERSNTVSLD, GELALTH | DEDO]

B 1 a condition of being able to do something
feasibility / ability / possibility / practicability
ﬁjﬁf:@)iéﬁ'JZf- 2 [possible] able to bs carried out or done: possible
LT Ed
1 [be up to #*something] action having to do with
1. =1 progress of action or matter (be able to do thing)
2. BFED? rossibly / feasible / within ene’s power / possible /
< “_: practicable
3. {E% 2 2 [possible] able to be carried out or done; possible

be a possibility / be conceivable / be possible

Figure 2: Reading Tutor dictionary tool output window

Figure 2 shows an example of the dictionary toolgput, where the user has
selected the Japanese-English dictionary and diokee on the wordl & and twice
each on the wordf /£ and1+. The last clicked word is shown at the top of the
right-hand frame.

2.2 Level Checker (Vocabulary Checker and Character Cheker)

These two tools analyse the text, determine thigcudlify level of each word or
each character in the text according to the oldiwar of the Japanese Language
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Proficiency Test Content Specifications (JF & AIRD02; hereafter abbreviated to
JLPT), and display the text showing words or chi@radn the colour of the JLPT level

they belong to, alongside a list of all words oarmltters appearing in the text, divided
by JLPT levels, as displayed in Figure 3 (see gegtion).

2.3 Grammatical patterns tool

This tool automatically detects grammatical patesind functional words in the
text, links them to (a part of) information in tlictionary of grammatical patterns
Nihongo bunkei zitefH AFESCHREE#] (Group JAMASII, 1998) and displays them
in a layout similar to the dictionary tool. The kamn be accessed by pressing the
button [structure]. The site also offers the regdesources listed below.

2.4 Reading resource bank

This repository contains reading material that dsn immediately used for
studying Japanese either in class or for self-stiighch text is marked for level of
difficulty, calculated according to the vocabulargontains, making it easy to choose
the material that is most appropriate for the reade

2.5 Collection of website links

The link page presents carefully selected sites iy be useful to learners of
Japanese as a second language grouped by subjechaws, Japanese culture,
Japanese language learning and Japanese langaekiadge

2.6 Grammar quiz

The site includes grammar questions at levels 12anfl JLPT, where users can
check their own grammatical competence. This sedtmezludes both an automatic
answer checker and grammar explanations.

Tools and materials which make up Reading Tutos therve different purposes
and can be useful both for Japanese language d¢hetruand for supporting
autonomous learning, as explained in detail in Watantroductory manual
(Kawamura, 2009).
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3. Editing teaching materials using Reading Tutor
3.1 Verifying learners’ proficiency level

By combining material from the Reading ResourceskBaith the Vocabulary
Checker, teachers can easily gauge their studients’. When learners read a passage
and click on unknown words to check the readingn@aning, these words are
recorded in a section named “Your word list”. Tearshcan then retrieve this list, feed
it into the Vocabulary Checker, and find the JLBVel the unknown words belong to.
The same process can be used for any other readtterial not included in the
Reading Resources Bank, simply by inputting th¢ iteo the dictionary tool first and
then using it as reading material. One advantagéhisf process is that it allows
students to check their own level objectively.

3.2 Developing reading materials appropriate for the sidents’ level

The Vocabulary Checker can also be used to develaing materials which are
appropriate to the students’ level. When the usputs a text into the Vocabulary
Checker, the text is processed and appears aglineF8 below, with each word in the
text colour-coded for its level in JLPT. The text Figure 3 is an example of a
processed text, containing the enffy [kaminari - “thunder”] from the siteKey
Aspects of Japa(Bugiura & Gillespie, 2012).

Reading Tutor Qi‘o

)

— L Y v A
I’ —7: { /7 * :' ﬁ* H7:E / English / Deutch
AAhShi-xxE ot 16 (15)

[E iy 1

BHOBOBESLLELOOIEME, BANELI—EFERATTHE, e
B.ME, BOLIERBLET, HERBALLGODE—IETS mras
NHFEEHENARE FHARIESMTHEEICRELET, HER [Ti—
HECIONEZOREMTERLE. BRI EITBRATEHEFH ) !
ICERGENFTNABEOHEARLTIE, REARELKIZEY filiE 1
¥R AL, RATCIKdLEEE TSI kY —EICLTER Fi ] 2
RENZEEFE2RLTLENEL OSBRI HHEOHEES AbsEE 1
BMRIZEVWILEH S0, BEATCRBEFHMOFEIEA, £ ) 1
HEREMCHEAREKEOTZEEENRTOoNTVET, i —& -

BEEELAI: Kokkokok BELLY

B EERE A 1R 28R [ AR T
160 130 16 s[ zs8| 20 67[ 21

191%] 10008 [11.5% [5.9% [20.1% [14.4% 482%  15.1%
(93) (8e)| (18) (| 23| 2 e ()

1081%| 10008 [17.4% [31%[26.7% [15.1% 3268 81%

Figure 3: Output of Reading Tutor Vocabulary Level Checker
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As can be seen in Figure 3 all words in the preaggext are colour-coded
according to their level in JLPT: level 4 wordsgthasiest) are displayed in black,
level 3 (upper beginners) in grey, level 2 (intedm&e) in blue, level 1 (advanced) in
red, and words which are not included in the JLRETdisplayed in bold red characters.
Teachers can thus read through the colour-codet amrd rewrite the parts not
appropriate to the students’ level. For examplea iteacher is preparing reading
material for intermediate students, the words ©h e¢euld be rewritten. This process
can be then repeated with the rewritten text taktier any remaining difficult words,
thus ensuring the text has been edited appropriiethe level of the students.

3.3 Developing supplementary learning materials

Reading materials for language courses are usualdgompanied by
supplementary material such as word lists, comprgba questions, cloze tests,
grammar tests, Chinese character tests, texts plibnetic guides (also called
furigana text in smaller type added above or below Chinelsaracters to show
pronunciation), and other types of material. Sorhg¢hese materials - word lists,
Chinese character quizzes, phonetic guides - caeab#y prepared using the tools
offered on the Reading Tutor web site.

a) Word lists: To prepare a word list for a readpagsage, teachers can feed the
passage into the Vocabulary Checker and obtairstaofi all words contained. If
needed, they can then feed this list into one efdictionary tools to obtain a list of
words with their readings and translations.

b) Kanji quiz: The colour-coded output of the Voakny Checker can be used to
prepare kanji quizzes. The colour-coded text mayd®ful in helping student visually
grasp their reading level.

c) Text with phonetic guides: A text with phoneguaides can easily be edited
using thefurigana function of the Reading Tutor Web Dictionary, aglained in
section 4. A text with phonetic guides can be useg@reparation for a kanji quiz, for
practicing reading aloud and other exercises.

3.4 Integrating autonomous learning into reading classe

Reading classes can be conducted more effectivglgdmbining them with
autonomous learning, individual preparation andengv This is especially effective in
classes of students with very different proficieneyels, or mixed classes with
students from countries using kanji script and ¢hebere kaniji is not used. If the text
to be studied is made available on the web, stedeah prepare and review their
reading using the dictionary tool. They can alse tese tools to prepare for writing
or reading aloud tests. However, they should benggthat all tools use an automatic
parser and that errors may occur.
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4. The multilingual Japanese dictionaryReading Tutor Web Dictionary

To answer the demand for different dictionariesrfiearners of Japanese around
the world, a project for the creation of a mulgjual dictionary was started in 2003.
The result of this project is offered online as Beading Tutor Web Dictionary1n
this project, a monolingual dictionary of Japanesadwords with Japanese definitions
and examples is being translated into more tharia@Quages by dictionary teams
around the world. Each entry is made availablenenis soon as it is edited by the
editing team. The compilation of the Japanese-Russind Japanese-Vietnamese
dictionaries have been completed for words in tH&TJ

The Reading Tutor Web Dictionarycludes a tool for analysing any input and
glossing it with entries from any of the dictioreiit includes, a tool for adding
phonetic guidesfgrigana) above all Chinese characters, and an exampletstzol.

All tools can be accessed from tReading Tutor Web Dictionariop page, as
shown in Figure 4.

!@g The Reading Tutor Web Dictionary
e Far?ROWebFEE ver 14720057

Input a Japanese text and click the "Dictionary" button.

CCICHAFFEOINE# AN (Dictionary h 2 UL TLFEE LY,

Dictionary
Language
T Arabic [ Bulgarian Chinese-Simplified = Chinese-Traditional & Czech 7 English
T Finnish [ French German [ Hungarian Indonesian Italian
7 Japanese 7 Korean Kyrgyz 7 Malay Maori Marathi
- Nahuatl I7 Portuguese Romanian [T Russian Slovak 7 Slovenian
- Spanish [ Tagalog Thai 5 Turkish Vietnamese
Jargon
@ 8 W T
Option
- Furigana Hide idiom I Hide example

Figure 4: The Reading Tutor Web Dictionary top page

The tools on this page can be used in the samew&eading Tutor. When a user
types or pastes any text into the text box at tipe df the page, and presses the
Dictionary button, the text is automatically analgsand glossed with entries from the
selected dictionary or dictionaries. By defaulg tlictionary of the language set as the
preferred language in the user's web browser ismaatically selected. In addition, the
user can choose to add any number of dictionanedidking the boxes in the
dictionary list below the text box. For example,tlmking the boxes next to the words

! http://chuta.jp/
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Japanese, English and Slovenian, as in Figure ¥ealbloe user obtains glosses from
the Japanese-Japanese, Japanese-English and daplavesian dictionaries at the
same time, as shown in Figure 5.

= MABIZZB).0
AhEhi-XE #38(-25]

BN ISNTLET, | 2as
HMZB(#BA5) ..

to get over/to cross

BAZEBFEXRVATLN—T127 - Fa oKL, 19995122
BILLE, RO BAFFEELLFHRENNANAURTHALT
W5, ARLLE, 7O EXEIT200H4ER A, BEIBFEHLS004LL | 228

LOFANHD, Fho 2003 FICEF2IROEEY—LEEELT | BAD

AT ORI~ Tz, CCTIE =T a2 - Fary RIS E5ER | BReD .
BAEHE[FLYADWbEHEIEFIALL BREERIEITDONT EELVZTS .

BN 2, - ERBHELTHEANEEL T REZED-ONHK [pr‘ekuracltl]. [;::lfaj »p(zs?an'ej.:rc kot normalno
HMRITOUTHET AL LT, BRPETHERAEEOONSL> | Pyt vk

= Sl E S7rteiE Ay NCOLNTIEERTS [#I] . (
2T BICREDESHIEEHNBEMCDNTREETI. OB AERRE B A BN T,
i Obiskovalcev je bilo vet kot 100 tiso&.
HIET-DEFE) X BADBER H OISR
FETRTIE NBA 2 THA ) A 1ES.
AT EHEO—'BTT, [presegati] iti §e bolj naprej s svojim misljenjem ali
staliséem
48R0 10 biti nad &em, iti nad kaj
% 1D Raba: Uporabliata se obe pismenki $3% % in #5.5
H#BA51E i
BEEELD
Clear presegati vse predstave
- ERRERL S
© Chuta Dictionary Project presegali razumevanje

({513
BOEZHIRMEBZ LS.
Njegov nacin misljenja presega zdravo pamet.
FHORVEBZT. AORBEDEL 5L DTNz,
Potekali so razgovori o demografskih problemih, ki
presegajo verske razlike.

Figure 5. Reading Tutor Web Dictionarytext output

Figure 5 shows the output obtained by inputting Jap@anese version of this
paper’s first paragraph into the Reading Tutor \Wédiionary and selecting Japanese,
English and Slovene. Each word in the processddneke left frame is linked to the
dictionary entries listed in the right frame. Whée user clicks on any of the linked
words on the left, the corresponding dictionaryrerm the frame on the right side
automatically scrolls up and appears at the tothefright hand frame. At the same
time, the same word appears in the bottom patefeft frame, under the headitig
72 7= D HFEY AR [anata no tango risufo(“Your word list”). Figure 5 is a picture of the
user's monitor after the user has clicked on thedef [ [kokai “opening”], Bit%
[kankei “relationship”] andi# 2% [koeru “to get over”]; the last word clicked is
displayed at the top of the right hand frame. As ba seen in this screenshot, each
meaning described and translated in the dictioraryy is also accompanied by
examples, so that users can check not only theingeantranslation of each word, but
also its typical usage. The dictionary entry far tterbkoeruhas been completed in the
Japanese-Slovenian dictionary and is thereforeladisg with examples and their
Slovenian translations.

In the case of English, Korean, Chinese, IndoneaiahTagalog, all entries of the
JLPT word list have been translated into theseuaggs in the form of a mini-
dictionary where entries have only the word’s tlaien equivalents without
examples, so that even for entries of the main ilimgtial dictionary where the
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examples have not been edited yet, the word's laaoss appear in the glossary. In
the Figure 5 example, entries from the JapanesésBngini-dictionary appear in the
right frame.

All words listed under “Your word list” are linketd the glossary on the right, so
that users can easily review them after reading.

Examples in the dictionary entries are also pregssed, so that the user only
needs to click on any example to see it with asglos of all the words it contains on
its right side.

The furigana function can be used by ticking the “Furigana” dtimox at the
bottom of the Reading Tutor Web Dictionary top pafiehe checkbox is ticked, the
output in the left frame is displayed with phonagiddes above each word, as can be
seen in Figure 6.

@z3 [243] ..,
ANh3Inl- e [_j/;d [;;:3]
A_?

WAB" (Eazn)

xT Ar;, /{ A x‘nj;i}‘% /7 Favks I 1999 || - ecoverto cros
i 5 it :\‘ulrv‘?’%ﬂ ”Jﬂll?f‘t _)J'~’-:f>’:t"|:5'f AE

H‘ilL T 5. LWM 7o xtﬁz:;z@nm L/L\_ Bt H Wazn"

HJHOUH FOf#® 2, £, 20031 2 KOFT (@55 [ )

_-»%m E70%27 boAS—bLE, C2 Tix, T WMEDBS KD
At N el
r Ha ‘HMIL?’] I’;u;du 'uinﬂ‘# 5, ¥, uﬁ‘l}ﬂJ

LA AL BRI 0 7 D B 312 oL TR

AN ST PRCE B o I i N Nl = PR

) ve 0 tisod
25 3 C,t‘r'lii’\ilj\tr
WA % Fit

Iprewgatl] iti e bolj naprej s svojim misljenjem

i stali
d'l;) 7:1 7" 0) rllnu ]J 2 | dr!u:ii:filjl:n. iti nad kaj

Figure 6: Reading Tutor Web Dictionasytext output with phonetic guides (furigana)

4.1 Example search, fuzzy searches

Users can also search for single dictionary enamesexamples using the “Word /
Example Sentence Search” box at the bottom of #ie dictionary top page, as shown
below in Figure 7. Here it is possible to use thecgal character * (an asterisk) for
fuzzy searches. When the user inputs a word witaoytspecial characters, the system
displays the entry of the headword that exactlycmed the word. By adding an
asterisk to the end of a character string in tlaeckebox, the user can find entries for
all headwords beginning with that character st(fiogexampleL7>* returnsL2>L,L
7 7c etc.), and by adding an asterisk to the beginoinipe word, find all headwords
ending with that string (for exampletd- returnsti 7, but alsof V7, SV
, RO 9™ etc.).
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Moreover, by adding an asterisk to both sides efs#march string, the user can see
all occurrences of that string both within headvegoatid in the examples, thus finding
words that are present in the examples, even yf éne not yet included as dictionary
entries.

Word / Example Sentence Search

LT Japanese Search

Figure 7: Word/Example sentence search boxReading Tutor Web Dictionas/top page

In Figure 7, the string:L T [toshite“as”] is enclosed in asterisks to search for all
examples containing this character strings. Fighideelow shows the result of this
search.

Examples

AU S T FliFs T, 1Fo AR 2L T TR ALA o, (L 5L

SR LI EOBFFELTEE (BELY)

FRIIHEALLTIITHLNTATS ., GELLY)

3 R T SEEL TS (L)

SO T F EL TS AL TLAOIE, EOEDER, BB, mF L0 g Eshnd, (D)
N P I TEALTL Ea T ()

COEETIE FXLTHAD SRTEEROET, (5)

BAED BHES 25 3 BEEED BhF £ T, 27 2 — )LD PRRL. (BB FREFE O HSEL T, (8D

BT IL—T OB TOEENS 5. (B)

LT RIEL T, TRITAATIAS ITE B3, (B])

Figure 8: Part of the output obtained by searching fat.*C* using
the Word/Example sentence search tool

Examples containing the search string are displageshown above, followed by
the headword they belong to, in brackets. If theadase part of the entry has been
translated into other languages, these translatianshe displayed by clicking on the
headword shown within brackets.

This tool retrieves all matches for any characténg, without further linguistic
analysis. As can be seen in Figure 8, searchinthfostringtoshite which means “as
is” if used by itself, results in an output scre#so containing examples wheweshite
is part of another word, such a®shite(“dropping”). Finding all occurrences of the
string toshiteused as a compound particle can be a useful sgeirtireading. Such a
list can also be used in class, for an exercisistinguishing different uses of a word
or pattern.
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5. Case study: Using Reading Tutor’s tools to develdearning materials
for foreign candidates to the Japanese national era@nation for
certified care workers

This section presents a case study in which theliRgd utor tools were used to
develop learning materials to support autonomoudystFrom 2009 to 2011, a set of
learning materials was developed to help foreigmdmates studying for the Japanese
national examination for care workers. These laarra@e prospective health care
workers who have come from Indonesia and the Riiilgs to Japan on the basis of
Japan’s Economic Partnership Agreements with thesetries. These candidates are
expected to pass the Japanese national examiraticertified care workers within 4
years of their arrival to Japan, while working aairtees in hospitals or other
institutions. They are only allowed to take therai@tion once. They usually come to
Japan with little or no knowledge of the Japanasguage, but cannot afford to spend
much time in language classes because of theirtimé employment as nursing
trainees. We therefore decided to develop learmagerials to support autonomous
study, using Reading Tutor’s tools to develop aabodary list, a character list and a
dictionary of nursing terminology (Kawamura & Norayr2010, Kawamura et al.,
2011)

5.1 Construction of a dictionary of nursing terminology

As a preliminary step in the development of leagnmaterials, we surveyed the
vocabulary used in past national examinations &ve evorkers, using the Vocabulary
Checker. As a result of this survey, the examimatjaestions were found to include
3799 words not listed in the JLPT vocabulary I\&te then compiled a Japanese-
Indonesian-Tagalog-English glossary of all wordstle JLPT and of all words
appearing at least twice in the past examinatioestons surveyed. Each Japanese
headword in the glossary usually has one transkedgedvalent for each language, but
the dictionary editing system also allows for mtiran one translation to be added to
each word. The glossary was incorporated into teadihg Tutor Web Dictionary,
making it immediately available to foreign candekatof the Japanese national
examination for care workers.

5.2 Development of an instructional vocabulary list forcandidates to the national
examination for care workers

In order to compile an instructional vocabularyt lie help candidates to the
national examination for care workers, vocabulargqfiently appearing in the
examination was surveyed using Vocabulary Checker.

All vocabulary used in the 16 national examinatiénasn the 3rd to the 18th was
surveyed, and 1146 words were found to appear ast |d6 times in these
examinations. By excluding vocabulary of level 3 ah(the easiest) of the Japanese
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Language Proficiency Test, we obtained a list & 8@rds, which we named the “808

Nursing Wordlist” (7 H.5% 808 [Kaigo tango 80B.

RHLE FH @A |eEsLLBEEE =i AVEFLTEE AE
oo |2 Hr E| Utﬁ%@é;&&f’:%tag?ﬁg love/affection cinta/mencintai
mimpE:ES HLNT EE| %:ﬁ\ih_‘ﬂ%ig[za»élf partner/opponent pasangan/lawan
OO |eEsh HEoM TR |IFoEYLTLNS clear terang
oo END/ /T8 bE0D/ B Wi ;fiﬂf%%ﬁé%%?%/ / |to keep//to leave sth |dititipi
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Figure 9: Sample of th& 808 Nursing Wordlist (/7% H.5% 808 [Kaigo tango 80§ for
candidates to the national examination for carekemsr

As can be seen in Figure 9, each entry in the 8@8iNg Wordlist is composed of
a Japanese headword, its reading (in hiragana&firsitebn in simple Japanese, and one
or more English and Indonesian equivalents. Theudege explanations use words
from the high frequency level words of Japanesée English and Indonesian
equivalents were compiled using the Reading TutebWictionary. A column with
checkboxes was added on the left side for leartetse able to monitor their own
progress.

5.3 Compilation of supplementary material to support auonomous learning

Since candidates to the national examination for waorkers come from linguistic
backgrounds where Chinese characters are not tigeldyrge number of characters to
be newly learned is a serious problem. This neatie taken into consideration when
planning efficient ways to learn the nursing terahigy included in the 808 word list
described above. We therefore compiled a supplenesét of learning materials
aimed at mastering Chinese characters, the “NuGhegacter List” {1735 [Kaigo
kaniji]). An excerpt from this list is shown in Figure.10
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Figure 10: Sample of the “Nursing Character List#i% 5 [Kaigo kanijj)
for candidates to the national examination for eeoekers

In order to compile this material, the 808 Nursifgrdlist was fed into the Kaniji
Checker and all characters used in the 808 NuMiogdlist were ranked and listed
according to frequency, beginning with the mostdient character. As can be seen in
Figure 10, each character is listed in a highlighigrey) line containing its possible
readings, the part of speech of the word the chkarraepresents when used by itself, an
explanation of its meaning in simple Japanese,skations into English and
Indonesian, and some space for user’'s notes. iH@snith basic information about a
single character is followed by all 808 Nursing W@t entries which include the
character. These words are arranged accordingetpdkition of the character in the
word, in order to help users focus their attentiorword formation and to strengthen
their ability to infer a word’s meaning from theachcters in the compound. Words
which begin with the headword character are disgadyrst, followed by words ending
with the character, and finally by all other womdmtaining the character.

The structure of the entries, showing the paripeesh of the word represented by
a character when used by itself and in a list offpound words ordered by the location
of the character within the word, is conducive tdetter understanding of word
formation and word networks, as can be seen ifiolleving examples.

Verb-like characters in compound words are oftesoapanied by characters for
the verb’s object on their right side, or charater verb modifiers on their left side.
For example, when the charactgr which can be used to represent the root of thie ve
sadamerE®H 5 “to decide”], is used in the first part of a corpd word, such as in
teiki [7£14] “fixed period, fixed term”]teinen[£4 “retirement age”], the second part
of the compound word usually refers to the objefcthis verb (in the case df -
sadameru “to decide, to fix”, the second character in toenpound refers to what is
being decided or fixedki 1] “period”, -nen4E “year, age”). On the other hand, when
the character is used as the last part of a contpeword, such as ishitei [ &
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A=)

“‘indicate” + “decide”— “designate, specify, appoint$ettei[ix & “provide, prepare”
+ “decide” — “establish, set up”]sokutei[#l|iE “measure, fathom” + “decide™
“measure”], tokutei [FE “special” + “measure™ “specify”], the first part of the
compound word refers to the manner in which théoactlescribed by the verb is
carried out (in the above cases, the first charaaotehe compound refers to how

something is being decided).

Noun-like characters in compound words can act adifiers to the following
characters when appearing at the beginning of gpoarmd, or can be modified by the
characters preceding them when appearing at theoeadcompound. For example,
when the charactek, which can be used to represent the watd [ A\ “person”], is
used as the first part of a compound word, sudh gssei [ A4 “person” + “life” —
“human life"], jinkou [ A T. “person” + “construction™ “man-made, artificial”], the
prefix A modifies the following morpheme, meaning “of mafiiuman”. On the other
hand, when the character is used as the last part@mpound word, such askajin [
&l X “single” + “person”— “individual], roujin [ A “old” + “person” — “old
person”], the morpheme written with this charagjier) is modified by the first part of
the compound word, meaning “some kind of person”.

The Nursing Character List also includes an exgianan how Chinese character
compounds are formed. Vocabulary learning can Iseeeavhen the mechanisms for
composing Chinese character compounds is undersBywdbserving these rules,
learners acquire the ability to guess the meanfnghnknown compounds, which may
lead to better reading proficiency.

The 808 Nursing Wordlist and the Nursing Charactest are available for
download at http://chuta.jp/Archivdbr learners anywhere.

5.4 Building a workbook with controlled vocabulary for the national examination
for care workers

The following guidelines were followed to developvarkbook for the national
examination for care workers.
a. vocabulary is limited to JLPT level 3 and 4 &mel808 Nursing Wordlist;

b. expressions not included in these lists are asd when they are deemed too
important to be reworded using controlled vocalyland are explained in notes;

c. words related to Japanese culture or systenmasoexplained in notes;

d. explanations in notes are written using basitabolary and words in the 808
Nursing Wordlist;

e. sentences are as short as possible; bullete@ies also used if necessary.

Learning materials for beginning students are Uglw@mpiled with simplified
vocabulary, but considering that the materials meant to prepare students for the
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state examination, we decided that words frequesmglgearing in the examination
should not be rewritten using simpler expressiang, therefore adopted the guidelines
outlined above.

To aid the editing team in compiling the workboakscording to the above
guidelines, we needed a tool that would enableoedib check immediately whether
the explanations and exercises they were writingatoed any vocabulary outside the
scope of the selected wordlists. By using the Vataly Checker within the Reading
Tutor site (section 2.2), we developed a tool whiehh named “Nursing wordlist
Checker” and have made it publicly available abttg://basil.is.konan-
u.ac.jp/chuta/leve)/

The Nursing wordlist Checker analyses any input tesing the morphological
analyser MeCab (Kudo, 2006), splits the text intodg, checks it against the wordlists
mentioned above and shows the same text with eaoth @oloured using the following
colour scheme:

* Dblack: basic words (included in JLPT level 3 and levebAd function
words;

e green words in the 808 Nursing Wordlist;

* blue: words from JLPT level 2 which are not included thre 808
Nursing Wordlist;

* red: all other words.

Editors used this tool while compiling the workbsadk check whether the words
they were using were included in the specified botary lists. When a keyword they
needed to use was not included in the lists, trdged a gloss which explains its
meaning with words from the list. All words fromett808 Nursing Wordlist which
appeared in the text are marked with bold typefaoghat learners can easily discern
important words and will find their explanation ihe accompanying 808 Nursing
Wordlist. All texts in the workbooks are marked miitirigana (pronunciation guides),
so that learners can easily find them in the Repdiutor Web Dictionary.

These were the guidelines and tools used to corfipdenvorkbooks in simplified
Japanese to support autonomous learning for the cwwiculum of the Japanese
national examination for care workers (Kawamuré,1)JOWhile the above paragraphs
describes a case study used to develop learningriaiatfor prospective care workers,
the same procedure could also be used to develtgyiaia for other specialised areas.

6. Japanese teaching in the age of the internet

With the spread of the internet, learners of Japarsgound the globe can now
access diverse information about and in Japanegleowv restrictions on time and
place. At the same time, the motives of learnersr@grhing Japanese are also
diversifying. In parallel with these changes, thedes of Japanese language education
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also need to change from textbook-centered classteaching, to a mode of language
education which is conducive to autonomous learrimghis context, three approaches
are crucial in supporting autonomous learning: egding instruction which includes
both speed-reading and intensive reading; 2) vdaapuraining concentrating on
word usage; and 3) character training which fodeesability to infer the meaning of
unknown words and characters. Let us consider eaehn turn.

6.1 Reading instruction including both fast and intensve reading

Learners need to develop the ability to skim onseatten documents in order to
find only the necessary information within a lorgxtt At the same time, when they
find a stretch of text with the information theyedooking for, they need to be able to
understand it accurately. With the explosion ofornfation available now, it has
become even more important to train learners td beth fast and accurately.

6.2 Vocabulary training concentrating on word usage

Each word in a language refers to meaning whiclaeap in multiple directions,
but the semantic features of words are differeneach language. Vocabulary and
reading instruction therefore needs to guide lgarme notice not only idioms and
fixed expressions, but also the semantic area edvey each word. One way of
achieving this is by using a dictionary. For exagplsing the Reading Tutor Web
Dictionary, where different meanings and usagesach word are described, translated
and exemplified, learners can appreciate the diffieways in which each word can be
used by trying to translate each example into timeither tongue. Such an activity can
help them realise the need to understand wordsritegt, and thus contribute to their
linguistic awareness.

6.3 Character training fosters the ability to infer the meaning of unknown words
and characters

The number of words and characters learners mushomge when learning
Japanese, especially for those coming from nonrkaagkgrounds, is daunting. As
described in section 5, learners need instructeganding compound formation for
words of Chinese origin. A sound knowledge of thsib rules by which such words
are formed can help learners enhance their altditguess the meaning of unknown
words. Trying to infer the meaning of a new wordhbfrom its context and also by
analysing the characters with which it is compaoaed their position within the word,
before looking it up in a dictionary, may help lears deepen their vocabulary
knowledge over time.

The three approaches outlined above aim at fogtaimonomous learning. In this
age when information in and regarding Japaneséeatcessed online from anywhere
in the world, Japanese language education canygprafit from the advantages of the
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Internet. We hope that some of new modes of instnugntroduced here will foster
learners’ independence and help them advance steaudi efficiently in their learning
efforts.
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Abstract

In this report, we introduce the Hinoki project,ialihset out to develop web-based Computer-
Assisted Language Learning (CALL) systems for Japanlanguage learners more than a
decade ago. Utilizing Natural Language Processnpriologies and other linguistic resources,
the project has come to encompass three systerosciawpora and many other resources.
Beginning with the reading assistance system Asynare describe the construction of
Asunaro’s multilingual dictionary and its dependgrgrammar-based approach to reading
assistance. The second system, Natsume, is a gvasgBistance system that uses large-scale
corpora to provide an easy to use collocation $ef@ature that is interesting for its inclusion of
the concept of genre. The final system, Nutme@nisextension of Natsume and the Natane
learner corpus. It provides automatic correctionleafrners errors in compositions by using
Natsume for its large corpus and genre-aware ciloie data and Natane for its data on learner
errors.

Keywords

CALL; reading assistance system; writing assistasystem; scientific and technical Japanese
corpus; learner corpus; genre

Izvle¢ek

V porcaiilu predstavljamo projekt Hinoki, ki je bil zastgeh pred vé kot desetimi leti za
izdelavo spletnih sistemov zacérmalniSko podprto ¢enje japon&ine kot tujega jezika. Z
uporabo jezikovnih tehnologij in drugih jezikovnifirov so bili v okviru projekta razviti trije
sistemi, dva korpusa in veliko drugih virov. V n§deanju predstavljamo sistem Asunaro za
podporo branju, izgradnjo njegoveg&jezicnega slovarja in pristop k podpori branju, ki sloni
na odvisnostni slovnici; sistem za podporo pisafgiisume s preprostim vmesnikom za iskanje
Zanrsko doldenih kolokacij v obseznih korpusih; ter sistem Negnza samodejno popravljanje
napak. Nutmeg je nadgradnja sistema Natsumenega korpusa Natane, ponuja samodejno
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popravljanje napak med samim pisanjem z uporaboskardol@enih kolokacijskih informacij
iz obseznih korpusov preko sistema Natsume in inémij o napakah piscev, ki s&ijo
japongine kot tujega jezika, iz korpusa Natane.

Klju éne besede

ratunalnisko podprtodenje jezika; sistem za podporo branju; sistem zippm pisanju;
korpus znanstvene in tekine japon&ine; Wwni korpus; Zanr

1. Preface

According to a 2009 report from the Japan Foundatioere are over three and a
half million people learning Japanese outside Jdpaortunately, access to good
general educational materials has become easiér thé advent of the Internet.
However, the situation for learners with speciaif@nguage needs, such as those who
are pursuing a degree at a Japanese institutitwgb&r education, has unfortunately
not improved as much.

The Japan Student Services Organization (JASSQ@ytsethat there are 138,075
international students in Japan; another repoithbyJapanese Ministry of Education,
Culture, Sports, Science and Technology (MEXT) Agefor Cultural Affairs reports
that there are 40,799 international students shgdyiapanese in Japaior these
students who are pursuing specialized study attutisns of higher education in
Japan, the following are just some of the skillsytivill have to master:

* read textbooks

e write reports and papers

» listen to lectures and take notes

» present at conferences or seminars

Because it is hard to tailor the Japanese langokgs to meet the specialized
language needs of each learner’s field of speeitidia, an alternative is needed. One
way of approaching this problem is to provide Cotep#\ssisted Language Learning
(CALL) systems for use online. CALL systems canplement the language learning
provided to learners and assist them in studyingeri@ from their field of
specialization. The construction of such self-leagnindividualized learning systems

! Detailed statistics are available in the JapamBation's 2009 “Survey Report on Japanese
Language Education Abroad”, available at
https://www.jpf.go.jp/j/japanese/survey/result/difgey 2009/gaiyo2009.pdf

2 While JASSO provides numbers for internationatistus in their 2011 report available at
http://www.jasso.go.jp/statistics/intl_student/ddtae.htm| they do not provide information on the
number of students who are required to take Japasiasses. MEXT offers an independent
report with slightly different numbers, available a
http://www.bunka.go.jp/kokugo_nihongol/jittaichous2d/gaikoku_6_03.htmithat does contain the
number of Japanese language learners.
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has been the goal of the Hinoki project. The follgyweport describes three systems
and several linguistic resources, the results ofyong this goal for over a decade.

1.1 Report Overview

After providing an overview of the Hinoki projec€hapter 2 describes the
linguistic resources in use by the project. Chatentroduces the Asunaro reading
support system, which features courseware desidoedscience and engineering
students, as well as a multilingual dictionary thatludes several commonly
underrepresented Asian languages. Chapter 4 desddatsume, a writing assistance
system that is backed by large-scale corpora aodiges an easy to use search
interface for collocations. Chapter 5 introduces #earch system for our Natane
learner corpus, which has applications to seconduage acquisition research and
machine-learning applications for automatic learaaor detection and correction.
Chapter 6 introduces Nutmeg, an automatic errorecton system for learner’s
writing. Finally, Chapter 7 concludes this repost bffering a summary and our
perspectives for future work.

2. Linguistic Resources

The Hinoki project relies heavily on linguistic cesces, though it is also a
producer of such. Linguistic resources used in ghgject are native and learner
corpora, as well as dictionaries. To meet the goélshe project, some linguistic
resources had to be developed: multi-lingual diztrees, purpose-specific corpora, as
well as learner corpora.

In the earlier systems, emphasis was put on naé@seurces, as they enable a
Data-Driven Learning approach to learning Japanese.

However, to really know where and why learners maks&takes, a learner corpus
is also essential and is where more recent effarte been focused on.

2.1 Native Resources

As part of theNihongo Iipasu (“Japanese Corpus”) project led by the National
Institute for Japanese Language and LinguisticBlgidL) for 4 years, the main goal of
our group was to explore the ways in which the guttg new Balanced Corpus of
Contemporary Written Japanese (BCCWJ) could beiegppgb Japanese language
education. As we are focused on finding ways tisadapanese language learners in
writing academic reports and papers, it was necgdsacompile another corpus
containing this genre, in addition to using the BEZL For several other reasons
explained below, the Japanese version of Wikipedisa also used.



98 Bor HODOS'EK , Kikuko NISHINA

211 BCCWJ

The National Institute for Japanese Language anduistics (NINJAL) created
the Balanced Corpus of Contemporary Written Jaga(@B€CWJ) in the span of five
years between 2006 and the end of 2011 (Maekaw@7b202007a, 2012). The
objective of the project was to compile a taggedpas of contemporary written
Japanese that had sufficient scale and coveragebevarieties of written language to
offer a representative sample of Japanese writteguage. Such a language resource
had not previously existed for Japanese, and éstion was seen as important for the
future development of any research with a needdpresentative Japanese language
data, including official government language palicy

The BCCWJ consists of the Publication, Library aBpecial-Purposes sub-
corpora, each of them accounting for roughly onedtthe size of the BCCWJ. The
Publication sub-corpus includes books, magazined, reewspapers and is sampled
from all published material in Japan between 2084 2005. The Library sub-corpus
includes books sampled from several library holdgingithin the Greater Tokyo
Metropolitan area. The Special-Purposes sub-calftess from the other two in that
it should not be considered a representative sawipleritten Japanese, but rather
serve as useful comparison material for the others.

2.1.2 Scientific and Technical Japanese Corpus (STJC)

Unfortunately, the data needs of providing writiaigd reading assistance in an
academic context are not fully satisfied by the BCIC While some sub-corpora are
close in subject matter (topic) and writing stytegfster), the lack of inclusion of
genuine research papers from academic journaldugeec their ability to serve as a
representative sample of written science and emgimg discourse. It was thus
necessary to build a new corpus that containegrasentative and authentic sample of
academic writing. The new corpus was named then8iieeand Technical Japanese
Corpus (STJC), and consists of papers from seweiahtific and technical journals
written in Japanese. The following criteria weredisvhen choosing which journals to
collect papers from:

1. The journal must specialize in some scientifiergineering field.

2. The journal is published by a society with atstkea thousand members.

3. The journal has reasonable review standards.

4. The journal allowed us to use the text fromphpers as example sentences in
our system.

Currently, papers are included from the JournaNafural Language Processing,
the Journal of the Japan Society of Civil Engingéne Journal of Nippon Medical
School, the Journal of the Chemical Society of dagfee Journal of Environment and
Natural Resources Engineering, as well as the abwhthe Institute of Electrical
Engineers of Japan.
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2.1.3 Wikipedia

The decision to include the Japanese version ofpafika was made for several
reasons. For many tasks, the quantity of data geavby the BCCWJ is sufficient
(Maekawa, 2011). However, due to the nature ofda used in Natsume, which
includes triplet combinations of nouns, case pladicand verbs, the amount of
extractable data for any but the most common egpmmes quickly becomes
insufficient. Additionally, other NLP technologiateployed in the Natsume system,
such as getassbare more precise at scales of data in the rahgékipedia. Another
requirement of the project is that text data frampora should be legally available to
be displayed online. The permissive license of WYékia allows all us to show all
sentences as example sentences in Natsume.

One unfortunate side effect of including Wikipediahat for many less frequent
collocations, the only information on them is aghle in Wikipedia, making any genre
comparisons impossible. Another demerit of inclgdifvikipedia is the inclusion of
grammatical mistakes and comparatively long seet®emwhich average at around 51
characters compared with an average of 35 for napesp (see Table 1).

Table 1: Character counts and average sentence length tmrpora.

Corpus Subcorpora Characters | Average sentence length
STJC 6,108,143 58.46
Wikipedia 372,901,202 51.10
Books 53,801,124 37.59
Yahoo! Q&A 9,763,298 30.69
Diet minutes 8,712,108 75.06
BCCWJ Tex_tbooks 1,818,571 28.44
White papers 8,443,965 58.25
Yahoo! Blogs 5,246,121 23.26
Magazines 455,634 31.41
Newspapers 1,188,355 34.90
Total 468,438,521 48,04

% Currently a snapshot from 2008. Wikipedia data psmare available from

http://dumps.wikimedia.org/
4 Available fromhttp:/getassoc.cs.nii.ac.jp/
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2.2 Natane — Learner Corpus

2.2.1 Introduction

Natane is a Japanese language learner corpus tathetdh learner errors. The
main benefit of learner corpora in the context oting assistance, when compared to
native corpora, is that they enable insights ih& kinds of errors learners make. For
example, in the case of Natane, comparing leammer &2ndencies based on their first
language might guide customizations to lesson plaassed on the learner's first
language.

Compared to native corpora containing the writiogshative speakers, learner
corpora are often smaller in size and variety. Thidue to the difficulty of obtaining
learner writing, which in most cases is elicited floe construction of the corpus and
not collected from readily-available sources ashe construction of the BCCWJ.
Another common differentiator is the inclusion ofce annotations and background
information on the learners who produced the maitesed.

The end goal of the construction of this corputhes construction of well-formed
and sufficient machine-learnable data for automatiting error correction. It should
be noted that while relatively simpler things ltkee construction of a spellchecker, co-
occurrence checker, or writing style checker arssiie, features that hinge on an
understanding of semantics and discourse are bamthke practical even in state-of-
the-art NLP systems.

As an ongoing joint project with several Japanasguliage teachers, the collection
and annotation of the corpus initially proceedemhglthe following stages:

1. Collection of learner essays and their transonp

2. Pilot annotation of learner errors using Exdeadg & Nishina, 2010; Cao,
Kuroda, Yagi, & Nishina, 2010).

3. Analysis of pilot annotation and definition ofndl error classification
framework (Cao, Kuroda, Yagi, & Nishina, 2011; Catagi, & Nishina,
2012).

4. Use of the multipurpose annotation tool Slatesfoor tagging.

2.2.2 Collection

The essays were collected from undergraduate saligte students as well as
students attending Japanese language schoolssgdly® were written to a specific
topic, though not all topics are the same. Eacinle& age, nationality, university
level, first language, major and Japanese langleagring experience, as well as other
background information, were recorded with the ysaaditionally, learners signed a
waiver authorizing the anonymized usage of thesag$n our project.
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Although more than 5000 sentences have been cadlecurrently only around
3500 have been annotateth its present state, Natane consists of 285/essistained
from 192 learners, totaling 205,520 charactersmFaaotal of 9,041 annotations, there
are 6,789 learner errors. The distribution of lessrby their first language is biased
towards Mandarin Chinese speakers, who accourméwe than half of learners and
essays. The remaining languages are predominaattyAsia.

Table 2: Distribution of essays by first language.

First language Male Female Unknown Sex| Total
Mandarin Chinese 62 64 26 152
Marathi 6 23 7 36
Vietnamese 18 9 0 27
Korean 24 3 7 34
Spanish 2 0 0 2
Malay 8 0 0 8
Slovenian 7 0 0 7
Hungarian 1 0 0 1
Thai 1 0 0 1
Unknown 5 0 12 17
Total 133 90 62 285

2.2.3 Pilot Annotation

While error classification frameworks for languagegh as English and French
already exist (kaz-Negrillo & Fernandez-Domguez, 2006; Granger, 2003; L'Haire
& Faltin, 2003), there were no preexisting compredive error annotation scheme or
descriptive framework for Japanese language leagners. Because of the lack of
such a framework, the project decided to constonet itself, drawing from previous
research as well as the annotator’s teaching expagi(Cao & Nishina, 2010). During
the pilot annotation process, it became clear thate were two kinds of error
annotations. The first were ordinary, unambiguousre and the second kind were
errors where the annotator felt the particular legg usage was unnatural. Ordinary
errors include deviations from standard orthogragyytactic function (voice, tense,
aspect, modality), conjugation, and subject-pradicacongruity. They are typically
easy to annotate and occur frequently. Unnaturat®include word choice, addition
or omission of text units (phrase, paragraph, etmjl are typically less frequent and
harder to annotate, leading to lower agreementdstvannotators.

® An up-to-date breakdown of data included in Natameluding the nationalities of learners, is
available atttp:/hinoki.ryu.titech.ac.jp/natane/stats
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2.2.4 Error Classification Framework

The feedback gained from the pilot annotation pssaeas crucial for refinements
in the error classification framework (Cao, Kurodéagi, & Nishina, 2011). The
resulting error annotation framework is hierarchiahle to take into account different
viewpoints regarding learner errors, as well abkntne systematic annotation of such
errors (Yagi & Suzuki, 2012).

The hierarchy consists of at most four levels, wWitgher levels corresponding
with courser, more abstract categories, and branghiin three principal dimensions:

1. Error level — the linguistic level of the errgre. phoneme, word, phrase, ...,
discourse; the word tag is further classified imard classes like noun, verb,
etc.)

2. Error category — type and form of error
e type: addition, omission, word order, deviatiomfrstandard orthography,

etc.
» form: conjunction, conjugation, collocation, (Japs@ letter) script

3. Error source — reason or background for erra. @nnotator's subjective
opinion on source of error: register and style naiih, coherence, first
language interference, etc.)

EROMR = BROWE [
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ERORE AR B EE T E mote
AETH HES 1HEEE NEFhE Zoit IERE
1 L¥Ry FELEZLBESEE © Tof EBED S DRE
WEEE EORZ
HHEOTH— SR AT T AR BLER O OSER
E#E/EER 8%

zof Error source

SRS R EE
v E iR
TR FANGT -
XFE AF (=T = hyhd
i BT EFT ' RE  #HE
’E " BE

zot Error category

Figure 1: The hierarchical error classification framework dige Natane
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2.2.5 Error Annotation Process with Slate

After the error classification framework was dedden, the choice had to be
made between continuing to use Excel to annotatectirpus or finding another
solution. Though Excel’s free-form nature served filrmative stage of the annotation
process, significant drawbacks related to its ad-heage became clear. The choice
was then made to use the web browser-based Skgescannotation and management
systenf, as it offers the following advantages over Exdegjher data integrity and
greater data diversity (Kaplan, lida, Nishina, &klinaga, 2012). Slate decreases the
chance for inconsistent annotation by eliminatimg ¢hance for errors with respect to
formatting differences between annotators and migrhent of annotations into the
wrong table cell, among other problems. Using Sks® increases the diversity of
possible annotations, by enabling more than onetation per segment (sentence) as
well as annotations that overlap or span multigletences. Previously the format of
the Excel table limited the amount of possible eaonotations to one per sentence.
Slate also provides an overhead view of the hibreat error classification framework
that - coupled with an interface that allows therus see all annotations at a glance -
enables efficient and speedy annotation.

As there was considerable data included in theiegig€xcel tables, it was not re-
annotated but rather converted for inclusion irtateS All new annotations are being
recorded using Slate. Three teachers specializinggpanese language education at
different universities separately annotated alhgssising the Slate corpus annotation
and management system.

dTves U w wi—5

Slate [P [ | S
- el o 55 R -t G, Tt el BERCLE
Greated: FriSep 14 182159 GMT+900 2012 .
Modified MNE £ 3 errAuributes
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SosaFETT. tasTrxrEll

o |l arsBgEsst LA T
relaleu (ref) 3, 5 - ‘_
[[Segments JRTH sL&dg B 'O L AL <R,
Value Tag 4 Start End 2l | 2T
: 7 TEME Lsomw o0 YT LEAT, FLHITHBELTOE |
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Figure 2: An example of composition errors annotated witheSlmarked areas represent
errors, with the left pane providing detailed imf@tion including all error annotations.

® More information is available at Slate's homepage:/www.cl.cs.titech.ac.jp/slate/
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2.3 Conclusion

The Hinoki project depends on the existence of mlarge-scale corpora, most of
which are already available to the research comtpwuRbr more specialized needs,
such as the inclusion of a representative sampdeiehtific and technical Japanese, no
corpora existed, so one had to be constructedavaiable Japanese language learner
corpora are still few, although recent developmemdse increased the number
available: Learner's Language Corpus of JapaneSeramura corpds NINJAL's
learners corpdsJC Corpu¥ are just some of the corpora available now. Thstieg
major differences between Natane and these leamwommora is that they are more
focused on the annotation of grammatical errorsthod have a less comprehensive
error classification framework than the one useNatane.

Though not mentioned in this chapter, without thailability of high-quality
Natural Language Processing tools for Japaneseould be hard to impossible to
make use of much of these linguistic resources.speeific tools used in each system
are detailed in the explanations of each systeraraggly.

3. Asunaro: Multilingual Reading Assistance System
3.1 Introduction

The first system developed under the Hinoki projeas the Asunaro multilingual
reading assistance system (Nishina, Okumura, Ygal., 2002; Nishina, Okumura,
Abekawa, et al., 2004). Development of Asunaro h€gal999 and the system was
first released online in 2002.

At its inception, Asunaro was unique in that itegtated a multilingual reading
and learning environment into one online systenessible to anyone with an Internet
connection. At the time, most systems targeted iEmglanguage learners, while
Asunaro incorporates several Asian languages. Wassimportant because the number
of international students from neighboring Asiammies studying at universities in
Japan is greater than that of students from Engjigfaking countries.

The main goal of the system was to help Japaneseedes read and understand
academic material in Japanese. The main targebeokystem is Japanese language
learners enrolled in Japanese universities majoimghe fields of science and
engineering. Many of them are expected to be ableedd academic papers and
textbooks in their field, but it is often difficuld provide for their specialized learning

" http://cblle.tufs.ac.jp/lic/ja/

8 http://teramuradb.ninjal.ac.jp/

? http://jpforlife.jp/taiyakudb. html

10 hitp:/Amww34. atwiki.jp/iccorpus/pages/21.html
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needs in university Japanese language classeaisehef Asunaro was seen as a way
to enable personalized learning for those learners.

3.2 Main Features

Users accessing the Asunaro system are presertteth@imain screen containing
a text box into which they can paste or directlfeenJapanese language text for
analysis. The main screen is split into three aoeasisting of the user input area in
the top left, the translation and example sentemea in the top right, and a detailed
word and phrase view of single sentences at therhot

HBEZEDER vzt 8EoBssBmrRRsnEd)

By A = At 2 4 =R FY 3 =al¥es 9 vid
FTOFTHFARZA—ALlC@EFT LIEWBHEEX 2 AB L TLLESWL
258 B & E2| e e &3 #SEH®E 2 2&FE 2 ZFEHH e e B 2hza

EREZR L

*CABOCHA hER wAhTFBOXET vAMEER viEhEraEss R D ﬁﬁ'%iﬁ’&ﬁﬁ'\‘

Figure 3: Bottom area containing morphologically analyzedr uisput with readings and word
class information provided by MeCab (Kudo, 2012).
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* FRATTD (R7:0.56)
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Figure 4: Top right area containing translations and exaraptegences
of user selected words or phrases.
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Users click words or phraseén the bottom area to update translations in tipe t
right area. Translations appear in order of impurta based on the application of
meaning disambiguation using the surrounding wortext.

Finally, clicking on the arrow at the beginningesich sentence takes the user to
the secondary screen where they can see the dewyrateucture of the sentence.
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Figure 5: Different views of dependency structure in secondareen. (Clockwise from top left)
1. raw output from the Japanese dependency paabexCba (Kudo & Matsumoto, 2012),
2. embedded dependency structure (“ireko”) display,
3. mouse-over dependency link-like display, and
4. tree structure representation of sentence.

3.3 Courseware

However, the usage outlined above is in many wagdglifficult for non-advanced
learners. For beginning-to-intermediate learner® wvane studying in the fields of
science and engineering, the provided coursewaraoi®e appropriate. Learning a
language through reading is best when the matezéal is learner-level appropriate.
Asunaro makes use of a textbook (Nishina, 2001)clwhs written specifically for
intermediate level undergraduate science and eaginestudents. The main goal of
the courseware is to help science and engineetundests achieve proficiency in
technical communication to be able to read papedsdiscuss research in seminars.
All courseware in Asunaro was checked for parsimgtakes and manually corrected.

' 1dioms and phrases like wo tunagiandkao ga hiroiare automatically recognized as such
and also marked as phrases.
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Additionally, the courseware contains an audio Iptak feature so users can listen to
the courseware material while learning to read it.

3.4 Multilingual Dictionary

Although electronic Japanese-English dictionariagehbeen available since the
beginning of the 1990s, for many Asian languageshsas Malay, Thai or even
Chinese, no electronic dictionary was availabléhattime of Asunaro’s inception. As
more than half of all international students inalapome from other Asian countries,
support of languages other than English was seea agyh priority. The EDR
Electronic Dictionary is used for its translatidretween English and Japanese, as well
as its concept ID, which links every Japanese wurda concept” Enabling
translations of Japanese words into languages aii@n English required the
construction of a new multilingual dictionary thabuld map words from the target
language to EDR'’s concept ID. This differed fromnyaimilar systems at the time
that used English as the intermediary languagelullxg the Japanese and English
entries from the EDR dictionary, the multilinguattéibnary contains around 25,000
entries for Chinese, and around 5,000 each for, Tindonesian and Malay.

Another unique feature of the system was thatavipled a common language-
independent framework for handling compound expoass This is important as
compounds and phrasal units are language-depeaddntust be handled on a per-
language basis. For Japanese, phrasal units angocons are detected using
CaboCha and the EDR electronic dictionary.

3.5 Related Work

Reading Tutor, which is a reading assistance syst@ely used in Japan and
abroad, also contains a multilingual dictionary\{fémura, Kitamura, & Hobara, 2012,
2000). Additionally, Reading Tutor’s “Kyozai Bank@Kawamura & Kitamura, 2001)
is a similar effort to the courseware feature irudero to provide leveled reading
material.

Rikai.com is a popular website that provides hiregaeadings and English
translations of online text

3.6 Conclusion

Asunaro was constructed to assist students from filds of science and
engineering to read and understand technical Japaker beginning- to intermediate-

12 More information on the EDR Electronic Dictiondsyavailable ahttps:/iwww2.nict.go.jp/out-
promotion/techtransfer/EDR/index.html

13 Rikai.com is accesible frohttp://www.rikai.com
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level learners, it includes courseware aimed astsg them to eventually be able to

read authentic texts from their field. For advantedners, the copy and paste nature
of the system allows them to focus on learning fastsentences they do not yet fully

understand. It uses the EDR Electronic Dictionaya&asis for constructing a larger
multilingual dictionary, presenting learners witlogses into their native language:

English, Chinese, Malay, Thai and Indonesian.

4. Natsume: Writing Assistance System
4.1 Introduction

Natsume is an online writing assistance system be@@an operating in 2009
(HodoZek, in press, 2012; Abekawa, Hodek, & Nishina, 2011). The initial focus
during the development of Natsume was to enablis tsanot just be able to search for
collocations, but also be able to convince theneselef the correct usage of a
collocation in several ways. Thus, Natsume wasdbjust provide raw collocation
information, but was to enable users to look fanilsir collocations and compare
collocational tendencies between different genres.

While Asunaro assists international students irdireg Natsume focuses on
assisting them in writing technical Japanese. kample, writing reports or papers at
universities can be hard if the students cannderdiftiate between what words or
expressions are spoken and what are written Japafss study and writing aid, the
use of conventional (non-corpus-based) electromitiotharies is prevalent among
international students. However, these dictionaselslom contain information on a
word’s usage with respect to written and spokerguage. Natsume, by virtue of
having access to corpora from various genres, teniaformation that can be used to
determine if a word is appropriate for spoken attem Japanese.

When writing in a second language, it is often dase that one knows the
meaning of a noun or verb, but does not know whdb goes together with what noun.
Conventional dictionaries often contain only a tedi amount of information on
frequently co-occurring patterns of words. Thesgj@iently co-occurring patterns of
words are called collocations and are importantabse they offer more contextual
information about a word than what is found in cemional dictionaries. Moreover,
knowledge of collocations has been shown to benéist¢o achieving high second
language proficiency (Pawley & Syder, 1983).

Users can use the system to find collocationswbial, check the correct use of a
word or collocation by looking at example sentencesd compare observed
frequencies in various genres. This follows thelgsioiphy of data-driven language
learning by giving users access to authentic in&tiom which they can then use as the
basis for any decisions with respect to writing amud choice.



Japanese Learning Support Systems: Hinoki Pr&eport ... 109

Natsume’s current target users are intermediatgltanced learners of Japanese,
as well as Japanese native speakers.

4.2 Main Features

The interface can be divided into three views:

1. Collocation view — where users search for thikocate words of any noun,
adjective or verb.

2. Genre comparison view — looking at the genrgueacy distribution of a
collocation reveals that collocation’s genre teruies

3. Example sentence view — authentic examples erthbllearner to see how the
collocation is used at the sentence level.

Users must select the particular collocation patteey want to search for and a
matching noun, verb or adjective into the searchtbcstart the search. Searching for a
word will present several lists, grouped by cas#iglea and sorted by frequency, of the
searched word'’s collocates. The sorting schemeas selectable and one can choose
from the default frequency, Dice’s coefficient,dose, Jaccard similarity coefficient,
Log-likelihood ratio, Chi-square coefficient, and uMal-Information score for
different types of collocations. The color bardrag right of every collocate indicate
the relative frequency (or score) of the colloaatio all corpora. Additionally, users
can search for and compare two or more similarepatat the same time to help
decide on which one is more suited for them. Usigjfeature, users can additionally
resort on any input word, which makes it easy ®aea glance which words collocate
with which input words.
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Figure 6: Main interface containing word search input argmailar words feature and collocates
of the three input words. Frequency informationgfach verb is uniquely color coded.
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When the user is interested in seeing more infaamain a particular collocation
triplet, clicking on the collocate will load the mye comparison view to the bottom of
the main collocation view. The behavior of the kloan be set to one of:

particle/conjugation expansion — can be used tgpemenamong different
grammatical uses of collocates

synonym expansion — can be used to automaticaltgpaoe among
similar collocates

no expansion (default) — standard view, only presidenre information
of selected collocation

click expansion — can be used to manually companesginformation of
collocates
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Figure 7: Comparing three collocates of /jikken/ “experimetatking the /wo/ case particle:

lyaru/ “to do” (colloquial), /suru/ “to do”, and konau/ “to conduct, carry out”.
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Figure 8: Comparing genre frequencies between different pettecluding /jikken/ and

/okonau/ using the case particle and conjugatigraesion feature.



Japanese Learning Support Systems: Hinoki Pr&eport ... 111

RERE TS KR £ 745 ER & oz X £ RDRS NS Xf = EHH5N13
siegmimx 12222 NG 57+ I
Hi 109 s1 03|

Yahoo!HIFE £ 12.6-
g ——
e

BE 1929 I 25l
vahoo!70# 325 | NN

e

#iH 49 I

Wikipedia 4 - B 00| 0.0

Figure 9: Comparing genre frequencies between similar catesof /jikken/ using the
similarity expansion feature.

In the genre comparison view, users can visuallppgare a collocations usage
across different genres. The frequency numberdleisin the genre comparison
interface are the relative frequency of occurrenéea collocation per 100,000
collocations. This is done to ensure the frequenare comparable even if the corpus
sizes differ, as is the case here. AdditionallytsNiene uses the chi-square test to color-
code genres as blue if the frequency of occurréscsignificantly larger than the
average across all genres, and pink if the frequensignificantly lower. Genres that
are not color coded do not significantly differfraghe mean.

When even more information is desired, the user lmang up the example
sentence view which shows example sentences frensdlected corpora. Sentences
are displayed randomly by genre up to a limit of séntences per genre. One can
judge if a collocation is suitable for one’s wriiicontext by comparing its frequency
across genres, its differences with similar collmres, and the actual usage as seen in
example sentences from different corpora.
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Figure 10: Examples sentences of /jikken wo okonau/.
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4.3 Related Work

In parallel to the construction of the BCCWJ, NINLJAommissioned the
construction of two search systems, one that &\fravailable and offers basic KWIC
search features, called Shonagon, and another riptlistbased one that allows
searching with regular expressions over short and Linit words, called Chunagdfn
Another system that shares Natsume’s focus on ésapatanguage education is
NINJAL-LWP?™, a lexical profiler for a subset of the BCCWJ @Reshi, 2012). It
contains features similar to Natsume, but diffdedas itself by providing many
different kinds of collocations.

Perhaps the most sophisticated collocation questeryfor Japanese is the Sketch
Engine, a “Corpus Query System incorporating wdeetches, one-page, automatic,
corpus-derived summary of a word’s grammatical awidlocational behaviour”
(Sketch Engine, 2012; Kilgarriff, Rychly, Smrz, &gwell, 2004). The Sketch Engine
supports multiple languages including Japaneseitfira 400 million token web-based
corpus (JpWaC) that was first released in 2008. eviibran 50 collocational and
grammatical relations are in use in the word skegchmmar (SrdanogiErjavec,
Erjavec, & Kilgarriff, 2008). The Sketch Engine alsontains a unique word
comparison feature, called word sketch differemd@ch is in some aspects similar to
searching for several words at the same time uNegume, though it is also more
sophisticated.

4.4 Collocation Data Extraction

The Japanese dependency analyzer CaboCha wasousetlaict the dependency
structure of all sentences in the corpora, fromcWwhnoun, particle and verb or
adjective dependent patterns were extracted. Posegsing was performed on verbs
to differentiate passive (/iwareru/, passive ofy*$eor potential (/ieru/ “be able to
say”)"° with causative (/iwasu/ “to make talk”) voice usa@s well as combine verbal
compounds into single units (/kaki + hajimeru/ “lmetp write”). Nouns were post-
processed to normalize numbers, dates and pensamas.

14 Available athttp://www.kotonoha.ar.jp/shonagoandhttps://chunagon.ninjal.ac.jplespectively.
> NINJAL-LWP is accessible fromitp:/nib.ninjal.ac.jp/

6 passive and potential usage is not always diseated by the underlying MeCab
morphological analyzer and IPA electronic dictignar
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Table 3: Collocation token and type count per genre.

Genre NPVtokens il \okent| | types| tokens  types
STJC 323,182 164,803 16,936 8,755 20,153 9,794
Wikipedia 17,935,354 6,818,612 614,759 203,547 950,112 338,833
Books 2,837,802 1,547,893 117,309 59,793 236,534 121,217
Yahoo! Q&A 394,228 241,74 32,848 18,005 35,508 20,328
Diet minutes 404,819 193,774 17,555 8,318 30,092 13,809
Textbooks 96,00 66,72 3,185 2,225 6,925 4,857
White papers 393,881 165,535 15,978 6,934 27,567 11,016
Yahoo! Blogs 184,12p 136,134 10,418 7,678 18,759 13,877
Magazines 20,144 17,132 922 797 191 1,766
Newspapers 60,447 49,683 2,006 1,665 3,652 3,179
Total 22,649,986 /| 831,907 /] 1,331,217 /
4.5 Genre

The defining feature of Natsume is the ability tffedentiate between expressions
that are suitable for writing in an academic cohtsd those that are not. Consider the
following example from the STJC corpus:

* /[Taisha ni yori hasseishita nisankatanso wa mizyokaishi, .../ “The

CO2 produced from metabolism dissolved in watet'"..

Comparing the expression /nisankatanso ga miz@ékaiguru/ “CO2 dissolves in
water”, taken from the example below, with the egsion /s&@ ga mizu ni tokeru/
“sugar dissolves in water”, it is clear that thenfer is written in an academic,
technical style, while the latter is of a more mmf@al, spoken variety. For learners
without the native language intuition needed tovarat the same conclusion, Natsume
provides a data-driven way of helping them to takfrst step towards gaining this
kind of intuition.

4.6 Conclusion and Future Work

Natsume is primarily a system to assist a spe@éd of the writing process:
finding the right words for a particular writing mext, which in this case is technical

" Excerpt from Terajima, R, Shimada, S., Oyama,& Kawasaki, S. (2009) “Fundamental
Study of Siliceous Biogrout for Eco-Friendly Saihprovement”, Doboku Gakkai Ronbunshuu
C, Vol. 65 No. 1, p. 120-130.
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Japanese. Currently, example sentences in Natstendisplayed randomly. Tailoring
the example sentence view to display examples appte to the learner’s proficiency
level is a future goal of the project (HodeE, Abekawa, Murota, & Nishina, 2012).

5. Natane: Error Search System
5.1 Introduction

Having introduced the corpus Natane in Chaptehi3, ¢hapter focuses on the
search capabilities of Natane and how they mighp hiee researcher or Japanese
language teacher in analyzing their own studem®re or identify particular areas
where learners have tendencies to make errors.

5.2 Interface
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Figure 11: Natane interface: search for learner errors atet flased
on first language and specific error types.
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Figure 12: Searching for /yaru/ “to do” will return all leamerrors containing the word. Here
the correct way of writing the second sentence ieplace /yaru/ with its polite version /surul/.
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Figure 13: Situating the previous error in the learner essay.
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Figure 14: Viewing all learner errors in a given essay.

Searching for errors relating to the verb /yartimes two errors. One example is
the sentence /ilbetto wo t§jite shigoto wo yaru hito waku natte iru/ “the number of
people working on the Internet is increasing”, venéine usage of /yaru/ is wrong
because it is the colloquial form of /surul/.

5.3 Conclusion and Future Work

Natane is a learner corpus that has many potart&d, though we envision two
main types of usages, one by Japanese languagateduand the other by NLP
researchers.

In this chapter, we described the search interfacéhe Natane corpus, which is
targeted at the former. Japanese language educatormake use of Natane to find
examples of learner errors. Also, the data providgediseful for analyzing error
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tendencies due to first language interference, @t ag for observing the language
acquisition process.

The latter usage is primarily aimed at applicationdlLP and machine learning,
where Natane can be used to construct novel eoroeation systems. An example of
one such system is introduced in the next chapter.

With the existence of several Japanese languageeleaorpora that all make use
of different error classification frameworks, a nmowent towards a common standard
is, perhaps, the most pressing issue.

6. Nutmeg: Writing Assistance and Automatic Error Correction System
6.1 Introduction

Natsume, while useful for finding collocations, da®t automatically correct the
learner’s writing. In an evaluation of Natsume, bécame clear that for every
collocation the learner checked using Natsume,etheere many more that went
unchecked (Hod@gk, Abekawa, Bekes, & Nishina, 2011). The next obsistep was
to develop a system that checks learners’ writing) @rovides feedback on any errors
they may have made. This writing assistance systamnamed Nutmeg and provides
basic feedback for learners’ writing using automagirror identification (Yagi,
Hodo&ek, & Nishina, 2012). The system is unique in thatloes this from two
sources: native and learner corpora.
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Figure 15: Nutmeg interface showing two correction suggestions



118 Bor HODOK'EK , Kikuko NISHINA

6.2 Related Work

Compared to other existing Japanese language atitoommnposition correction
systems, Nutmeg strives to incorporate both natneklearner corpora in its correction
model. An example of a more narrow application dfirilar system is Chantokun.
Developed at the Nara Advanced Institute of Scieand Technology (NAIST),
Chantokurt® is a system that detects and corrects case pamiisuse based on
corrected Japanese language sentences from the-8Lavepsite®, a language-
exchange social networking website where users dliffarent first languages correct
each other’s writing (Mizumoto & Komachi, 2012).

An example of a system that focuses on the natwpus side of automatic error
correction is the Japanese proofreading system figifigOono & Inazumi, 2011).
Another example that uses the dependency struofuaesentence to revise complex
sentences into easier to understand ones is tiregt®ool (Oosaki, 2006).

6.3 Error Correction Method

In general, Nutmeg uses the native BCCWJ and SBiQora as “correct data”,
whereas it uses learner errors from Natane asrliecbdata”. Thus expressions that
are tagged as errors in Natane become candidataatfamatic correction.

Natane contains 386 orthographic errors. One way defecting outright
orthographic errors is if they go unrecognized worphological analysis. Additionally,
most such errors are found within two letters efad. A word including an error is
replaced with the corresponding word in the nawed list. For example, suppose a
learner were to mistaken the word /messeeji/ “nssas /meeseji/. If there is no
prior learner error of the same word in Natanenthemorphological analysis reveals
that it is an unknown word. The unknown word caenttbe matched to similar words
contained in the morphological dictionary. Finalthe correct orthography can be
presented to the learner.

Though the language contained in the BCCWJ and $haQld, in principle, be
considered correct, this does not preclude theotigmtive corpora as instruments in
identifying learner errors. One example is makieg af the various genres available in
Natsume, through which it is possible to corrediocation usage from the genre
perspective. For example, using data from Natsume possible to automate the
process of checking if a collocation is appropriatean academic report as outlined in
Chapter 4. If a learner uses the collocation /jikke yaru/ in an academic report, the
system will be able to identify the inappropriateage and offer the replacement

18 See http://cl.naist.jp/chantokun/ for more infotima.
19 Accessible fronmttps://lang-8.com/
20 More information and download links availablenaib://www.pawel.jp/outline_of_tools/tomarigi/
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collocation /jikken wo okonau/ as a correction. sThs possible because of the
existence of relatively incompatible genres, sustthmse that lean towards a formal
writing style (STJC and White papers) and those¢ kan towards an informal or
spoken writing style (Yahoo! Blogs, Yahoo! Q&A amiet minutes) (Hoda®k &
Nishina, 2011). The corpora in Natsume can thudildded into so-called positive and
negative genres and the relative frequencies dbaations in those genres can be
tested using the chi-square test. When an expres&m /jikken wo yaru/ is used we
can determine that it is incorrect because itsuieeqy in the negative genres is
significantly high, while its frequency in positivgenres is significantly low. A
replacement collocation could be found by searckimgugh similar collocations and
testing them in the same manner or by using Worddletxpand the available search
space (Bond et al., 2009; Isahara et al., 2012).

6.4 Conclusion and Future Work

The aim of Nutmeg is to become a compositional tibat is able to automatically
warn learners of potential mistakes as they areimgathem. The two types of data
backing Nutmeg’'s error correction facilities aretivea and learner corpora
corresponding to the data provided by Natsume aatdri¢, respectively.

Though the available size of native corpora is mgakater than that of learner
corpora, an avenue for improvement to collocatiororecorrection is to provide
candidate replacement expressions for learnerserpmrhaps using WordNet. More
effort must be put into obtaining or constructinigey specific-purpose corpora if other
writing genres, such as business writing, are todmsidered.

It is also clear that Natane should be expandetafe in order to conduct a more
comprehensive quantitative evaluation. The impleaten of an automatic error
correction system must be treated cautiously, Isecde results of automatic error
correction depend on the annotations being objeciiis is especially difficult for
learner errors at the semantic or discourse lewads,it is here that annotators
subjectivity most easily comes into play. Thus,aafirst step, easier items such as
orthographic errors should be considered (Yagi,ddek, & Nishina, 2012).

7. Conclusion and Future Work

In the span of just over a decade, the Hinoki mtofgs produced the Asunaro,
Natsume and Nutmeg systems as well as the Natangelecorpus. As the project is
led by linguists, language teachers, computer eegmand educational engineering
researchers, it has been able to synthesize ideasthese disciplines together into
several multi-viewpoint CALL systems.

The construction of Asunaro resulted in the comsion of a novel electronic
multilingual dictionary that contains several oftenderrepresented Asian languages.
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Asunaro also applied state of the art NLP resetogtrovide a practical dependency
grammar-based reading assistance system.

Natsume was developed as a corpus-backed collacaéarch tool that allows
users to find new collocations that fit their wrgi style by enabling them to check the
correctness of Japanese collocations they areamfident about. An immediate goal
of the development of Natsume is the addition oi rigpes of collocations to the
search interface. Another goal is being pursueshigoing work to channel Natsume’s
knowledge of genres and collocations into Nutmeg dise in automatic error
correction. Finally, the extension of availableiveatcorpora to other learner-specific
purposes, such as the writing of emails or businegsg is also being considered.

The development of Natane has resulted in a unigpanese learner corpus and
an accompanying search system. It has applicatmnisoth language researchers and
educators, as well as NLP applications. The fudirection of Natane is closely
aligned with that of Nutmeg, the usage of whichlvkibpefully contribute to the
development and further validation of Natane’s lectassification framework.

Nutmeg is an extension of both Natsume and Natabe automatic error
correcting for learner writing. From the developitneh Natane it became clear that
simpler orthographic and syntactic factors are ezagd objectively annotate than
semantic and discourse factors, which are moreegpimsubjective decision making on
the part of the annotator. This subjective decisinaking also leads to greater
difficulty in automating error correction at a reaable precision. There is thus a need
for a greater volume of annotations, that are dbjely classified in the error
classification framework of Natane. This is ess#nin order to realize more
sophisticated error correction and compositionséasce.

Finally, an effort should be made to move from thealized lexical writing
assistance seen in Natsume and Nutmeg towardseagomprehensive discourse-level
composition assistance. For this purpose, more-gy&tem collaboration with other
projects is needed.
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Abstract

The paper presents a set of integrated on-lineukagg resources targeted at Japanese language
learners, primarily those whose mother tongue aw&ie. The resources consist of the on-line
Japanese-Slovene learners’ dictionary jaSlo and d¢wipora, a 1 million word Japanese-
Slovene parallel corpus and a 300 million word csrpf web pages, where each word and
sentence is marked by its difficulty level; thisrpoes is furthermore available as a set of five
distinct corpora, each one containing sentencdéiseoparticular level. The corpora are available
for exploration through NoSketch Engine, the opeurse version of the commercial state-of-
the-art corpus analysis software Sketch Engine.ditionary is available for Web searching,
and dictionary entries have direct links to exammdi®m the corpora, thus offering a wider
picture of a) possible translations in concretetextnalised examples, and b) monolingual
Japanese usage examples of different difficultgleto support language learning.

Keywords

bilingual lexicography; corpus search; parallelpea; readability level

Izvle¢ek

Clanek predstavlja japonsko-slovenski slovar jaSipletni slovar za slovensko govéee
ucence japondne, in vkljwitev primerov iz dveh korpusov s potjo odprto-kodnega
korpusnega iskalnika NoSketch Engine. Korpusa a&oj (milijon besed), vzporedni korpus
japonskih in slovenskih besedil, ki je bil zgrajeam ta namen in vsebuje dieoma literarna,
spletna in akademska besedila, ter JpWaC-L (30fomolv besed), korpus spletnih besedil,
razdeljenih v povedi, ki so rangirane po teZavrbsstopnjah. S pregledno povezavo korpusnih
primerov in slovarskih izttnic v dvojezénem slovarju zadence japondne kot tujega jezika,
ponuja sistem uporabnikom prijazen dostop k sldimarspodatkom, tj. reprezentativnim
prevodnim ustreznicam, in korpusnim podatkom, kiyjajo a) SirSo sliko moznih prevodnih
ustreznic v konkretnih primerih s sobesedilom irebdjezéne primere rabe japonskih besed v
povedih razknih teZavnostnih stopenj, za podporo jezikovnendenju. Clanek predlaga
mozne rabe tega gradiva ptiamju japon&ine in se zakljti s smernicami za prihodnje delo.

Klju éne besede

dvojeziéno slovaropisje; korpusno iskanje; vzporedni korstispnja berljivosti

Acta Linguistica Asiatica, Vol. 2, No. 3, 2012. IS2232-3317
http://revije.ff.uni-lj.si/ala/



126 Kristina HMELJAK SANGAWA, Tomaz ERJAVEC

1. Introduction - background to the project

Bilingual dictionaries are one of the most basmdmeeded by learners of foreign
languages, especially at the beginning and intelateedtages of learning, when they
are not yet able to use monolingual resources tefédg. However, dictionary
compilation is also a very labour-intensive andeticonsuming enterprise, requiring
considerable financial and human resources thabfiem not available for smaller
language pairs.

The Japanese-Slovene dictionary jaSlo being coohpde the University of
Ljubljana is an example of such a low-cost bilingeaicographical project targeted at
a few hundred users, which strives to make efficiese of available resources to
balance its limitations stemming from the limitednmber of users it targets. The
dictionary is moreover being compiled for a langugopir without any previous
lexicographical tradition, and with very little cqarative linguistic research or
translated texts to build upon.

The first stages of the project involved collabweatcompilation, encoding
conversion, enrichment with third-party resourcesl aveb deployment (Erjavec,
Hmeljak Sangawa, & Srdanayi2006).

To facilitate the editing of Japanese-Slovene aletry entries for this under-
researched language pair, a parallel corpus wapiEmto complement the use of
intuition and of sets of bilingual dictionaries ¢puas Japanese-English and English-
Slovene dictionaries) when editing new entries, @ancheck the accuracy and validity
of translations in the earlier dictionary versiét the same time, a web-derived corpus
of Japanese was developed in a separate projetan@rt, Erjavec, & Kilgarriff,
2008).

A first attempt at adding usage examples from tlemotingual and the parallel
corpus mentioned above was described previouslye(jdikn Sangawa, Erjavec, &
Kawamura, 2009) and was followed by other interfacdnancements following a
usability study (Hmeljak Sangawa & Erjavec, 2010).

1.1 Corpus-based lexicography

Monolingual dictionaries have long made use ofemibns of attested examples
of usage to select the list of lemmas to be induated to describe them, in some cases
prescriptively, citing only expressions used by ardcal authors, such as in the
Vocabolario dell” Accademia della Crus¢a612) or theDiccionario de Autoridades
de la Real Academia Espafiold726-1739), in other cases descriptively, stgvio
cover as comprehensively as possible attested sisafgeords, such as in Samuel
Johnson’'s A Dictionary of the English Languag€l755), the Oxford English
Dictionary (1884-1928) or Jacob and Wilhelm GrimnDsutsches Worterbugi854-).
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With the advent of automatically searchable elewtrocorpora, corpus use in
lexicography acquired a new dimension. Beginninthwioneering works such as the
Trésor de la langue frangaigémbs et al., 1971-1994) and the Collins Cobuildjgct
(Sinclair, 1987), the use of electronic corpora hawadays become standard practice
in monolingual lexicography, making use of incregly large-scale corpora to support
the accuracy and increase the speed of dictioranpiation both in corpus-based and
corpus-driven dictionaries (Rundell & Kilgarriff021).

Some reports mention the use of monolingual cormeapport the editing of one
of the two languages in a bilingual dictionary, &xample to verify the naturalness of
collocations or to compare the semantic prosodyotti source and target language in
bilingual dictionaries (Ferraresi, Bernardini, Rjc& Baroni, 2008; Srdanogj 2012;
Sorli, 2012), to provide typical L2 examples in -giiectional bilingual dictionaries
(Adamska-Sataciak, 2006), or to find usage examates verify regional variants of
one of the two languages covered by the dictiofiditgarriff, Pomikalek, Jakuldiek,

& Whitelock, 2012).

The extraction of terminology from parallel corp@iao has a long tradition in the
field of natural language processing (Church & Gal691; Wu & Xia, 1994).
However, while automatic terminology extraction nfrgparallel corpora is a well-
developed area of research in the fields of mactiareslation and automatic language
processing, it is not standard practice in the pctidn of dictionaries for human users.

Parallel and comparable corpora have also been lsédnslators since before
the advent of electronic corpora, to complemeritdpifal dictionaries. Their use has
been advocated by translator trainers (Zanetti228ernardini & Castagnoli, 2008)
and translation theorists (Baker, 1995).

In lexicographic theory, the use of parallel cogpor bilingual dictionary-making
was proposed almost two decades ago (Hartmann,, X&84mann, 1996), and later
again (Corréard, 2005; Krishnamurty, 2005), butnated recently (Salkie, 2008),
reports of bilingual dictionaries based on paraltepora are rare.

One of the earliest reports presents some piorgeanimk for the compilation of a
Canadian French-English dictionary, a language wdh one of the first large-scale
parallel corpora (Roberts, 1996; Roberts & Cormil®99). Citron & Widmann (2006)
report on HarperCollin’'s use of an in-house Engksénch aligned corpus of
translated literature to improve existing diction&manslations in a dictionary targeted
at the most demanding users. Some recent work encktSlovene lexicography
(Perko & Mezeg, 2012) compares existing dictioremiries with data from a parallel
corpus, highlighting the usefulness of parallelposr data for finding translational
equivalents, predictable/unpredictable collocatiand multiword discourse markers,
and the limitations of such corpora stemming frdwmirt availability and size, and for
their inclusion of context-bound or even wrong #lations. However, bilingual
lexicography in general does not seem to have nyatenuch systematic use of
parallel corpora.
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The need for the automatisation of bilingual dietioy compilation for lesser used
languages where dictionary publication does notgsathe publisher’s investment has
recently been noted by Héja and Takacs (2012), wiapose a model of an
automatically generated bilingual proto-dictionaapd present an example of an
automatically generated English-Hungarian dictigrthat might be used not only by
lexicographers but also by end users.

In this line of thought, our project also proposles use of a parallel corpus to
complement a bilingual dictionary, targeted botthatdictionary editors and its users.

The following sections present the latest develagmef this project: a new user
interface with interlinked but separate access icticthary entries and corpus
examples, an augmented parallel corpus, and amevfdace to both monolingual and
bilingual corpus examples. Section 3 presents plessises of these resources for
learning Japanese as a second language, and sédamcludes with plans for further
work.

2. Resources for Slovene-speaking learners of Japanese

Three types of resources are offered on the sammesd interlinked for ease of
use. The first component of the site is a bilingleganese-Slovene dictionary targeted
at beginning and intermediate Slovene-speakinghézarof Japanese. The other two
resources, a web-derived corpus of Japanese exaumplesage marked by difficulty
level, and a Japanese-Slovene parallel corpusbeaaccessed through a common
querying system.

2.1 The Japanese-Slovene dictionary jaSlo

The dictionary was compiled by combining Japandeee®e glossaries
developed at the Department of Asian and Africandfés at the University of
Ljubljana to be used in beginning and intermedlatguage courses, then checked
against the complete word list of the Japanese wage Proficiency Test (JF & AIEJ,
2004) to add JLPT vocabulary not yet present inglosses, resulting in ca. 10,000
Japanese lemmas with approximately 25,000 Slovemsslational equivalents. The
dictionary was then converted into a TEI-compligML format and released online at
http://nl.ijs.si/jaslo/ as described by Erjavec, Hmeljak Sangawa, anan®rd (2003).

The database was later revised and enlarged bothuaihg verifying and
correcting entries, adding usage examples and mgigsanslational equivalents, and
also automatically, adding Latin alphabet trangmons of all headwords, difficulty
levels according to the JLPT vocabulary list (frtawvel 4 - very easy, to level 1 - very
difficult), and normalising part-of-speech labels,described by Erjavec et al. (2006).
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The dictionary was later further enlarged with slated examples extracted from
a purpose-built Japanese-Slovene parallel corposeljldk Sangawa & Erjavec, 2008),
which is described in more detail in the followisgction of this article. Examples
were extracted for all headwords found in the csrpbtaining new examples for 4648
of the 9891 headwords. In the case of frequent svatich had tens of examples, the
shortest six examples were selected, since seniengéh is a robust indicator of
readability.

The corpus itself had been manually validated dudompilation, and we could
therefore be relatively confident of the translatguality and appropriate alignment of
the extracted sentences in general, but manuatiatein of each extracted and
appended sentence was not possible due to timdraiots. The corpus-extracted
examples were therefore graphically separated frerest of the entry and marked
with the labelKorpus in order to warn users that the corpus-extras@dences were
not purposely selected or revised example sentetiegsrather naturally occurring
examples of usage. In such translations, the heabiwmot always translated with one
of the translation equivalents given in the dicignlemma itself, or even translated at
all. In the corpus-extracted examples, the entadihwrd was highlighted by means of
square brackets and bold type, and a small arrdlaeagnd of each example provided a
link to data regarding the source text. The naméheffile from which the example
was taken could be summoned up by mouse-over tifutnas an indication of text
type. An example of such an entry with corpora gxascan be seen in Figure 1.

kayo) 2% 9 (3] (VSintrans ) [ XV EFET ko T, kbhkw]

voziti se/hoditi (redno) v sluzbo, 5olo, na delo

o HH (TAL®) T (vl ) ~NHl->TWET,

V sluzbo se vozim z vlakom.

o Bl (X HVA) ~LHEM (LeddA) o7,

En teden sem obiskoval bolniSnico (sem se redno vozil v bolnisnico).

< 1. letik, lekcija 38
NIVO 3
Korpus:

o ZL T, il DEbD/V free] €72,
Zvoncek naju je zblizal. —
,_}SD305IfcMoUnlight
o O EMEH & HIEH IS AIE [V free] & EBHIZEoTOREPLGELADDE
2R,
Sobote in nedelje. ki jih je preZivel v telovadnici so kmalu postale eden njegovih redkih uZitkov. —=

o /o, IO HEORIBIEEL - RELEH T, BEDLtEoRIC Bl /V.iee] Nl
B B o7,
Takratni model plemiSke poroke je bila poliginija in obi¢ajno je bilo, da so moski obiskovali Zenske
na njihovih domovih. —

Figure 1: Example of a jaSlo dictionary entry with corpus myées in the 2009 version
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The addition of examples to half of the dictionawmtries had the obvious
advantage of providing additional usage informatamd possible new translation
candidates to a middle-sized dictionary, but thechmeical addition of corpus
examples directly to the dictionary entries alsd sfame drawbacks. One problem was
that users might not realise that the corpus exeemere not necessarily the most
typical examples of Japanese usage nor the mostatéranslations of the given
headword. A survey of 80 headwords with automdjicgbpended examples revealed
that examples for 8% of the lemmas included useéw translational equivalents, but
2% included context dependent or unnecessarilyrgere translations that might be
misleading for beginning users, and as much as Bfteoexamples were assigned to
the wrong dictionary entry because of lemmatisateynors that could confuse
inexperienced users.

We therefore decided to separate the dictionam fifee parallel corpus in the new
dictionary interface, and linked each dictionantrgrto an automatically generated
corpus query which opens in a new browser windbws tlearly separating the edited
dictionary entry from the automatically generatemaordances of corpus lines. This
should hopefully help users differentiate betwedited entries and examples (a source
of information that dictionary users seldom quesgticand examples from authentic
texts, where users are more likely to expect idiosgtic expressions and possible
deviations from conventional usage. This is simitathe approach adopted by Breen
(2004), who linked a large Japanese-English diatipnwvith examples in a corpus of
parallel Japanese-English sentences, noting that also had the advantage of
decoupling the maintenance of the dictionary fitaf that of the corpus.

The same format was adopted to link all dictionamyries to examples in a web-
derived corpus of Japanese, created previouslyaf@eparate project (Srdan@vi
Erjavec, & Kilgarriff, 2008) and later split intave sub-corpora of graded difficulty, as
described in section 2.3.

Figure 2 shows the same headword showed in Figureutl within the new
interface, with links to parallel and graded corpsamples. By clicking on any of the
numbers in the bottom two lines, the user has tiaecess to concordances of the
headword in all linked corpora, described in tHéfaing two sections.
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—

kayou 72 & 9 [IH] (VSintrans. ) [ L WET 2 LkoT . ibiwv]

voziti selhoditi (redno) v sluzbo, solo, na delo

e HH (TAL®) T2 (VL) ~NE->TWET,

V sluzbo se vozim z viakom.

o JAkE (VX 9WA) ~1HEB (LwIonrA) #iol:,

En teden sem obiskoval bolnisnico (sem se redno vozil v bolnisnico).

< 1. letnik, lekcija 38

teZavnostna stopnja 3

konkordance za 7> X 9 : vzporedni (3) , jpWaC: L4 (2) , L3 (17) ., L2 (34) , L1 (11) , LO (221)
konkordance za il 9 : vzporedni (14) , jpWaC: L3 (41) , L2 (64) , L1 (27) , L0 (525)

Figure 2: Example of a jaSlo dictionary entry with links torpus examples in the 2012 version

2.2 The Japanese-Slovene parallel corpus jaSlo

After the publication of the third version of théctibnary in 2006, a parallel
corpus was built from some parallel texts that badumulated as a by-product of
academic activities: student coursework (Japareede bn society and popular culture
translated into Slovene, Slovene texts on tourigmslated into Japanese) and lecture
handouts (texts by visiting professors from Japanesiversities on the history,
literature, geography and society of Japan, tréedlanto Slovene by staff at the
University of Ljubljana). The corpus was built terge both as a source of possible
translational equivalents for the dictionary coragl and as a source of examples for
dictionary users. However, since most of thesestewdre too difficult for beginning
and intermediate learners, we also added two $at®re readable texts: excerpts of
Japanese novels recently translated into Sloveme |acalised pages obtained from
multilingual web portals, mostly texts originallyritten in other languages (English,
French, Russian etc.) and translated both intong&gesand into Slovene, given the lack
of direct translations from Japanese to Slovenearelversa. The Japanese novels
were digitised, while the web material was manualgcked for translation quality,
discarding sub-standard texts and non-corresponglamts. This first version of the
corpus was composed of multilingual web pages 4§.8evised student coursework
(24.5%), literary fiction (15.7%) and translatedtiee handouts (13.5%).

All texts were normalised into plain UTF-8 textefd, aligned at sentence level,
and the alignments manually validated. It was tHemmatised using Chasen
(Matsumoto, Takaoka, & Asahara, 2007) for the Japarpart and “ToTalLe” (Erjavec
et al., 2005) for the Slovene part of the corpustaiming a sentence-level aligned
corpus of 7914 translation units, correspondin@26,220 Japanese morphemes and
171,261 Slovene words, as described previously (jdikeSangawa, Erjavec, &
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Kawamura, 2009). Examples of word usage were autoatizt extracted from this
corpus and appended directly to the corresponditgpdary entries.

An analysis of the examples extracted from thigpasrfor a sample of dictionary
entries revealed that examples from light literatuvere overall the easiest and
therefore the most usable as dictionary examplbspveompared with examples from
the other sub-corpora, especially if compared ® sbb-corpus of academic prose
containing particularly complex sentences with sgdesed vocabulary. In the second
phase of corpus-building we therefore enlargedctirpus focusing mainly on literary
texts. Going through the same steps as describeekalve added excerpts from 14
novels of 10 Japanese contemporary authors asasélNo other types of texts, mainly
because of their availability in electronic format: small collection of personal
correspondence and other miscellanea translatéloebiyrst author and her colleagues,
and the Japanese and Slovene translations of teTRstament. The latter amounts to
more than one third of the complete corpus in size] was added because of its
availability and because the alignment could beedantomatically with minimal
manual validation, since all sentences are alreadigd using the same system in all
languages into which the Bible is translated. Bidlitext is admittedly not ideal
reading material for beginning or intermediate mess of Japanese as a foreign
language, but we included these texts into the usomonetheless, since the corpus
interface allows for the selection (or exclusiorf) texts to be included in the
concordance according to their genre label, makirgsy for users to exclude biblical
text when they need easier examples, and allovangd inclusion when they need as
many examples as possible.

The present, 2nd version of the parallel corpus tmntains texts from the previous
version, including multilingual web pages, revistddent coursework, literary fiction
and lecture handouts, and the newly added seleofiditerary fiction and the New
Testament. The size of the parallel corpus arglitscorpora is given in table 1.

Table 1: The size of the parallel corpus jaSlo and of itscaupora

no. of documents no. of Japanese no. of Slovene

tokens tokens

literary 24 295,969 220,427
biblical 25 284,189 188,159
web-derived 34 98,276 59,921
coursework 28 42,607 32,796
academic 9 31,337 23,376
personal 12 10,741 7,716
Total 132 763,119 532,395
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The corpus, encoded in TElI P5 (TEIl, 2011), was thenverted to a format
suitable for concordancers, in particular CUWI &&gc, in print) based on the open
source corpus workbench CWB (Christ, 1994) and tmen-source system
NoSketchEngine (Rychly, 2007). The corpus is madalable through these two
powerful concordancers on the nl.ijs.si server.

Figure 3 shows the concordance obtained via NoBEeigine when searching for
the verbkayou(the same as in Figure 1 and 2) in the parallgu®jaSlo. The list on
the left side shows the codes of the documentsagung the word composed of an
acronym indicating the direction of translation @8 translations from Japanese to
Slovene, EJS for translations from English to Japarand Slovene, SJ for translations
from Slovene to Japanese, etc.), and a word froentitte or the author of the
document. Clicking on these document codes bringsauwindow with source
information including author and translator namesgn known), the title of the
document, its year and mode of publishing, as shiowiigure 4. The second column
contains the Japanese sentences containing the wddthe third column contains
their translation into Slovene.

User: defaults Corpus: jaSlo: japonsko (Search) |#E> in [ jaslo: japonsko = i
Concordance Corpus: jaSlo: japonsko
Word List Hits: 14 (18.3 per million) [jaSlo: slovensko]
2 js_0306llcMoonlight LT, HRLOEBbE 2. jaSlo: slovensko: Zvoncek naju je zblizal .
- Fife, O Bk O 8 PR E _ » )
—kzEE T, BEALTEOR jaSlo: slovensko: Takratni model plemiske poroke je
S?ve : js_0712bunka L _ir i &( . bila poliginija in abicajno je bilo , da so moski
View options LB TEWIEL B =8IRS opickovali 7enske na njihovih domovih .
KWIC/Sentence feo
Sort HERRED CHEN T T jaslo: slovensko: Inoue ni izhajal iz srecne druZine : po
Left | Right js_9705utopia F 0 R B 4IE = o fc$HE . nesrecnem otrostvu v siretisnici je ob delu Studiral na
Node EELTREABNEL £, Univerzi
References \ S
Shuffle ﬁ’? o j;IEEI & H@A K YAk jaSlo: slovensko: Sobote in nedelje , ki jih je preZivel v
Jjs_tinmokuSaso B3 & BB ICEST @ AL telovadnici so kmalu postale eden njegovih redkih
Sample RELB O VEDIE RS ko e
Filt : |
sl RIS £ LT BN LS T 25 U
;Z:‘:t:‘; LIE5< % . fi] % o T L1y A jaSlo: slovenskos: Precenila sem , da je Profesorjeva
" 3 . = . _ navada , da zaradi nervoze ob novi hisni pomocnici , ker
Node forms Js_hakase 'Ei ;:;f? ‘:'f?;jfcb% :f & ne ve , kaj bi povedal , namesto tega uporablja Stevilke
E E @D )] & D
Doc IDs *
. REHBELU .
Collocations
ConcDesc W5 I TA O RH. RVE < jaSlo: slovensko: Na zabave bom morala oditi oble¢ena
2 Jjs_kawabata_yukiguni 2FED . JITI E DK T, v siroke hribovske hlace , zatlacene v gumijaste skornje
BES A~ B R RS B . , zavita v plas¢ in pokrita z voalom .

EBHE 0BES 0 A, fIF LD — jaSlo: slovensko: Ceste so odprli za promet mesec dni

BbighTt. AR E-> kb, kasneje kot obi¢ajno . Sele maja .

BES O TAEBVIER T £2H

A>TWA L., [BE5 & #Figs jaslo: Vsak dan je obisk vrelce , ki so

o 5 . sloveli po syojih grelnih lastnostih , in kadar je

oMz SERBN T E— 2 obiskovala zabave v gostistih na poti med starimi in

bEHEC DY ILBE L. WEL S novimi vrelci , je morala hoditi tudi veé kilometroy , a

Wiz EL 2 S BE & E tukaj med gorami se je Zivijenje redkokdaj zavleklo

KD HhES, BERE T POEO v noc , zate je bila zdrava in krepko grajena ,
i i 2 éepray je imela za gejso obi¢ajne malce stisnjene boke ,

DHEDDSLBEED ok g pravi od spredaj je ozka , od strani pa siroka .

Jjs_kawabata_yukiguni

Jjs_kawabata_yukiguni

Figure 3: Example of a concordance from the parallel JapaSémene corpus jaSlo
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— text.id js_9705utopia m
Takahashi Taketomo “Utopija v japonski misli”, izrocki Sestih predavanj na Filozofski
text.title fakulteti Univerze v Ljubljani, spomladi 1997 [Ri8HE TE—FHABECKE T 31—+

By BREHERL 19975F. RY a7 v —FKFEXFE]

text.author  Takahashi Taketomo

text.date 1997
text.translator Kristina Hmeljak
text.class gost vy

text.display Takahashi Taketomo “Utopi...

Figure 4: Display of source information for one of the documsen the corpus

For each entry in the Japanese-Slovene dictiomaligk to its concordance in the
parallel corpus was added at the end of the eaggé¢en in Figure 2), in order to bring
the corpus examples as close to the dictionaryaseossible, but without obstructing
the dictionary itself.

2.3 The Japanese web corpus jpWaC-L and its difficultylevel sub-corpora

The third resource on the jaSlo site is jpWaC-Lweb corpus for learners of
Japanese as a foreign language. It was derivedjp¥fC, a 400 million word corpus
of Japanese texts (Srdangvkrjavec, & Kilgarriff, 2008) constructed by cramg the
web using the methods proposed by Sharoff (2006) an Baroni and Kilgarriff
(2006). The jpWaC corpus is large, cleaned of dextlicates, lemmatised and part-of-
speech tagged, and as such an ideal source ofusage examples.

Given its size, examples could be found for all deas in our dictionary, but
examples for basic vocabulary were too many andnast cases too difficult for
beginning learners. We therefore marked sententedbe corpus by five difficulty
levels, and also made five sub-corpora of jpWa@#ch one corresponding to one
difficulty level (Hmeljak Sangawa, Erjavec, & Kawana, 2009).

We first annotated each word in the corpus withditficulty level according to
the Japanese Language Proficiency Test specifimatidF & AIEJ, 2004), ranging
from 4 (easiest words) to 1 (most difficult wordahd assigned level 0 to words not
appearing in the JLPT list. We then identifiedhe torpus well-formed and relatively
simple sentences. This was achieved by the follpwset of heuristics, obtained
empirically by repeated tests and evaluation:

1) no duplicate sentences (only one occurrence ofi@isee was retained);

2) between 5 and 25 tokens in length (to exclude sfragments and long
complex sentences);

3) containing less than 20% of punctuation marks anerals;



JaSlo: Integration of a Japanese-Slovene Bilinguall135

4) containing not more than 20% words at level O {toidtoo much difficult
vocabulary or proper names);

5) not containing words written with non-Japanese attars;

6) not containing opening or closing quotes or paresgl (to avoid errors of
segmentation);

7) not beginning with punctuation (to avoid impropesggmented fragments);

8) ending in a full stop, the Japanese character kutéo include only full
sentences);

9) containing at least one predicate, i.e. a vertmadjective.

This process identified about 3 million senten@spunting to approximately 50
million text tokens. These sentences were thehdugubdivided to exemplify words at
each of the JLPT levels, selecting sentences wdachot contain words from a more
difficult level, and containing at least 10% wordslonging to the targeted difficulty
level. Each sentence was marked with its difficidiel, from 4 (with the easiest words)
to 1 (with the most difficult words), while the gasentences containing vocabulary
outside the scope of the JLPT list were given |8v8lhe remaining sentences in jpWacC-
L, i.e. those not appropriate for language learagegiven level -1.

As mentioned, we also extracted all the sententéseo4-0 difficulty levels and
made from them separate (sub)corpora, named jp\Wato-JpWaC-L0. These corpora
do not contain connected text, but are suitablddoking at individual sentences of a
given difficulty level - as they are much smallean the complete jpWaC-L, complex
queries take much less time.

The size of the complete corpus and of the subcarayiven in Table 2.

Table 2: Size and composition of jpWaC-L and its 5 sub-coapuf graded difficulty level

Corpus Size (in tokens) %
jpwaC 409,030,31%

jpwaC_L 51,341,958 100
jpwaC_LO0 43,763,041 85.24
jpwaC_L1 1,629,34( 3.17
jpwaC_L2 4,608,635% 8.98
jpwaC_L3 1,039,984 2.03
jpwaC_L4 300,954 0.59

This (or, rather, a very similar) corpus of seneenmarked for difficulty level was
made available in 2008 on the same portal as tt#@dary jaSlo, but with its own
search interface, separated from the dictionarscheaindow.
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In the new noSketchEngine dictionary interfacekdinto examples in each
difficulty-level sub-corpus (if there are any) aindhe complete jpWaC-L are added at
the end of each entry, alongside links to the perabrpus jaSlo, in order to facilitate
access to examples during dictionary use, as caeée in Figure 2. Since jpWaC-L
contains examples of use for most dictionary headsyanost entries in the dictionary
have links to jpWaC-LO and to the sub-corpora efshme or higher difficulty level as
the headword.

3. Possible uses of the resources for learners of Japse as a foreign
language

While dictionary entries provide explicit informati on each headword’s meaning
(by means of the most typical and intuitive tratistes), on its morphology and syntax
(by listing parts of speech and inflected verb feynand stylistic or pragmatic
restrictions on usage (by means of usage labelg)us examples can also fulfil many
functions.

First, the corpora described above can be useds@dalone resource to look up
the translation(s) (in the parallel corpus) or @séig both corpora) of words not yet
included in the dictionary.

Second, they can be used to find or confirm pdercaspects of word usage that
are not described in detail in the dictionary entncluding additional translational
equivalents, morphological forms, syntactic struesy and pragmatic, stylistic or
idiomatic restrictions on word usage.

The parallel corpus jaSlo can be useful for findirsgnslational equivalents in both
directions, particularly for encoding purposes,egivthe present lack of a Slovene-
Japanese dictionary. Moreover, translational edgmnta appearing together with their
context of use can help users choose the righslaton both in terms of exact shade
of meaning and in terms of stylistic and pragmatfpropriateness. Japanese is
particularly rich in synonyms which differ mainlg terms of levels of formality and
politeness, and selecting the most appropriate \wordng several possible candidates
is always challenging for learners, who could tfameeprofit from corpus examples.

Pragmatic aspects of word usage are particulafficdlt to describe explicitly in
dictionary entries, and may be learnt more easilpugh exposure to a sufficient
number of examples. By observing and analysing @alances for words such as the
discourse markef/%Y, which has no exact translational equivalent iov8he, users
can infer their pragmatic and discursive role.

Other aspects of word usage can be found in bothoca. Learners at the
beginning and intermediate level often have diffies with verb and adjective
conjugation and with syntactic structures, esphcifithese differ from those of their
translational equivalents in the learners’ motloeigie, such as in the case of Japanese
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adjectives expressing feelings; the adjeci#e» (samui“cold”), for example, can be
translated by an adjectival@denor mrze), but also a verbzebstj or a noun ifirad.
Example sentences at selected levels of difficadig help users learn, confirm and
reinforce such patterns of usage.

4. Conclusions and directions for further work

In the previous sections we presented three intextl on-line resources for
Slovene learners of Japanese: a Japanese-Slovetienally, a Japanese-Slovene
parallel corpus, and a corpus of web-derived examat different difficulty levels, and
discussed their possible uses in the context ofilegJapanese as a foreign language.

Plans for future work include the enhancement ahlbe dictionary and the
parallel corpus, which are conceived as open-epdgjdcts. The dictionary lemma list
is presently based on the JLPT vocabulary list tvilacks recent vocabulary, frequent
loanwords and culturally-bound terms. In the nexision of the dictionary we plan to
enhance jaSlo’s lemma list by checking it agaihstriew instructional vocabulary list
recently created at the University of Tsukuba oa Biasis of a corpus of Japanese
language textbooks and of a section of the Bala@®gus of Contemporary Written
Japanese (Sunakawa, Lee, & Takahara, 2012). Wepklaao analyse the dictionary
server’s log files of unsuccessful searches tolchmcwords users have looked up and
have not found in the dictionary.

Another area in which the system could be impragetihe linking of dictionary
entries with corpus examples, firstly on the lesElemmatisation in the corpus, by
separating more systematically examples includingy @ single headword from
examples including the same word in a compoundgehror multi-word unit, and link
the appropriate examples to the relative subentries

Finally, empirical evaluations of dictionary usegcluding log analyses, user
surveys and user observation, are also being plameorder to keep tuning the
dictionary to its users.
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