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Abstract
Recent advances in generative modeling of images have
reached new heights in the task of image generation. The
generative model that produces the most photorealistic
and high resolution images is Generative Adversarial Net-
work (GAN). In our paper we propose a multi-task latent
vector optimization procedure that combines local GAN
inversion with face attribute constraints for the task of
semantic face editing. The experiments show that the
method produces visually pleasing and semantically cor-
responding face images.

1 Introduction
With the advancements in generative modelling with Gen-
erative Adversarial Networks (GANs) [5], image gener-
ation has achieved unprecedented image photorealism.
The latent space of GAN models provides a compressed
representation of high-resolution image, which can be
useful for semantic image manipulation. By manipulat-
ing the latent codes of GAN generated images, several
useful image editing applications have been proposed [1,
2, 19]. The advancements in this field could have an
important impact toward automatic image editing tasks.
Such algorithms could enable image manipulation by sim-
ply specifying the desirable visual attributes. This could
have an important impact in art, media and entertainment
industry.

The process of obtaining a latent code of an image
and performing various operations has been popularized
by the variational autoencoder [12]. Research showed
that combining latent codes produced a learned image
manifold that did not just correspond to pixelwise aver-
aging, but had a sense of the intrinsic data distribution.
Since the GAN architecture lacks a direct way to ob-
tain an image’s latent code, GAN inversion optimization
method [1, 2] is usually applied.

Generative modeling and image editing tasks have
been largely focused on face modeling and editing as gen-
erative modeling relies on vast quantities of training ex-
amples. For example, state-of-the-art StyleGAN model
[9] is trained on 70,000 high resolution face images. Sev-
eral studies used the pretrained StyleGAN model to edit
face images. Our work is inspired by the work of [19],
where the latent code vector space of GANs was analyzed
and linear movements in vector space were proposed to

edit face images. Instead of analyzing latent space, we di-
rectly perform gradient-based optimization on latent code
with spatial and semantic constraints.

Although studies have analyzed latent code manipu-
lation for various semantic image operations, disentan-
glement of semantic variations of latent codes remains
challenging. In our work, we propose to use a local GAN
inversion technique to preserve the person’s identity while
modifying the selected face attributes. We test the pro-
posed method and visually analyze the results in compar-
ison with a competing method.

2 Related Work
Generative Adversarial Networks (GANs) are one of the
most used generative models for image modelling task.
Since the original proposal in [5], the majority of ad-
vances stem from better architectures and loss functions.
The architecture design was improved in [18], which pro-
posed convolutional GAN design. Karras et al. [10] first
managed to produce megapixel images using progressive
learning of GANs. The model was further improved in
StyleGAN [8, 9], where the architecture is inspired by
style transfer architecture, resulting in state-of-the-art un-
conditional image generation. Loss function beyond the
one proposed in the vanilla GAN model were explored in
[6, 14, 16, 17].

Due to resource intensive training of GAN models,
recent research focuses on the analysis of pretrained GAN
models. Pretrained parametric space of GAN weights
was manually tuned in [3] to achieve localized deletion
and addition of objects in the output image. In [7] lin-
ear and non-linear walks in latent space were learned that
achieved some basic image manipulation, such as bright-
ness and zoom change. In [19], linear subspaces of latent
facial semantics were identified to edit face images.

These methods are based on GAN generated images.
GAN models are inherently constrained by the probabil-
ity distribution of the data they are trained on, which lim-
its the usability of latent codes for image editing. Abdal
et al. [1, 2] projected face images using GAN inversion
technique in an extended latent space before editing face
images in various ways. In our work, we also use a ver-
sion of GAN inversion with an extended latent space, but
we also consider various spatial and semantic constraints.
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3 Methods
Our method is based on StyleGAN model [9]. StyleGAN
is the current state-of-the-art GAN method for uncondi-
tional image generation. We use the pretrained StyleGAN
model trained on Flickr-Faces-HQ dataset [8].

StyleGAN’s generator is defined by two main com-
ponents: initial latent code non-linear mapping and the
generatorG that generates the final image. Non-linear la-
tent code mapping is defined as f : Z → W that maps
the initial Gaussian sampled latent code z to code w of
the same 512-d dimensionality. The purpose of mapping
f is the disentanglement of factors of variation that could
be present in the Z vector space due to its Gaussian distri-
bution. The generator G maps latent spaceW to images.
The w codes are mapped by 18 learned affine transforms
as an input to the convolutional layers of the generator.
Each convolutional layer also receives a stochastic com-
ponent in the form of spatial noise n ∈ NS that slightly
affects the output face image. See [9] for more details
about the model.

The goal of GAN inversion is retrieving the latent
code w and optionally n that best matches the image I
given pretrained generator G. As shown in [2], a wide
variety of images, including non-face images, can be em-
bedded in the extended latent space W+. The extended
latent space W+ consists of a concatenation of 18 dif-
ferent 512-dimensional w vectors. We also optimize the
noise component of StyleGAN n.

To achieve the presence of selected face attribute on
the final image, we also introduce a pretrained classi-
fier C that predicts the presence of the selected facial at-
tribute. The predicted probability of the selected attribute
is denoted as ŷ(w, n) = C(G(w, n)).

Starting from a suitable initialization of w and n, we
search for their optimized versions w∗ and n∗. We only
optimize a subset of noise n, the portion that affects the
face portion of the image. Our loss function is defined as

L(w, n) =λmse||M � (G(w, n)− I)||22+
λce(−y log ŷ(w, n)− (1− y) log(1− ŷ(w, n)))

(1)

whereM is the spatial mask that defines the region where
mean squared error part of the loss is defined, I is the
target image, λmse is the weighting constant for mean
squared error loss and λce is the weighting constant for
the binary cross entropy loss.

A special consideration must be taken with regard to
the spatial mask M . It must be large enough to pre-
serve enough face in the image to retain the face iden-
tity, while also allowing the rest of the image to change
enough to satisfy the selected face attribute constraint.
We define M with face segmentation model that is based
on the DeepLabv3 segmentation model [4]. We trained
the model to spatially predict the face components of in-
terest on the image I based on the selected facial attribute.
We then binarize the prediction based on predefined thresh-
old and blur it with Gaussian filter to allow smooth changes
to the face image.

4 Experiments
4.1 Implementation
The classifierC is based on the state-of-the-art multi-task
neural architecture [20] and is trained on CelebA dataset
[15] for 23 epochs. The starting learning rate is 0.05 and
it decays to one tenth its current value every 40,000 steps.
The CelebA dataset contains 200,000 celebrity images
with 40 annotated facial attributes per image as well as
their identity information.

The face segmentation model is set as DeepLabv3
model [4] that is trained on CelebAMaskHQ dataset [13].
This dataset contains 30,000 images with the size of 512×
512 and 19 facial components and accessories such as
skin, nose, eyes, eyebrows, ears, mouth, lip, hair, hat,
eyeglass, earring, necklace, neck, and cloth. Each im-
age is annotated with a segmentation mask of facial com-
ponents. After grouping several semantically similar at-
tributes, we ended up with ’background’, ’mouth’, ’eye-
brows’, ’eyes’, ’earrings’, ’hair’, ’nose’ and ’skin’ facial
components that we use to train the face segmentation
model. The model is trained for 5 epochs with a learning
rate of 3 · 10−4.

The latent code w is initialized with the latent code
mean, calculated by passing 10,000 Gaussian sampled z
vectors and calculating the mean of the StyleGAN’s feed-
forward network. The optimization of w∗ and n∗ is run
for 2000 iterations. The learning rate is first linearly in-
creased from 0 to 10−2, then decayed back to 0 using co-
sine schedule during the last 500 iterations. The threshold
for binarizing the image is set to 0.9 and the size and the
standard deviation of Gaussian filter are set to 51 and 31,
respectively. λmse is set to 100 and λce is set to 10.

The optimization algorithm of choice for all the mod-
els is the Adam optimization method [11].

4.2 Evaluation
For comparison with the existing face editing techniques,
we implemented the Interface method [19]. The main
idea behind the Interface method is finding a hyperplane
that optimally separates latent space based on support
vector machine and moving the latent code in the se-
lected direction. It operates in W space, which guaran-
tees that latent code will generate a face image. However,
W space is often lacking when performing GAN inver-
sion. Thus, the reconstructions do not match the original
image as well as they would with W+ space.

To find the individual facial attribute hyperplane we
followed the Interface method procedure. First we gen-
erated 500,000 StyleGAN images. We picked the 10,000
most positive and 10,000 most negative images per facial
attribute according to our classifier C. The hyperplane
was then identified using linear support vector machine
on the latent codes of these images. For visualization we
move the latent codes for 0.5 the norm of the latent vector
as opposed to 3 times the norm in the original proposal,
since in our experiments the face images failed to pre-
serve any identity information in the latter case.

In Figure 1 we show the results of the compared Inter-
face method and our proposed method for several facial
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attributes. The results visually indicate that our proposed
method retains the identity information better than the In-
terface method.

The advantages of our method in comparison with In-
terFace method can be summarized as better visual re-
sults and no pretraining requirement. However, once the
InterFace learns the optimal hyperplane, its method al-
lows immediate calculation of new latent vectors (and
new face images), while our method requires optimiza-
tion of latent code. Our optimization procedure takes ap-
proximately 10 minutes.

5 Conclusion and future work
In this paper, a method for changing facial attributes while
preserving identity is proposed. The method is based on
local GAN inversion technique with facial attribute con-
straints. Experimental results visually suggest that real
face images can be modified according to selected at-
tributes while preserving their identity.

Additional improvements could be made using disen-
tanglement techniques, which could modify latent space
in a way that changing a single facial attribute wouldn’t
affect other attributes, while allowing the pose of the per-
son to change. That is the topic of our further research.
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Figure 1: Comparison of InterFace [19] performance (first row) to our method (second row) on several face editing tasks for an
example face image. The selected facial attributes from left to right are defined as follows: original image, arched eyebrows, big
nose, bushy eyebrows, narrow eyes, smiling, wearing earring and wearing lipstick.

Figure 2: Comparison of InterFace [19] performance (first row) to our method (second row) on several face editing tasks for an
example face image. The selected facial attributes from left to right are defined as follows: original image, blond hair, brown hair,
gray hair, straight hair, wavy hair.


