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Editorial | Uvodnik

Dear Reader,

This issue brings 6 original scientific papers. A focus of the last (4th) issue used to be on state-of-the-art papers by 
invited speakers at the MIDEM Conference that we organize in late September every year. Although the 51st MIDEM 
Conference under the Chairmanship of Professor Janez Trontelj was a big success with the highlight on Terahertz and 
Microwave Systems Workshop, distinguished invited speakers could not commit themselves to write a full paper for 
our journal. The world is spinning too fast and everyone faces with lack of time. Conference attendees may be happy 
to have a privilege to listen to their inspiring talks. 

Year 2015 is fading out and this editorial should reveal some statistics about manuscripts. In 2015 we have received 
more than 140 manuscripts, out of which only 12 have been accepted for publication and more than 100 manuscript 
were rejected due to too low quality or being out of scope. Despite clearly defined title of our journal and on-line 
instructions for authors we receive each year a dozen of manuscripts that are out of our journal’s scope. In 2015 we 
published 27 original scientific papers and last 4 Professional Articles. The success rate below 20% in 2015 reflects de-
sire for quality that will path long-term quality growth. I would like to sincerely thank all reviewers and Editorial Board 
Members for their valuable contribution to the journal quality growth. 

In 2015 we have worked hard to switch to an on-line submission and review process of manuscripts. Thanks to Dr. 
Kristijan Brecl and Dr. Matija Pirc who mastered the Open Journal Systems and prepared it for our journal, we have 
successfully passed the testing phase in autumn and got ready to start with the on-line submission on 1st Jan 2016. 
We expect that the system will enable faster review times and higher satisfaction of authors.

December is time for recognition and celebration. Also in Slovenian science arena. We are happy to congratulate the 
Associate Editor Dr. Danjela Kuščer Hrovatin and her teammates (see the cover page photo) to be honoured with the 
Puch Award for innovation and successful transfer of cordierite ceramic with low thermal expansion coefficient into 
mass production.

Let the festive days bring joy and peace in each home, office or research laboratory. It is the time to look ahead and 
make ambitious plans for the coming year. This brings me to editorial wishes for 2016. As a part of your success we 
look forward to receiving your next manuscript(s) on our submission page (http://ojs.midem-drustvo.si/). 

Merry Christmas and a Happy and Prosperous New Year!

Prof. Marko Topič
Editor-in-Chief

P.S.
All papers published in Informacije MIDEM – Journal of Microelectronics, Electronics Components and Materials (since 
1986) can be access electronically for free at http://journal.midem-drustvo.si/. A search engine is provided to use it 
as a valuable resource for referencing previous published work and to give credit to the results achieved from other 
groups.
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Original scientific paper

 MIDEM Society

Instruction Decompressor Design for a VLIW 
Processor 
Abdul Rehman Buzdar, Liguo Sun, Azhar Latif, Abdullah Buzdar

University of Science and Technology of China (USTC), Department of Electronic Engineering and 
Information Science, Hefei, Peoples Republic of China

Abstract: The FlexCore processor is a wide instruction word processor, which allows the control of datapath elements at a very precise 
level. The FlexCore scheme offers full control over the architecture and helps to improve the overall performance. As the memory is 
very expensive in embedded systems both in terms of power and area, to gain the full advantages of long instruction word of the 
FlexCore we need to use the memory footprint very efficiently. To remedy this the instructions in the FlexCore processor memory are 
stored as application-specific, compressed instruction format (AS-ISA) which is then converted on-the-fly to a native, decompressed 
instruction format (N-ISA) by an instruction decompressor. This paper deals with the implementation of the instruction decompressor 
and the analysis of compression and decompression schemes used in the FlexCore processor. The instruction decompressor is 
designed and implemented in VHDL and synthesized using Cadence RTL compiler into three different process technologies 130-nm, 
90-nm, and 65-mn provided by the STMicroelectronics. The synthesis results show that the design and implementation of instruction 
decompressor greatly impacts the performance of FlexCore in terms of power, area and timing. We show the impact of different 
parameters of compression scheme used for the implementation of instruction decompressor in hardware which was previously 
shown in software. These parameters include the formation of lookup table (LUT) groups, the size of LUTs and the LUT-Load instruction 
Interval meaning how often the LUTs needs to be updated and how many LUTs are updated through a single LUT-Load instruction.

Keywords: FlexSoC; FlexCore; VLIW Processor; Instruction Decompressor; LUT; ASIC 

Ukazni dekodirnik za  VLIW procesor
Izvleček: Procesor FlexCore je procesor z zelo dolgo ukazno besedo, ki omogoča kontrolo poti elementov z visoko natančnostjo. 
Shema FlexCore pmogoča popolni nadzor nad arhitekturo in omogoča izboljšavo delovanja.  Za doseganje vseh prednosti dolge 
ukazne besede in visoke cene pomnilnika je potrebno spomin učinkovito izrabiti. Ukazi so v spominu FlexCore procesorja shranjeni 
kot aplikacijsko specifični in stisnjeni v AS-ISA formatu. Dekodiranje v N-ISA format poteka v ukaznem dekodirniku. Ukazni dekodirnik, 
opisan v članku, je realiziran v treh tehnologijah (130 nm, 90 nm in 65 nm). Rezultati kažejo, da ima dizajn in implementacija velik vpliv 
na učinkovitost procesorja v luči moči, prostora in časa. Vplivi parametri so prikazani v strojni opremi. Ti parametri vključujejo tvorjenje 
skupin vpoglednih tabel (LUT), njihovo velikost in potreben interval njihovega osveževanja.

Ključne besede: FlexSoC; FlexCore; VLIW Procesor; Ukazni dekoder; LUT; ASIC

* Corresponding Author’s e-mail:  abdul.buzdar@alumni.chalmers.se

Journal of Microelectronics, 
Electronic Components and Materials
Vol. 45, No. 4 (2015), 225 – 236

1 Introduction

There is an ever increasing demand for the electronic 
gadgets to have a wide range of applications ranging 
from multimedia to video games and the list of de-
mands is increasing day by day. To efficiently manage 
all these applications the electronic devices should 
have functionalities offered by general purpose proces-
sors and must also be efficient in terms of both power 
and area. This is a demanding task, to run the applica-
tions which are compute-intensive, one has to use spe-
cialized hardware accelerators or dedicated applica-
tion-specific processing units which are controlled by 

microprocessors [1-4], such as an ARM core [5], placed 
on a single chip. The memory management is also very 
critical for embedded systems both in terms of cost and 
area. To accommodate these hardware accelerators the 
I/O activity and memory usage has to be kept down. 
The approach of adding hardware accelerators in this 
way does not cater the rapidly changing depends of 
users, so we need to have an architecture which offers 
the efficiency of an ASIC and flexibility of a program-
mable platform. The demand for the embedded sys-
tems to have higher performance and more function-
ality makes general purpose processors unsuitable for 
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them. The higher functionalities offered by the general 
purpose processor comes with a cost of higher power 
dissipation which will result in shorter battery life and 
increased weight in the form of cooling parts. To gain 
the required performance in the embedded systems 
with low power and small area, using heterogeneous 
system-on-chips is one of the options [6-9]. The het-
erogeneous SoCs uses some special purpose hardware 
blocks, which are controlled by one or more embedded 
microprocessors. One of the major drawbacks of het-
erogeneous SoCs is their high non-recurring engineer-
ing (NRE) costs.

Application-Specific Instruction-set Processors (ASIPs) 
[10-14] try to combine the flexibility of programma-
ble processors and the efficiency offered by the cus-
tomized integrated circuitry. The ASIPs are generally 
constructed by adding specialized hardware blocks to 
programmable processor cores. The instruction set of 
ASIPs consists of some general instructions to gain the 
advantage of general purpose processors and some ap-
plication-specific instructions to gain the efficiency of 
specialized hardware. This scheme makes it easy to add 
specialized hardware blocks in the existing datapath 
and subsequently add application-specific instruc-
tions. By modifying the application software running 
on ASIPs, late design alterations can be accommodat-
ed easily, enabling flexible and high performance SoCs. 
This makes it possible to adopt a hardware-software 
co-design methodology, in which the conventional 
software design flow can be adopted. The major draw-
back of ASIPs is that as the addition of new instructions 
make them prone to binary incompatibility issues be-
tween various hardware implementations.

Figure 1: Overview of FlexCore processor

The FlexCore processor [15-20] which is based on the 
concept of the FlexSoC, is an attempt to integrate the 
efficiency of an ASIC (or special-purpose hardware) and 
the flexibility or programmability of general purpose 

processors. The FlexCore integrates all the functional 
units in a homogenous way to take the advantage of 
traditional general purpose processors, shown in Fig. 1. 
The specialized hardware blocks are added into the da-
tapath of general purpose processor to gain the bene-
fits of conventional five stage pipelined processors. The 
FlexCore processor does not have a standard instruc-
tion set architecture (ISA) like that offered by conven-
tional general purpose processors, in which the ISA is 
used to control the pipeline stages of the processor at 
various clock cycles. The FlexCore is a wide control word 
processor which controls the datapath at a much finer 
grained level than conventional processors. The Flex-
Core processors wide control word takes a single cycle 
to control the whole datapath. The datapath units of 
a FlexCore processor consist of conventional five-stage 
processor components and some specialized hardware 
blocks. The wide control word of the FlexCore proces-
sor contains all the signals to every datapath unit and 
the interconnecting structure. The use of a wide control 
word gives full control of underlying hardware to the 
programmer/compiler, resulting in increased perfor-
mance, which lacks in the conventional instruction set 
architecture (ISA) approach. The previous research on 
datapath [23-27] has shown to improve the efficiency 
due to increased controllability.

2 FlexCore processor Architecture

The Baseline FlexCore processor [15-20] without any 
hardware accelerators and datapath units connected in 
their minimum configuration, act as a single issue five-
stage pipelined processor e.g. similar to the Hennessy-
Patterson 32-bit DLX [21] and MIPS R2000 [22] . This 
feature of the FlexCore makes it possible to execute the 
application code of a general purpose processor as effi-
ciently as a single issue five-stage processor. Unlike the 
conventional methods, the performance benefits in 
the FlexCore processor are gained through the use of 
hardware accelerators and the fine grained control of 
datapath units. Depending on the application require-
ments, the FlexCore processor can be easily extended 
with special-purpose hardware accelerators [29], [30]. 
The FlexCore processor has a native ISA (N-ISA), which 
is 91-bit wide, when no hardware accelerators are used. 
The N-ISA is capable of controlling the datapath units 
and interconnects at a very fine-grained level. The in-
structions in the memory of the FlexCore are stored as 
applications specific ISAs (AS-ISA), which are then con-
verted on-the-fly to a native ISA (N-ISA) format, by a re-
configurable instruction decompressor.

The AS-ISA can be configured for a particular class of 
applications, those who have identical processing 
needs. The addition of new application needs only to 
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define a new ASISA, thus the N-ISA and the translation 
process would remain unchanged. This feature of de-
fining a new AS-ISA offers a possibility for performance 
optimization for the compiler e.g. using the already 
available instruction sequence instead of expanding 
the N-ISA. Fig. 2 shows the datapath units used in a 
baseline FlexCore processor. It consist of a register file, 
arithmetic and logic unit (ALU), load/store unit and a 
program counter unit. All these datapath units are fully 
interconnected, meaning that the interconnect con-
figuration can be changed for different application re-
quirements during the design stage. The baseline Flex-
Core has many unused interconnect paths that may be 
removed later, which is one of the main reason for the 
FlexCore enhanced performance. The output of each 
datapath unit is connected to a data register, which 
acts as pipeline registers, so that the FlexCore can emu-
late the functionality of a general purpose processor. 
Since data can be routed to any place, different data-
path pipeline schemes can be created. The flexCore 
processor can be extended with new hardware accel-
erators depending on an application requirements. The 
FlexCore processor was used to run fast Fourier trans-
form (FFT) benchmark application. Since this algorithm 
makes extensive use of multiplication operations, the 
baseline FlexCore was extended with a 32-bit multi-
plier unit, shown in Fig. 3. The addition of a multiplier 
unit also affected the size of N-ISA with the addition of 
two 32-bit inputs, 64-bit output and an enable signal, 
became part of N-ISA. The N-ISA of multiplier extended 
Baseline FlexCore processor consists of 109-bit control 
signals.

The concept of the FlexCore N-ISA is very different 
from the conventional ISA approach, and in this way 
changes the abstraction level at which the compiler/
programmer manages the datapath and interconnect. 
The conventional ISA of a general purpose processor 
contains instructions like ADD, SUB etc. and the results 
of these instructions are stored on the register file. In 
case of a statically scheduled processor if the input op-
erands are not yet available, the processor needs to be 
stalled and wait for the input operands. However in a 

dynamically scheduled processor the result of previous 
instructions, can be rerouted if it has been executed 
but not yet written on the register file. This technique 
makes the scheduling process simpler, but reduces the 
performance because of putting extra load on the reg-
ister file. Instead of storing back every result unneces-
sarily on the register file, it can be routed directly to the 
instructions that needs it. The FlexCore compiler [33], 
[34] has complete control over the datapath units and 
interconnects for each clock cycle. For example while 
performing the multiplication operation the FlexCore 
compiler will set the control signals for the multiplier 
unit, when the input values for the multiplier are avail-
able at the right clock cycle and route the result of mul-
tiplication to the destination, where it is needed. This 
technique improves the overall performance of the sys-
tem at the cost of complicating the scheduling process. 
In this way the compiler can freely route the data to any 
destination. This results in the minimum register file ac-
cess as the data can be routed to the place where it is 
required, instead of storing it on a register file. Hence 
this technique saves power and improves performance.

3 Flexible datapath interconnect

The flexible interconnect of the baseline FlexCore pro-
cessor [20] consists of a matrix switch, shown in Fig. 4. 
This means that there is a multiplexer connected to the 
inputs of each datapath unit, which can select any of 
the inputs coming from output ports of other datapath 
units. This maximum freedom of routing the data to 
any location, results in scheduling efficiency in contrast 
to a general purpose processor, where there are limited 
options for routing. This also helps the compiler to con-
trol the order of the pipeline stages and increase the 
efficiency of datapath units.

Figure 2: Baseline FlexCore processor

Figure 3: FlexCore Processor extended with Multiplier

A. R. Buzdar et al; Informacije Midem, Vol. 45, No. 4 (2015), 225 – 236
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Figure 4: Illustration of FlexCore Datapath Interconnect

The FlexCore processor is statically scheduled, which 
means that the compiler knows in advance which inter-
connect paths will be used for a particular set of appli-
cations. This can help to save power and improve per-
formance by removing the unused interconnect paths 
based on the application profiling at design time. To 
make sure that the FlexCore can emulate the function-
ality of a general purpose processor, those intercon-
nect paths which are necessary for the FlexCore to act 
as a general purpose processor, are not removed. The 
research on the FlexCore flexible interconnect, shows 
that the performance improves when just a few paths 
are added beyond the GPP case and almost half of the 
interconnect paths are never used by a particular set of 
applications executed. So these unused paths are re-
moved physically at design time, without any impact 
on the performance and the number of cycles needed 
to execute a set of applications.

4 The FlexSoC framework

A lot of work has been done on the FlexSoC framework, 
since this project has started. The FlexSoC framework 
[33], [34] consists of a compiler, simulator and a hard-
ware generator, shown in Fig. 5.

4.1 Compiler

The input to the compiler is the MIPS assembly which 
is produced by a MIPS cross-compiler. The EEMBC [28] 
benchmarks have been used to produce MIPS assembly 
and then compile it using FlexSoC compiler. The out-
put of the compiler is Register Transfer Notations (RTN) 
format instructions. These RTN format instructions are 
statically scheduled and are used to exploit the inher-
ent parallelism of the FlexCore processor. These instruc-
tions later can be used to compare the performance of 
FlexCore with a general purpose processor.

4.2 Simulator

A cycle accurate simulator is implemented in Haskel 
and is capable of simulating both the FlexCore and 
MIPS assembly. This feature of simulator helps to trace 
bugs in the compiler and measure its performance. The 
simulator is capable of giving simulation cycle count, 

profiling and simulation trace statistics with accuracy. 
As the FlexCore processor is flexible in terms of both its 
datapath units and their interconnections, this feature 
can be emulated in the simulator and the simulation of 
FlexCore processor can be done in different hardware 
configurations. The simulator can also be configured to 
a single issue five-stage processor to emulate a general 
purpose processor.

4.3 Hardware Generator

The FlexSoC hardware generator is capable of gener-
ating VHDL code for the FlexCore processor in differ-
ent configurations, some of which have been imple-
mented on FPGAs. The FlexSoC framework also has the 
capability of verifying the VHDL code generated and 
synthesis, place and route features have also been pro-
vided. It also gives information about area, timing and 
power usage.

Figure 5: Illustration of FlexSoC Framework

A. R. Buzdar et al; Informacije Midem, Vol. 45, No. 4 (2015), 225 – 236
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5 Existing compression schemes

FlexCore is a wide instruction word processor, so to 
take the full advantage of the expressiveness found in 
its wide control word, the instructions are stored on the 
memory in compressed format. Let’s take a brief look at 
the compression scheme used in the FlexCore proces-
sor. The main idea behind the encoding scheme [35] is 
the use of lookup tables (LUTs) to store the bit patterns, 
Shown in Fig. 6. 

Figure 6: Illustration of Compression Scheme Imple-
mented

The indexes of these LUTs are then combined to form 
the compressed instructions. The bit patterns are gen-
erated at compile-time based on the fact that some 
combination of bits in the control word of the FlexCore 
will not be used in some portions of the code being ex-
ecuted. The full advantage of the expressiveness found 
in the wide control word of the FlexCore processor is 
thus not utilized. This technique can be implemented 
in hardware with a simple logic and the sizes of the 
LUTs are also reasonably small. The contents of the LUTs 
can be changed using special instructions (LUT-Load 
instructions) and the bit patterns to be stored in the 
LUTs are sent through these Load instructions. The pro-
cessor is stalled each time the contents of LUTs need to 
be changed, so the placement of the LUT-load instruc-
tions will affect the overall performance. The size of the 
LUTs will affect the compressed instruction size and 
the interval of LUT-Load instructions. The indices of the 
LUTs are combined to form the compressed instruc-
tion, and the size of the LUT decides the number of bits 
needed for each index. The main goal of this compres-
sion scheme is to utilize the expressiveness found in 
the wide control word of the FlexCore processor and 
to be able to store large programs, yet keeping the run-
time costs low. The compression scheme [35] is also 
associated with a methodology for the partitioning of 
wide instruction stream that is, how many LUTs will be 
needed for a particular application and what should be 

the size of each LUT. The NISC [23-27] project also pro-
poses the use of LUTs for compression and decompres-
sion of long instruction word. It uses only one or two 
LUTs to store the entire program, making the LUT size 
very large. Therefore it is more suitable for implement-
ing on FPGA, rather than on an ASIC platform.

6 Implementation of compression 
scheme

The compression scheme [35] is implemented in VHDL 
to study the impact of this scheme on the performance 
of the FlexCore processor in terms of area, timing and 
power requirements. Let’s take a look at the specifica-
tion of the instruction decoder implemented. The 71-
bit instruction stream is coming from the Cache of the 
FlexCore processor, as an input to the instruction de-
coder. The 71-bit instruction stream consists of 39 bits 
of instructions coming from I-Cache, and 32 bits of data 
coming from D-Cache. There are two types of instruc-
tions, shown in Fig. 7, one to load the LUTs with new 
content (Load instructions) and one used to send the 
already stored content of the LUTs to form the decom-
pressed full 109-bit wide control word of the FlexCore 
(Normal instructions). The last bit of 71-bit wide com-
pressed instruction is used to decide between the two 
types of instructions. One entry each of two LUTs can 
be loaded with a single LUT-Load instruction. The two 
instruction types consist of sub fields, shown below:

Load Instruction:
6-bit Index of LUTn, 6-bit Index of LUTm, Data of LUTn, 
Data of LUTm, Unused bits, 8 Ctrl bits, Load=1

Normal Instruction:
LUT1 address, LUT2 address, LUT3 address LUT8 ad-
dress, 32-bit imm, Load=0

Figure 7: Illustration of Instruction Format used

The index of the LUT decides the depth of each LUT, 
with n-bit index the depth of the LUT would be 2n. Fig. 
8 illustrates the implementation scheme of the Flex-
Core processor with the instruction decoder. The 109-
bit control word of the FlexCore is divided into eight 
groups and each group forms one LUT. These groups 
are formed using the FlexSize tools, which were devel-
oped for implementing the compression scheme [35]. 
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Table 1: Specification of LUTs Implemented

LUT Name LUT Index 
Bits

LUT-Entry Data 
Bits

ALU Group 6 13
RFA Group 5 6
RFB Group 5 6
RFW Group 6 10

LS Group 4 13
BUF Group 4 10
PC Group 4 9

Mult Group 4 10

Table I shows the specification of eight LUTs used in the 
implementation of the instruction decompressor. Here 
the LUT-Entry Data Bits indicate the width of each LUT 
and index bits are the minimum bits required to access 
all entries of each LUT. The sum of all Index bits of each 
LUT group, 32 immediate bits and one bit for indicat-
ing the instruction type equals 71 bits, the total length 
of compressed instruction which is the input to the in-
struction decompressor i.e. :

6+5+5+6+4+4+4+4+32+1 = 71 bits

The output of the instruction decompressor is 109-bit 
wide control word of the Baseline FlexCore processor, 
which is formed by concatenating all the data bits from 
one entry each of eight LUTs and 32 immediate bits i.e. :

13+6+6+10+13+10+9+10+32 = 109 bits

The above mentioned LUT groups are formed using a 
methodology which is used for the partitioning of the 
wide instruction word into smaller groups and is asso-
ciated with the compression scheme [35]. The method 
consists of four steps, the first step is the identification 
of bits that are highly correlated and should be placed 
in the same group. Later the groups formed are evalu-
ated using a user-defined cost function. In our case 
the LUT-access time, compression ratio and energy ef-
ficiency forms the cost function. Here the energy effi-
ciency means that to reduce the power dissipated by 
the instruction decompressor during the LUT-Load and 
Normal instructions.

7 Instruction decompressor

Fig. 9 shows the block diagram of instruction decom-
pressor, it consists of a main unit and eight LUT units, 
which act as simple memory units. As the input to the 
instruction decompressor is 71-bit compressed instruc-
tion stream, which is divided into different sub fields in-
ternally in the main unit to control the eight LUT units. 

The 8-bit ctrl field of CTN-ISA is used to indicate which 
LUT unit to load, and one bit each of 8-bit ctrl field is 
connected to the Load signal of LUT units. The address 
bits coming through the CTN-ISA, are connected to 
each LUT unit address signal which is used to decide 
which LUT entry to load or to send the stored data out 
in case of Normal instructions. 

Figure 9: Block Diagram of Instruction decompressor

Figure 8: FlexSoC scheme with Instruction decompres-
sor
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Similarly data bits coming through CTNISA are con-
nected to the Load-Data signals of each LUT unit, which 
carries the data to be loaded in to the specified LUT ad-
dress. Fig. 10 shows the block diagram of a LUT unit, it 
consists of a DeMux which is used to select the LUT-
Load Data based on the LUT-Address, to send it to the 
specified LUT entry. In case of an n-bit wide LUT, n flip-
flops for each LUT entry are used to store the LUT-Entry 
Data. A multiplexer is used to select which LUT-Entry 
Data is to be send to the output, based on the LUT-
Address. Fig. 11 shows the input output pin configura-
tion of the instruction decompressor. The pins on the 
left are the input pins and the pins on the right are the 
output pins. The detail of each pin is as follows:
- Clk /Reset
 As the name implies the Clk pin is used as an ex-

ternal clock to the instruction decompressor and 
the Reset pin is used to give global reset to the 
instruction decompressor. 

- CTN_ISA 
 This pin is used to get the 71-bit compressed in-

struction stream as an input into the instruction 
decompressor from the Cache of the FlexCore 
processor. 

- Immediate
 This pin is used to output the 32-bit immediate 

data coming from the D-Cache of the FlexCore 
processor.

- ALUgroup
 This pin is used to output the 13-bit wide data 

from one of the entries of ALU LUT and contains 
the signals for ALU of the FlexCore processor. 

- RFgroupA 
 This pin is used to output the 6-bit wide data from 

one of the entries of RFA LUT and contains the sig-
nals for Register File of the FlexCore processor. 

- RFgroupB 
 This pin is used to output the 6-bit wide data from 

one of the entries of RFB LUT and contains the sig-
nals for Register File of the FlexCore processor. 

- RFgroupW 
 This pin is used to output the 10-bit wide data 

from one of the entries of RFW LUT and contains 
the signals for Register File of the FlexCore pro-
cessor. 

- LSgroup
 This pin is used to output the 13-bit wide data 

from one of the entries of LS LUT and contains the 
signals for Load Store Unit of the FlexCore proces-
sor. 

- BUFgroup
 This pin is used to output the 10-bit wide data 

from one of the entries of BUF LUT and contains 
the signals for Interconnect and Buffer of the Flex-
Core processor. 

- PCgroup
 This pin is used to output the 9-bit wide data from 

one of the entries of PC LUT and contains the sig-
nals for PC unit of the FlexCore processor. 

- MULTgroup
 This pin is used to output the 10-bit wide data 

from one of the entries of Mult LUT and contains 
the signals for Multiplier unit of the FlexCore pro-
cessor. 

Figure 10: Block Diagram of a LUT Unit

The timing diagram in Fig. 12 shows what happens dur-
ing a LUT-Load operation. When the load signal goes 
high, the data coming from the I-Cache is loaded into 
the specified entry of that LUT. One entry each of two 
LUTs can be loaded through one LUT-Load instruction. 
The LUT-Load instruction takes one cycle to load the 
data into the specified LUT entry. 

Similarly, the timing diagram in Fig. 13 shows what 
happens during a Normal Instruction. When the load 
signal goes low the address of each LUT entry for eight 
LUTs is sent to corresponding LUTs and the data cor-
responding to each address is sent out on eight output 
pins. This operation takes a single cycle.

8 Implementation of instruction 
decompressor

After the VHDL implementation of the instruction de-
compressor, the next task was to synthesize the VHDL 
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description to a certain process technology using Ca-
dence RTL compiler [31]. Three different process tech-
nologies 130-nm, 90-nm, and 65-mn were used for syn-
thesis, provided by the STMicroelectronics [32]. But we 
present here only the synthesis results for 65-nm tech-
nology. The aim of synthesizing the VHDL description 
of the instruction decompressor is to study the impact 
of inclusion of the instruction decompressor into the 
FlexCore processor in terms of timing, area and power 
requirements. The reason for this study is that the in-
struction decompressor will greatly affect the overall 
performance of the FlexCore processor, because its 
purpose is to efficiently manage the memory footprint. 
The focus of this section would be to study the impact 
of lookup tables (LUTs), in terms of power usage which 
are used in implementing the instruction decompres-
sor. Also study the effect of LUT-Load instruction Inter-

val, meaning how often the LUTs needs to be updated 
and how many LUTs are updated through a single LUT-
Load instruction. After starting the RTL Compiler, some 
basic steps were performed such as setting up the li-
brary paths for 130-nm, 90-nm and 65-nm process tech-
nologies and linking the VHDL files required for synthe-
sis. The RTL Compiler was instructed to assemble the 
VHDL files into an internal representation i.e. network 
of virtual gates using the elaboration command. The 
VHDL code of the instruction decompressor was found 
to be synthesizable with no errors. The next step in the 
synthesis process was to map the network of virtual 
gates to real hardware that is to the real standard cells 
provided by the STMicroelectronics. Initially no timing 
constraint was set. Also, a low computational effort was 
used to get some idea of the intrinsic timing behavior 
of the implementation, via Static Timing Analysis (STA). 
The worst-case delay and area of implementation were 
documented. The worst-case signal propagation path 
was found to be passing through RFgroupW LUT, be-
cause the size of this LUT is bigger than most of the oth-
er LUTs implemented for the instruction decompressor.

The clock frequency for the FlexCore processor was 
set to 400 MHz. The design was re-synthesized with 
the timing constraint of 2.5 ns and using medium ef-
fort. The worst-case delay and area of implementation 
were documented again for these specifications. This 
time the worst-case signal propagation path was found 
to be passing through ALUgroup LUT, since this LUT is 
width and length wise bigger than the other LUTs im-
plemented for the instruction decompressor. Table II 
shows the timing and area results for the instruction 
decompressor. The worst-case delay value shows that 
the instruction decompressor can be synthesized with 
a more strict timing constraint.

Table 2: Timing and Area results

Timing
Constraint 

(ps)

Synthesis
Effort

Worst-case
Delay (ps)

Estimated
Area (μm2)

no low 1053 44840
2500 medium 1240 44551

The power analysis of instruction decompressor was 
performed initially by assigning some switching prob-
abilities on the primary data inputs using medium ef-
fort. Table III shows the power results with probability 
for high logic state on CTNISA=0.5, Reset=0.0 and tog-
gling probability (ns) on CTNISA=0.02, Reset=0.0.

Figure 11: Instruction Decompressor Pinout

Figure 12: Timing Diagram of LUT-Load operation

Figure 13: Timing Diagram of Normal Instructions
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Table 3: Initial power results

Leakage
Power(mW)

Dynamic
Power(mW)

Total
Power(mW)

Clk Net 
Power(mW)

1.694 11.086 12.781 1.511

Later different test vectors were generated, by setting 
different LUT-Load intervals and the number of LUTs 
loaded through a single Load instruction. Three differ-
ent set of test vectors were generated setting 60, 100 
and 300 as LUT-Load instruction intervals, each set hav-
ing a total of 20000 test vectors. Two variants of these 
three set of test vectors were also generated, first by 
setting one entry of a single LUT is loaded through one 
LUT-Load instruction and the other one by setting that 
one entry each of two LUTs is loaded through a single 
Load instruction. 

Table 4: Signal Statistics for test vectors from TCF files

Test Vectors
Type

Toggle Rate
(toggles/ns)

CTN-ISA

Toggle Rate
(toggles/ns)

NISA
Less Random 0.0858 0.0358

More Random 0.1808 0.1632

Later another set of test vectors was also generated 
keeping the same specifications as mentioned earlier, 
but this time the LUT-Load data fields and immediate 
field were generated, where as in the previous version 
of test vectors the LUT-Load data and immediate fields 
do not have much variations among the test vectors. 
The reason for generating these two set of test vectors 
is to get a better idea of power consumption of the 
instruction decompressor. The first version of the test 
vectors will be referred to as test vectors having less 
randomness and the later one as test vectors having 
more randomness in this document. The Table IV shows 
the signal statistics for test vectors, obtained from the 
Toggle Count Format (TCF) files.

Table 5: Power results with test vectors having less ran-
domness

No. of 
LUTs 

Loaded

LUT-Load
Instruction

Interval

Leakage
Power
(mW)

Dynamic
Power
(mW)

Total
Power
(mW)

two 60 1.816 2.720 4.536
one 60 1.804 2.740 4.544
two 100 1.815 2.717 4.533
one 100 1.804 2.734 4.539
two 300 1.809 2.703 4.512
one 300 1.814 2.711 4.525

Tables V and VI shows the power results using 20000 
test vectors having less and more randomness respec-

tively for the instruction decompressor.

Table 6: Power results with test vectors having more 
randomness

No. of 
LUTs 

Loaded

LUT-Load
Instruction

Interval

Leakage
Power
(mW)

Dynamic
Power
(mW)

Total
Power
(mW)

two 60 1.713 10.747 12.460
one 60 1.721 10.758 12.480
two 100 1.713 10.721 12.435
one 100 1.721 10.741 12.462
two 300 1.713 10.712 12.425
one 300 1.721 10.728 12.449

To compare the power dissipation of Normal and LUT 
Load instructions more precisely, two set of test vec-
tors were generated each having 1000 test vectors, one 
set only contained Normal instructions while the other 
one only contained the LUT-Load instructions. Later 
power analysis was performed using these two set of 
test vectors. Table VII shows the power comparison of 
Normal and LUT-Load instructions using 1000 test vec-
tors for the instruction decompressor.

Table 7: Power comparison of Normal and LUT-Load 
Instructions

Instruction
Type

Leakage
Power(mW)

Dynamic
Power(mW)

Total
Power(mW)

Normal 1.616 10.239 11.855
LUT-Load 1.702 10.435 12.138

 Table VIII shows the synthesis results for the FlexCore 
processor with full interconnect configuration, synthe-
sized with medium effort and timing constraint of 3 ns.

Table 8: Synthesis results of the FlexCore processor

Benchmark
EEMBC-
Telecom

No. of 
Instruc-

tions

Cycle 
Count

Total
Power
(mW)

Estimated
Area 
(μm2)

autcor 1399 16110 7.30

49527fft 1730 136596 8.91
viterb 1639 265291 7.80

conven 1457 262039 7.45

9 Discussion on synthesis results

The results of power analysis shows that the power 
consumption of the instruction decompressor slightly 
decreases with reducing the LUT-Load instruction inter-
val, which is obvious because less switching would take 
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place. It means that, applications that will require less 
LUT reloads would consume less power, not by much. 
Another observation is that the power consumption 
with updating a single entry each of two LUTs is lower 
than with updating a single entry of one LUT through a 
single LUT-Load instruction. This is because more LUT-
load instructions would be required for loading all the 
entries of eight LUTs, than with updating a single entry 
of one LUT through a single LUT-Load instruction. Fig. 
14 shows the power results with 20000 test vectors hav-
ing less randomness for the instruction decompressor, 
synthesized with medium effort and timing constraint 
of 2.5 ns using three different process technologies.

Figure 14: Power comparison of Instruction Decom-
pressor

If we compare the power consumption of the instruc-
tion decompressor between the three different tech-
nologies, we can see that the power consumption is 
higher for 90nm than for 130nm technology, but the 
worst case delay and area is smaller for 90nm than for 
130nm. As the timing constraint for both the technolo-
gies is same, the higher worst case delay and area for 
130nm suggests that it should have higher power con-
sumption than for 90nm technology, since it has to 
put more effort to meet this timing constraint which 
results in higher worst case delay and area. The tech-
nology files used for 90nm technology, can be a reason 
for these unexpected results. The LUT-Load instruction 
interval do not affect the power consumption of the 
instruction decompressor to a greater extent, which 
was shown previously in software [35] and this imple-
mentation confirms the idea in hardware. The major 
drawback of having more LUT-Load instructions is that 
the processor needs to be stalled each time the con-
tents of a particular LUT is updated. So the LUT Load 
instruction interval must to be kept down for optimum 
performance. After observing the wide control word of 
the FlexCore processor, one can see that some combi-
nation of control bits e.g. (MULTA, MULTB, READ ADDR1 
REG, READ ADDR2 REG) are most of the time zero and 
the compression scheme takes advantage of this fact. 
Also if we see the compressed instructions produced 
by the compression algorithm, most of the bits remain 
zero repeatedly, which can help to reduce power con-
sumption because less switching would take place. If 

we look at the power consumption of individual LUT 
groups, more power is being consumed by the LUT 
groups having large size, which is obvious. It will be a 
good idea to reduce the sizes of larger LUT groups and 
see its effect on the power consumption of instruction 
decompressor. The synthesis results for the Instruction 
decompressor were obtained using a timing constraint 
of 2.5 ns, but synthesis results for the FlexCore pro-
cessor are obtained using a timing constraint of 3 ns, 
which are presented here as reference and the differ-
ence of timing constraint between the two designs will 
have an impact on the area and power results.

10 Conclusion

The aim of this research was to design an instruction 
decompressor for a very long instruction word (VLIW) 
processor to save the memory footprint based on an 
optimal compression scheme. The instruction decom-
pressor is designed and implemented in VHDL and syn-
thesized using Cadence RTL Compiler into three differ-
ent process technologies 130-nm, 90-nm, and 65-mn 
provided by the STMicroelectronics. We have shown 
that various parameters of instruction decompressor 
greatly impacts the overall performance of FlexCore 
in hardware in terms of power, area and timing. These 
parameters includes the formation of LUT groups, 
the size of LUTs and the LUT-Load instruction Interval 
meaning how often the LUTs needs to be updated and 
how many LUTs are updated through a single LUT-Load 
instruction. It will be interesting to compare the aver-
age toggle rate on NISA for the test vectors which are 
used to compute the power results for the instruction 
decompressor, to the average toggle rate on NISA for 
the benchmark applications which are used to com-
pute the power results for the FlexCore. It can give us 
a better idea about the power consumption of instruc-
tion decompressor. The instruction decompressor im-
plemented needs to be verified, for this we need to have 
real traces of compressed instructions produced by the 
compression algorithm using various benchmark ap-
plications. After getting these real traces of compressed 
instructions the accurate power analysis of the instruc-
tion decompressor would be possible. Later it would be 
interesting to see the integration of instruction decom-
pressor into the FlexCore processor and verify the whole 
design using some benchmark applications.
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Abstract: Angle of Arrival (AoA) is one of few techniques in the localization of a wireless sensor network. With two measured angles 
and with known distance between anchor the position of unknown node can be obtained. This paper deals with our approach of AoA 
measurement using a combination of more omnidirectional antennas on low-cost ZigBee modules which enable measurements of 
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Algoritmi za ocenjevanje kota prihoda RF signala 
z uporabo indikatorja moči
Izvleček: Kot prihoda signala je ena izmed lokalizacijskih tehnik, ki se uporabljajo v brezžičnih senzorskih omrežjih. Z dvema 
izmerjenima kotoma in z znano razdaljo med dvema svetilnikoma lahko določimo pozicijo neznanega vozlišča. V tem članku bomo 
opisali naš princip  ocenjevanja kota prihoda s pomočjo kombinacije večih neusmerjenih anten. Uporabili smo cenovno ugodne 
ZigBee module, ki omogočajo merjenje sprejete moči signala ter iz  tega izluščili kot prihoda. Antena, vgrajena na modulih, je praktično 
neusmerjena, z dokaj simetričnim sevalnim diagramom, z dvema ostrima robovoma vzdolž x osi antene. Kot prihoda signala je v smeri, 
v kateri smo izmerili minimalne vrednosti sprejete moči. V tem članku bomo opisali nekaj različnih metod in pripadajočih algoritmov, ki 
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1 Introduction

Localization is a crucial mechanism for obtaining the 
locations of data source or sink within wireless sensor 
networks (WSN). WSN consists of small so-called wire-
less sensor-nodes (further simple denoted as sensors or 
nodes), equipped with environmental sensing devices, 
power sources, radio and processor units. Sensors can 
communicate with each other or with the base–sta-
tion. In many cases the sensors are randomly deployed 
on fields where locations information not exist in ad-
vance. Some localization systems must be performed 
on sensors’ fields for locating each sensor.

Two physical values are primarily measured, separately 
or in combination, when positioning wireless sen-
sor nodes: (i) time of radio frequency (RF) signal flight 

(ToF) and (ii) the power of the received RF signal. The 
distances or angles between the nodes are then calcu-
lated (via trilateration or triangulation) [20] from these 
primary values for determining the locations of each 
node. Three main localization techniques are known in 
WSN: (i)ToF – Time of Flight, (ii) RSSI – Received Signal 
Strength Indicator and (iii) AoA – Angle of Arrival [1, 22]. 
Measuring the ToF is costly because the RF signal prop-
agation has the speed of light and therefore the nodes 
must have a common accurate clock, or exchange of 
timing information using certain protocols as, for ex-
ample, a two-way ranging protocol [2, 3]. Most 802.11 
and 802.15.4 radio modules support the measuring of 
RSSI, which enables the calculations of received power 
for each received packet [6]. The power or energy dis-
tribution of a RF signal traveling between two nodes is 
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a signal parameter which can be used for distance es-
timation, depending on the path-loss and shadowing 
effects. RSSI measurements are very uncertain because 
there are several disturbing sources like many delayed 
multipath signals arriving at the receiver [4, 5]. AoA or 
directions to neighboring sensors can be estimated 
from ToF and/or RSSI. There are two common ways how 
sensors measure the AoA, i) multiple static smart an-
tennas or arrays and ii) rotatable antennas.

Localization systems using multiple static antennas or 
arrays for AoA-measurements. Usually they are called 
smart antennas, because they use signal processing 
units for AoA measurements. The most common meth-
od is to use antenna array with known array geometry, 
and measuring the differences of signal arrival times 
at different antennas [7]. Authors in [8] estimates AoA 
at each receiving node via frequency measurement of 
the local RSSI. Another method uses antenna arrays 
and RSSI measurements on each antenna and from 
their RSSI -ratios the AoA can be estimated [9, 10, 11]. 
On the other hand AoA systems can uses beamform-
ing [12, 13]. Beamforming on static antennas system 
can shape radiation pattern without physical shaping 
of antennas. This can be done with switching each in-
dividual antenna ”on” or ”off” with various algorithms. 
Adaptive smart antennas are the second category of 
antennas where adaptive beam is formed based on the 
direction of the desired and interfering sources [13]. In 
[14] authors proposed AoA estimation based on sub-
array beamforming. The target AoA is estimated from 
the phase shift introduced in the target signal by subar-
ray beamforming. In the literature many algorithm can 
be found for estimating AoA from antennas arrays or 
smart antenna, such are MUSIC [15], root MUSIC [16], 
maximum likelihood estimator [17], ESPIRIT [18], etc.

Many AoA techniques using rotatable antennas with 
shaped radiation patterns in one direction and then 
seek the maximal power of the received signals around 
the axis [19, 21].

This paper presents our proposed methods of AoA es-
timation using a system of multiple omnidirectional 
monopole static and rotatable antennas placed on the 
circumference of a circular plate. The radiation shape of 
the used monopole antenna is not ideally isotropic and 
has a tiny minimum in the direction of the antenna axis. 
The idea presented in this paper is to find from which 
direction the minimal RSSI is measured. Searching for 
the minimum was chosen because better selectivity 
is obtained due to the tiny sharp minimum within the 
radiation pattern of the antennas system. Rotatable an-
tennas have advantage because of better resolution on 
the other hand the advantage of a static plate is that 
all movable parts are eliminated. We also show that the 

static system has a slightly lower resolution, but can be 
improved by interpolation or approximation

The rest of the paper is organized as follow: Section II 
provides the theoretical background, Section III pre-
sents the used hardware, Section IV presents the ex-
perimental verification of the proposed method with 
rotatable antennas, Section V shows the experimental 
verification of the proposed method with static anten-
nas, Section VI compares the used methods, and Sec-
tion VII concludes the paper.

2 Theoretical background of our 
approach

The dipole antenna is considered as an omnidirec-
tional antenna. The ideal dipole has a spherical radia-
tion pattern, which radiates isotropically. A real dipole 
has some degree of directivity and radiates weaker in 
the direction of the antenna axis. The performance of a 
linearly-polarized antenna, which is almost an approxi-
mation of an ideal antenna, is described with E– and H–
plane patterns [23]. The H [A/m]– and E [V/m]– planes 
are perpendicular to each other. The cross–product of E 
and H* (* denotes complex conjugation) divided by 2, 
gives the time-average Poynting vector of the radiated 
field.

The orientation of used short dipole antenna is shown 
in Figure 1. and the radiation pattern of antenna can be 
expressed as approximation of triangular current distri-
bution in spherical coordinates:

Figure 1: Orientation of antenna in coordinate system
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current and d is the length of antenna. The 2–D omni-
directional radiation patterns are presented in Figure 
2, obtained by Ansoft HFSS [25]. It is simulation of an-
tenna, used in our experiments.

Figure 2: E-plane radiation of used antenna.

It can be observed from the radiation pattern in Figure 
2 that the pattern has all the characteristics of short di-
pole. On the right side in Figure 2 it is orientation of the 
used antenna in respect to the radiation pattern. The 
radiation pattern in Figure 2 consists of two zones of 
tiny decreased intensity at 0 and 180 degrees. The RF 
signal, which arrives from the transmitter in the direc-
tion where radiation pattern has less sensibility, causes 
lower RSSI. For analytically searching angle Θ with min-
imum radiation value we should solve the following 
equation:

 ( ), 0F Θ Φ =      (3)

We can see that the analytically minimums of the sim-
plified radiation pattern of dipole appear at every 180. 
Real dipole has a little difference between two mini-
mums as is shown in Figure 2 and Figure 3. This differ-
ence is about a few dBs and can be detected with algo-
rithm. Therefore, the minimums of real dipole appear at 

integer multiple of 2p i.e. 2 ;  k .k Zθ p= ⋅ ∈   

In this paper, two different methods using our pro-
posed approach are presented and compared. i) sys-
tem with 4 rotatable antennas, partly presented in [4], 
ii) system with 12 static antennas which uses approxi-
mations and interpolations for AoA obtaining, partly 
presented in [26].

Figure 3: Radiation pattern of single antenna

3 Hardware set-up

The device for the proposed AoA measurement in our 
case consists of transceivers (used as receivers) placed 
on a circular plate. The plate with transceivers MRF24J-
40MA   is attached to our SPaRCMosquito WSN board 
with a Cortex M3 NXP microcontroller, and a battery-
powered source. The transceivers use microstrip anten-
na operating within the ISM 2.4 GHz band. Monopole 
antenna uses ground plane of MRF24J40MA module 
and ground plane of circular plate as a counterpoise 
ground plane. Additional ground plane on our circu-
lar plate enhance the performance of module [27] and 
does not significantly reshape the radiation pattern.

In this section two types of proposed hardware are 
presented. First is rotatable and consists of 4 antennas 
and second is static (without mechanical moving parts) 
with 12 antennas.

3.1 Rotatable antennas

First version of receiving device for AoA measurement 
consists of a four transceivers placed on circular plate 
(Fig. 4a), a stepper motor (Fig. 4c), a driver circuit for 
stepper-motor (Fig. 4d), a WSN board-1 for controlling 
the receiver plate (Fig. 4b), and WSN board-2 for com-
munication with computer (Fig. 4e). A 200 steps-per-
revolution motor is used to rotate the plate with trans-
ceivers. The stepper motor-driver is the well-known 
integrated circuit L298. The plate with four transceivers 
is attached on the WSN board-1. The entire device for 
measuring AoA, including power-source, is mounted 
on the axis of stepper motor. The slipping rings for 
communications and power supply are eliminated be-
cause of this. WSN board-2 is also provided for control-
ling the stepper-motor.
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During the experiments, the stepper motor turns 
the plate using receivers with resolutions of 3,6°. The 
transmitter (Fig. 4f ) continually transmits RF signal. 
For each position of the plate, the receivers measure 
RSSI and then the data is sent to board-1, which wire-
less communicates with WSN board-2. The transmitter 
transmits about 40 packets of data at each position of 
stepper motor. WSN board-2 is connected via USB to 
laptop where the data is collected and later processed 
to estimate AoA.

Figure 4: The rotatable AoA measuring experimental 
set-up.

3.2 Static antennas

We decided to build simplest static version of hardware 
in order to eliminate mechanical moving parts witch are 
not practical in real use of the device. Instead of stepper 
motor we added more antennas on circle plate and try 
to achieve the same effect, as with four rotatable anten-
nas. Static measurement device is shown in Figure 5.

The measurement proceeding is next: The transmit-
ter (Figure 5c) continually transmits RF signals during 
the experiments. The SPaRCMosquito boards (Figure 
5b) with receivers on circular plate (Figure 5a) collects 
the RSSI values from each receiver. Approximately 40 
packets of RSSI data are collected and averaged. Each 
transmitted packet was received on all receivers simul-
taneously. The averaged RSSI data were then sent to 
the laptop for further processing.

4 Description and experimental 
verification of the proposed method 
with rotatable antennas

The presence of a moving object or humans in the vi-
cinities of the transceivers causes large fluctuations in 

the RSSI measurements, therefore all the experiments 
were carried-out within environments without obsta-
cles and moving objects, and in the line of sight (LOS). 
The experiments were conducted within both indoor 
and outdoor environments for different distances be-
tween transceivers.

4.1 Algorithm for AoA estimation method with 
rotatable multiple antennas

The goal of the algorithm is to find the AoA where mini-
mums of RSSI appear. The simple algorithm for gath-
ering the RSSI from each receiver is as follows.  Firstly, 
the transmitter sends one packet with dummy data. All 
transceivers on the circular plate are in receiving mode 
and waiting for incoming packet. When the receivers 
receive a packet, they calculate the RSSI from the volt-
age of the incoming RF signal. One of receivers is con-
nected to a microcontroller interrupt line. When receiv-
er sends an interrupt to  microcontroller, the reading 
phases are started. The microcontroller via SPI reads 
the RSSI data from each receiver in a sequence. When 
the reading is done, the command for next step is sent. 
This procedure is repeated until complete revolution of 
motor is done. All readings are sent to PC for further 
processing. On PC, specially developed software is 
gathering this data in files. In this files are saved RSSI 
readings of each antenna together with information of 
position of motor. This files serves as input for the Mat-
lab algorithm for AoA estimation by analyzing t RSSI 
data. Simple algorithm first shifts obtained RSSI curves 
of antennas and then searches  for the minimums of 
averaged curves. Where the global minimum appears, 
there algorithm reads the  corresponding angle and 
adds ± 180° and estimated AoA. Figure 6 show princi-
ple of proposed method. 

Figure 5: Static AoA measuring system. a) Plate with 
transceivers. b) Main measurement control device – 
SPaRCMosquito. c) SPaRCMosquito as a transmitter.
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Figure 6: Top view of measuring device, and the coor-
dinate system for measuring AoA. a) Initial set-up with 
unknown position of transmitter (Tx), bar graphs show 
measured RSSI-values. b) The scenario where the true 
AoA is obtained. The minimums of measured RSS-val-
uesI on Rx1 and Rx3 can be observed on the bar graphs.

4.1.1 Outdoor experiments
Outdoor experiments were carried-out on an asphalt 
floor in a line–of–sight between transceivers. The trans-
ceivers were placed at a 1m height from ground, on a 
rack. The true AoA was set at 54. Figure 7 shows the 
measured RSSI versus rotating-angle at a distance be-
tween the transmitter and the receiver of 2 m. 

Figure 7: Shifted and averaged RSSI vs. angle at dis-
tance 2m outdoor.

In some cases measurements are corrupted because of 
reflection from ground and other obstacles. 

4.1.2 Indoor experiments
Indoor experiments were carried-out in LOS in a 6 
m-by-8 m room in LOS between transceivers; the true 
angle was set at 54°. The transceivers were placed at 1 
m in height. The experiments were carried-out in the 
same way as the outdoor experiments. Figure 8 shows 
received RSSI from all antennas versus angle. The in-

door measurements were influenced by reflected sig-
nals from the walls, floor, ceiling, furniture, and other 
objects. Therefore, the RSSI curves were not as smooth, 
having more local minimums and maximums, and it 
was more difficult to accurately estimate the AoA than 
during outdoor measurements. These effects are ex-
tremely visible in Figure 9 where we can observe lot of 
minimums and the algorithm therefore fails to obtain 
correct AoA.

Figure 8: Shifted and averaged RSSI vs. angle at dis-
tance 3m indoor.

Figure 9: Shifted and averaged RSSI vs. angle at dis-
tance 5m indoor.

4.1 Outdoor and indoor accuracies

The transmitter was placed at distances from 1 m to 6 
m, with steps of 1 m. All measurements were repeated 3 
times at same position of transceivers. Figure 10 shows 
the averaged  errors between estimated and true AoA 
for three complete estimation procedures at different 
distances in outdoor environment. The maximum ab-
solute mean error of the estimated AoA was about 4°.
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Figure 10: The error of the estimated AoA from all out-
door tests as a function of the distance between trans-
mitter and receiver.

Fig. 11 shows the errors between the estimated and 
true AoA over different distances for indoor environ-
ment. The angle was estimated three times using the 
complete proposed algorithm. The maximum absolute 
mean error was about 8°.

Figure 11: The errors of estimated AoA from all indoor 
tests as a function of the distance between transmitter 
and receiver.

5. Description and experimental 
verification of the proposed method 
with static antennas

5.1 Simple algorithm for AoA estimation with 
multiple static antennas

The radiation pattern of monopole is well-known and 
can be calculated from equations (1) and (2). With the 
proposed antenna arrangement, twelve static dipole 
patterns placed around the circle can be imagined. Fig-

ure 12 shows only 4 of 12 antenna’s patterns (E–planes) 
because of transparency.

Figure 12: Principle of AoA measuring system with 
multiple static antennas.

The simple algorithm for gathering the RSSI-values 
from each receiver is as follows.  Firstly, the transmitter 
sends one packet with dummy data. All the transceiv-
ers on the circular plate are in receiving mode and wait-
ing for incoming packet. When the receivers receive a 
packet, they calculate the RSSI from the voltage of the 
incoming RF signal. One of receivers is connected to a 
microcontroller interrupt line. When the receiver sends 
an interrupt to the microcontroller, the reading phases 
starts. The microcontroller via SPI reads the RSSI data 
from each receiver in a sequence. When the reading 
is done, the transmitter sends a new data packet. RSSI 
measuring is repeated till 40 packets are processed and 
averaged. The on–line phase of the algorithm is fin-
ished with the last operation.

The off–line part of algorithm is performed on a laptop. 
Special software was developed only for gathering 
data from the measuring device via USB to the laptop. 
The software writes the averaged RSSI of each receiver 
in the file, including the receiver’s number. This file 
serves as input for the Matlab algorithm for AoA esti-
mation by analyzing RSSI -data. Basically, simple algo-
rithm searches for receiver, at which minimum of RSSI 
data is measured. The true AoA is in the opposite direc-
tion ( ± 180°) of minima. By this  proposed method, the 
reso- lution of AoA is 360°divided by the number of 
receivers, in our case 30°, because the antennas are 
equally arranged around the circle.

 

M. Malajner et al; Informacije Midem, Vol. 45, No. 4 (2015), 237 – 248



243

5.2 Experimental estimations of AoA using simple 
algorithm

All experiments were carried-out within a real environ-
ment, outdoor and indoor. Measurements were limited 
to line of sight (LOS) between transmitter and receivers. 
Moving and static obstacles caused significant fluctua-
tions in the measurements of the received power. Each 
experimental set-up was repeated three times and the 
results averaged.

5.2.1 Outdoor experiments
Outdoor experiments were carried-out on an asphalt 
floor with line-of-sight between transceivers. The trans-
ceivers were placed on a rack at 1m height from the 
ground. The transmitter was placed at distances from 
1m to 30 m, at steps of 1 m. Figure 13 shows the meas-
ured RSSI points versus angle at a distance between 
the transmitter and the receiver of 1 m. In first case, 
the true azimuth AoA was set at 90°. The algorithm 
searches for angle with measured minimal RSSI-value, 
which was in this case at 270° i.e. at the 9rd antenna. 
The estimated AoA was 270°-180°= 90°and completely 
matched the true AoA, set in advance.

In the second case the true AoA was set between an-
tennas 3 and 4. The RSSI measurements are shown in 
Figure 14. By algorithm estimated AoA was again at 
90°, and the true AoA was set at 105°. The estimation 
error in this case was about 15°and was a consequence 
of the fixed resolution of this proposed method, in our 
case 30°, as mentioned in previous section.

Figure 13: Outdoor measurements of RSSI versus angle 
at a distance of 1 m.

5.2.2 Indoor measurements
Indoor measurements were carried-out in a 6 m-by-8 
m room and in underground garage. The transceivers 
were placed at 1m heights. The experiments were car-
ried-out in the same way as the outdoor experiments. 

Figure 15 shows the measured RSSI versus azimuth an-
gle. The measurements were done at a distance of 1m 
and an angle of 90°. The indoor measurements were 
influenced by the reflected signals from the obstacles 
in the room. Due to reflected signals, the RSSI measure-
ments contained more local minimums and maximums 
and it was more difficult to accurately estimate the AoA 
than during outdoor measurements and therefore the 
differences between local minimums were smaller. 
However, despite small differences s, the AoA estima-
tion was very close to the true value. In the case de-
picted in Figure 15, the algorithm found the smallest 
RSSI at the 9rd antenna (270°-180°), where also the true 
AoA of 90° was set.

Figure 15: Indoor measurements of RSSI versus angle 
at 1m

Figure 16 shows the case where the true AoA was set 
at 105°and the distance between the transceivers was 
3 m. The algorithm estimated AoA at 300°-180°, where 
the smallest RSSI was measured. The greater errors dur-
ing indoor estimation were the consequences of un-
considered reflective signals from the obstacles. Due to 
the disturbing reflections from the obstacles, the esti-

Figure 14: Outdoor measurements of RSSI versus angle 
at a distance of 3 m and true AoA at 105°.
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mation errors in indoor environment were, in general, 
greater than a resolution of 30°.

Figure 16: Indoor measurements of RSSI versus angle 
at 5 m. True AoA was at 105°

5.3 Improved AoA- estimation algorithm

The interpolations and approximations between RSSI 
points were realized in order to improve the resolution 
and accuracy of the simple algorithm of AoA method, 
and then the angle, by witch minimum on curve with 
interpolated RSSI-values was searched for. Different 
interpolations and approximations were used and 
compared. In this subsection all the experiments were 
taken outdoors at distances of 2 meters.

5.3.1 Linear and spline interpolations
The simplest is interpolation which connects points 
with lines. However, this interpolation does not im-
prove the accuracy of AoA estimation by searching the 
minimum. The next interpolation is cubic spline. Spline 
interpolation uses low-degree polynomials at each of 
the intervals, and chooses the polynomial pieces so 
that they fit smoothly together. Figure 17 shows the 
linear and spline interpolations where the true AoA 
was at 90° and in Figure 18 where the true AoA was at 
105°. Where the true AoA was set in the direction of an-
tenna 3, both the linear and spline interpolations gave 
the same minima of close to 90°. Figure 18 depicts a 
case where the true AoA was between antenna 3 and 
4 (105°). Using linear polarization, the algorithm re-
turned AoA at 90°, which meant the error was about 
15°. The algorithm with spline polarization estimated 
AoA at 99°and the error was much lower, at about 6°.

5.3.2 Polynomial and Gaussian approximations
In this case the Polynomial and Gaussian approxima-
tions were included in the algorithm. When the num-
ber of data points (in our case twelve) is equal to an 
order of degree of polynomial, then interpolation is 

obtained and the polynomial goes through all the data 
points. The Gaussian process is a powerful non-linear 
interpolation tool. In addition the Gaussian function, 
it can not only be used for fitting an interpolant that 
passes exactly through the given data points but also 
for regression, i.e., for fitting a curve through noisy data 
[28].

A curve–fitting tool by Matlab [29] was used for calcu-
lating the polynomial coefficients. Fig. 19 shows the 
approximated data with polynomial of the 9th degree:

 9 8 2
1 2 8 9 10( )y x p x p x p x p x p= ⋅ + ⋅ + ⋅ + ⋅ +…  (4)

The algorithm with polynomial approximation re-
turned 91°, the estimated AoA was a little closer in 
comparison to linear polarization. The error was about 
14°.

Gaussian approximation used general model Gauss2 
with equation:

Figure 17: Outdoor measurement using linear and 
spline interpolation (distance 2 m).

Figure 18: Outdoor measurement using linear and 
spline interpolation at true AoA at 105°
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The result of Gaussian approximation is in Fig. 20. The 
estimated AoA was almost exactly at 105°, with an error 
of 0°. In this case the Gaussian approximation was the 
best choice.

Figure 19: Outdoor measurement using polynomial 
approximation using 9th degree polynomial (distance 
2 m).

Figure 20: Outdoor measurement using Gaussian ap-
proximation at true AoA at 105°.

5.3.3 MUSIC estimator
In regard to comparisons between interpolations tech-
niques we implemented the MUSIC (Multiple Signal 
Classification) estimator [13] for obtaining AoA. This 
MUSIC algorithm is well–known in AoA estimation. The 
inputs of the MUSIC algorithm are usually the ampli-
tude and phase of the received signal. MRF24J40 radio 
modules return just the amplitude of a signal (RSSI). 
The authors in [13] (Chapter 10, p.343) reported a MU-
SIC estimator which neglected information about the 
signal phase. This RSSI estimator is defined as follow:

The RSSI value on each i-th antenna can be written as:

[ ]  ( ) [ ] [ ];i i i iS k G x k n kθ= +    (6)

where ( )iG θ are the gains of each antenna, xi[k] are 
those signals assumed as being non–correlated from 
snapshot to snapshot [k]. An estimation of the correla-
tion matrix Rss of the received signal is:

 
[ ] [ ]1ˆ

K
T

ss
k i

R S k S k
K =

= ∑    (7)

By applying the single-value decomposition, a set of 
three following matrices is obtained:

 ˆ *ssR USU=      (8)

The space spanned by the signal is partitioned  as 

[ ],s nU U U= , where the matrix Us contains the singu-
lar vectors corresponding to the largest singular value, 
and the matrix Un containing the singular vector cor-
responding to the smallest singular values. Us is signal 
subspace, and Un is signal null space (complementary 
space of the signal subspace). Because U is a unitary 
matrix, the signal and noise subspaces are orthogonal, 
(<Us,Un >= 0). This can be defined as a pseudo-spec-
trum of the MUSIC algorithm:

1( ) ,
( )MUSIC

n

P
G U

θ
θ

=     (9)

which exhibits a peak of angle (θ ) close to the actual 

angle (θ̂ ).

Basically the RSSI MUSIC estimator searches areas where 
the maximums in the signals appear. In our case it is 
necessary to search for the minimums of the received 
signal and because of that we arranged an input signal 
for the MUSIC estimator. The raw measured signal de-
picted with dots in Fig. 21 is mirrored (depicted in Fig. 
20) before going to the MUSIC estimator. The mirrored 
signal exhibits peaks instead of minimums which are 
crucial for correct MUSIC estimation. In regard to this 
modification, the parameters of the MUSIC estimator 
must be set appropriately. Instead of the beam width of 
the antenna, we used the width of the so–called ‘cone 
of silence’ which is the opposite of the beam width, in 
our case 20°. Fig. 20 shows the measured mirrored sig-
nal and the pseudospectrum of a signal as an output 
of the MUSIC estimator. The amplitudes of both signals 
are adjusted for better representation in Fig. 20.
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Figure 21: MUSIC estimator used on mirrored RSSI 
measurements.

5.4 Comparison of improved algorithms accuracies 
with different interpolations/ approximations

The interpolations improved the accuracy of AoA es-
timation using, in our case, multiple static omnidirec-
tional antennas. The resolution of the estimation was 
30° using the simple algorithm without interpolations 
and approximations. This section provides the compar-
ison of results between algorithms by used the differ-
ent interpolations/approximations.

Fig. 22 shows AoA estimation using five interpola-
tions at a few different pre-set AoA’s. Measurements 
were carried-out outside in LOS between transceivers. 
The linear interpolations provided an average error of 
about 15°. Polynomial approximation was slightly bet-
ter and returned about 10° of error. The MUSIC estima-
tor returns similar results on average as polynomial ap-
proximation. Much more accurate were the Spline and 
Gaussian interpolations/approximations where the er-
rors reached about 6° and 4°, respectively.

Figure 22: Outdoor deviations at different pre-set AoA’s 
(distance 2 m).

Figure 23: Indoor deviations at distance of 1 m.

The indoor measurements were more problematic be-
cause of the influences of reflected signals from the 
obstacles. Meanwhile, because LOS were between the 
transceivers, large fluctuations were caused by reflect-
ed signals from the floor, ceiling, walls, furniture, etc. 
Reflections of the signal causes ”fake” minimas, which 
cannot be very successfully eliminated by our improved 
algorithm. Therefore the errors of AoA estimates were 
larger within the indoor environment. Again, Fig. 23 
shows that the best results were obtained using Gauss-
ian -approximation at all AoA measurement points.

6 Comparison of accuracies using 
rotatable and static antennas

The last Fig. 24 shows an overall comparisons between 
all the different interpolation/approximation methods 
and with different hardware within different environ-
ments. It was expected that the bigger errors would 
be within the indoor environment. The errors from all 
measurements at all distances were averaged and pre-
sented in % of 360° for each method. Rotatable anten-
nas gave the best AoA estimation because of higher 
resolution in comparison with static antennas. Relative 
errors were about 5% for outdoor and 14% for indoor 
measurements. On the other hand static antennas and 
Gaussian approximation provided the best results, 
with outdoor errors of about 3% and indoor about 
18%, respectively. The spline and Linear interpolations 
and MUSIC estimator returned approximately similar 
results. The maximum errors were obtained by Polyno-
mial approximation because of oscillations. The results 
show, that the Gaussian approximation improved the 
accuracy of AoA estimation within static antennas.
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Figure 24: Comparison of all proposed methods.

7 Conclusions

In this paper we compared accuracies of two AoA es-
timations method. First method based on rotatable 
multiple antennas and second based on multiple static 
antennas. Rotatable antennas has resolution 3,6° and 
static antennas has resolution 30°. We showed that it 
is possible to improve accuracy of static antennas with 
interpolations/approximations. Hoverer, rotatable an-
tennas gave the best results than static antennas with 
improved algorithm. But static antennas has advan-
tage because all movable parts are eliminated. Overall 
comparison of result shows that the best results gave 
rotatable antennas (about 4% outdoor and 14% indoor 
relative error), close to this results gave static antennas 
and Gaussian interpolation (about 5% outdoor and 
18% indoor error).
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Abstract: A low-power wide-range CMOS temperature sensor architecture is proposed based on temperature-to-frequency 
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analytic and simulation results. Most errors are canceled out by this ratio-metric design. An inaccuracy of -0.84°C to +0.34°C occurs 
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Dizajn arhitekture temperaturnega senzorja nizke 
moči za pasivne UHF RFID etikete
Izvleček: Predlagana je arhitektura CMOS temperaturnega senzorja nizke moči, ki temelji na pretvorbi temperatura-frekvenca z 
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1 Introduction

Integrating Radio-Frequency Identification (RFID) tags 
with sensors has becomes the mainstream of realizing 
sensor nets [1].  Integrating passive RFID tags with ex-
ternal temperature sensor is reported in [2]. While ex-
ternal sensors require separate readout circuitry, smart 
sensors combine a sensor and interface electronics in a 
single chip. Most smart temperature sensors in CMOS 
technologies make use of temperature dependent 
characteristics of substrate PNP transistors. These sen-
sors could reach a high accuracy over a wide tempera-
ture range [3] but usually consume power in the order 
of tens of micro watts and their performance deterio-
rates once the supply voltage falls below 0.6 V.

Using threshold voltage and thermal voltage varia-
tion of sub-threshold MOS transistors, low silicon area 
voltage-output temperature sensors [4] or front-end 
thermal sensing elements [5] could be implemented. 

However, adding analog to digital converters and 
other associated digital signal processing electronics, 
the power consumption of these sensors, is still higher 
than the power budget of passive RFID tags, few hun-
dreds of nano watts.

Using time-domain readout techniques and terminat-
ing power-hungry analog to digital converters, low 
power sub-microwatt smart sensors could be imple-
mented in temperature-to-frequency and tempera-
ture-to-time (pulse width) converter architectures in 
cost of sacrificing sensor gain linearity and operating 
range. Temperature-to-frequency architectures are re-
ported using temperature-dependent bias current ring 
oscillator [6, 7, 8] and temperature-dependent volt-
age-controlled LC oscillator [9]. Main architectures of 
temperature-to-time sensors are: converting temper-
ature-dependent current to pulse-width [10, 11], tem-
perature-dependent voltage to current to pulse-width 
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[12, 13], leakage current to logarithmic pulse-width 
[14], temperature to delay time using delay line [15, 16] 
temperature to pulse-width of variable ring oscillator 
instead of delay line [17]. 

Sub-threshold ring oscillators are highly sensitive to 
the supply voltage, while consuming low power. Wide-
range low power temperature sensors could be imple-
mented using such an oscillator as a PTAT frequency 
generator. Compared to a similar oscillator as a refer-
ence, the common source of errors will be canceled 
in a ratio-metric design and the linearity will improve. 
Based on this concept, in this paper, a new wide-range, 
reconfigurable, nano-watt smart sensor architecture is 
proposed. RFID tag applications need a low-cost cali-
bration technique. Avoiding the conventional costly 
two-point calibration process, a novel low-cost in-field 
group digital calibration technique is presented too. 

The rest of this paper is organized as follows. Section II 
introduces the temperature sensor architecture and its 
measurement principles. Building blocks of the sensor 
architecture are theoretically analyzed and described 
in circuit level in Sections III and IV. Digital sensor gain, 
temperature calculation and calibration mechanisms 
are described in Section V. Section VI shows the simula-
tion results. The conclusion is presented in Section VII. 

2 Temperature sensor architecture and 
operation principle

2.1 Low Power Temperature Sensor Architecture

The architecture of the proposed temperature sensor 
is shown in Fig. 1. The sensor consists of two frequency 
paths. One of them is a constant-with-temperature 
reference frequency oscillator and the other one is a 
proportional to absolute temperature (PTAT) frequen-
cy oscillator. Two similar counters start to count the 
number of the output signal pulses of each oscillator 
as soon as Reset is asserted. Ncount is the number of refer-
ence frequency oscillator pulses indicating the period 
of comparison and Ntimes is the number of times that the 

comparison is repeated. The digital bit of En enables the 
current bias of both oscillators. 

2.2 Compensated temperature measurement

Digital temperature readout could be produced com-
paring the temperature dependent frequency of the 
PTAT oscillator to the reference frequency. Considering 
the frequency change across the temperature variation 
range as:

 
( ) ( )max minsen sen T sen Tf f f∆ = −    (1)

the sensor gain SG can be defined as:

 ( )/G sen max minS f T T= ∆ −    (2)

Dividing the frequency change by the reference fre-
quency fref, the sensor digital output could be defined 
as:

 /sen sen refD f f∆ = ∆     (3)

Finally, the digitized sensor gain DSG can be expressed as:

( )/ /SG sen max min G refD D T T S f= ∆ − =   (4)

which is the ratio of the sensor gain and the reference 
frequency and compensate for the bulk of common 
sources of error and nonlinearity in the ratio-metric 
design.

3 Temperature and process variation 
compensated oscillator

For low-power low-cost oscillator, needed in RFID tag 
applications, ring oscillator architecture seems to be 
the best candidate. The frequency of the ring oscilla-
tor could be controlled robustly via current bias of the 
chain inverters. Another technique to control the fre-
quency of the ring oscillators is supply voltage control 
[18]. The frequency of the ring oscillator is highly sen-
sitive to the supply voltage, temperature and process 
variations. This sensitivity will increase even more in 
sub-threshold regime. Considering this, a compensa-
tion technique is proposed to control the frequency of 
a sub-threshold ring oscillator using an adaptive sup-
ply voltage. 

Fig. 2 (a) shows the architecture of the reference fre-
quency generator. A series voltage regulator generates 
the adaptive sub-threshold supply voltage of the ring 
oscillator Va, from a supply voltage VDD, using an adap-
tive voltage reference Vb. Vb is generated by biasing a 
diode-connected PMOS with a digitally enabled cur-
rent mirror in the sub-threshold region. En enables the 
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Mref bias which sets the level of the reference voltage Vb 
and thus the sub-threshold supply voltage Va. 

The circuit schematic of the adaptive voltage regula-
tor is shown in Fig. 2 (b). The digitally enabled current 
mirror generates the reference current Iref. The series-
voltage regulator compares the sample of Va with the 
reference Vb and control the output transistor Mp which 
causes Va to be a fixed ratio of Vb as Va  = aVb.

Figure 2: (a) The architecture of the reference fre-
quency generator; (b) Complete circuit schematic of 
the adaptive voltage regulator and the reference fre-
quency generator.

Biasing Mref in sub-threshold regime with the fixed 
current Iref, Va and Vb are decreasing with temperature 
and show a complementary to absolute temperature 
(CTAT) behavior. The oscillation frequency of the ring 
oscillator is decreasing with reduction of sub-threshold 
supply voltage Va too. Therefore using Va as supply volt-
age, the oscillation frequency of the ring oscillator is 
decreasing with temperature and represents a CTAT 
behavior. On the other side considering a fixed sub-
threshold supply voltage, the oscillation frequency of 
the ring oscillator is increasing with temperature due 
to increase of the sub-threshold current of the transis-
tors and shows a PTAT behavior. It is sufficient to adjust 
α to set the sub-threshold supply voltage Va in a range 
that the CTAT behavior of the oscillation frequency of 
the ring oscillator compensates the PTAT one to make 
the reference frequency constant with temperature.  

Now we proceed with propagation delay calculation. The 
propagation delay of a CMOS inverter can be calculated as:

 ( ) ( )( )ln 2 / 2p eqn eq p Lt R R C= +   (5)

where 
PeqR  and 

NeqR  are the equivalent resistors of pull-
up and pull-down transistors in an inverter and CL is the 
total output capacitance. The drain current equation in 
the sub-threshold region can be expressed as [19]: 

 
0 1 gs th offds

DS S
t t

V V VVI I exp exp
v nv

  − −   
= − −        

 (6)

where the parameter tv  is the thermal voltage and is 
given by KBT / q . Vth. Vth is the threshold voltage of the 
transistor. Voff is the offset voltage which determines 
the drain current at Vgs = 0. The parameter n is the sub-
threshold swing parameter (or slope factor) which is a 
function of channel length and the interface state den-
sity [19] and can be illustrated by slope of logarithmic 
drain current versus gate voltage plot, with fixed drain, 
source, and bulk voltage in sub-threshold regime. IS0 
is a temperature and process dependent parameter 
which its dependency on the temperature can be ex-
pressed as:

0 0S SI k T β=      (7)

Where the constant parameter kS0 and the power fac-
tor β can be calculated form technological parameters. 
Considering Vds>> nt, channel length modulation can 
be neglected and sub-threshold drain current can be 
simplified to:

 ( )( )0 /DS S gs th off tI I exp V V V nv≈ × − −  (8)

For an inverter operating in sub-threshold region, 
PeqR  

and 
NeqR  can be calculated as follows:

 

2 0 0

1 3
4

2

a

a

V
a

eq
a V a th a th

S S
t t

V VR dVV V V V VI exp I exp
nv nv

= =
   − −
      

∫  (9)

where Va is the supply voltage (See Fig. 2). Replacing 
(9) in (5), the propagation delay of each inverter can be 
written as: 

 

0

0.5 a L
p

a th
S

t

V Ct
V VI exp nv

≈
− 

 
                 (10)

The above equation confirms the simulation results 
which represented in Fig. 3 (b) and shows the inverse 
relation between the propagation delay and the sup-
ply voltage Va at 25 °C. Va in turn is proportional to the 
reference voltage Vb, and is expressed as:
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 ( )1 21 /a b bV R R V Vα= + �                   (11)

The adaptive reference voltage can be calculated as:

 ( )0ln /
ref refb t ref S thV nv I I V= +                  (12)

based on the current bias Iref, and the values of thresh-

old voltage and technological parameters n and 0refSI  
for the reference diode-connected PMOS transistor Mref.

The threshold voltage of transistor with substrate junc-
tion connected to source [19] can be expressed as:

( ) ( )0 0/ 1th th tV V T k T T= + −                  (13)

which is a linear function of temperature and is de-
rived from the threshold voltage in the reference tem-
perature Vth(T0) and constant temperature coefficient kt 
Based on (12), (13) and (7), Vb can be rewritten as:

    (14)

Where k1, k2 and k3 are the corresponding coefficients 
of each term. The simulation results in Fig. 3 (a) shows 
that Vb is an approximately linear function of tempera-
ture with an R-squared regression of 0.9997 from -40°C 
to 80°C therefore k3 ≈ 0 and the corresponding term 
can be eliminated from the equation. Substituting Va 
from (11) and Vb from (12) in (10) and using a few math-
ematical operations, tp can be expressed as:

( )0

0

0.5

refref

ref

b L
p

th thS ref

S t

V Ct
V Vk I

T exp
k nv

α
β αβ

α

α
α−

=
  − 
     

       (15)

Substituting Vb from (14) and Vth from (13), (15) can be 
rewritten as:

( ) ( ) ( )0 1 2 0 /p p tpt T t k k T T exp k Tγ≈ +                  (16)

Where: 
 ( ) ( ) ( )( )0 0 0 00.5 / 1 /

refp L S S ref t Bt C k k I k q nK T
α

α α= −

( ) ( )( )0 01 /tp th t Bk V T k q nKα= − −

 
refγ αβ β= − ,

and bref and β, are the power factors for the reference 
and the ring oscillator transistors, as expressed in (7). a 
is the constant ratio of supply voltage to adaptive ref-

erence voltage and can be set with fine tuning of the 
ratio of R1 and R2 in the adaptive bias voltage regula-
tor as in (11). The offset voltage of the amplifier, which 
directly adds to the supply voltage, will tune out in the 
calibration process too. 

Taking the first derivative of tp with respect to T from 
(16) and setting its value to zero results in tp to be con-
stant with temperature variations. Taking this deriva-
tive and eliminating the negligible terms (the terms 
with lower order of T) renders:

   (17)

setting t’p (T) = 0 results in γ = -1. Since γ = abref - β, the 
parameter α can be set to a value which satisfy γ = -1. 
The desired condition obtained by tuning the ratio of 
R1 and R2 via parameter sweep in the simulation which 
resulted in a = 1.15. 

Fig. 3 (a) shows the variation of Va and Vb versus temper-
ature. With temperature variation of DT from -40°C to 
80°C reduction value of DVa and DVb in the both supply 
and reference voltages are observed which conforms 
the CTAT behavior of the voltages.

Fig. 3 (b) represents the propagation delay and the os-
cillation frequency of the ring oscillator versus supply 
voltage at fixed 25°C temperature. It can be seen that 
the oscillation frequency will reduces with reduction of 
supply voltage and proportionally shows the CTAT be-
havior. Adjusting a and therefore DVa in a proper range, 
the desired frequency variation value of Dfa will be oc-
curred with DVa. In Fig. 3 (c) a frequency increase of DfT 
is observed due to full range temperature variation of 
DT from -40°C to 80°C which shows the PTAT behavior 
of the oscillation frequency of subthreshold ring oscil-
lator with a fixed 0.4V supply voltage. In order to make 
the oscillation frequency stable with temperature the 
parameter a is adjusted to equate Dfa with DfT which 
balances the CTAT and PTAT behavior of the oscillation 
frequency.

The propagation delays of the reference oscillator tp 
versus temperature from 500 Monte Carlo simulation 
runs are shown in Fig. 3 (d). As expected from (16), the 
propagation delay is nearly constant across wide rang-
es of process and temperature variation. It can be seen 
that delay to temperature ratio of Dtp / DT = 0.002 ppm 
is resulted from -40°C to 80°C. Total ratio of the oscilla-
tion frequency variation to temperature across process 
corners and -40°C to 80°C temperature range is Dfref / DT 
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4 Temperature dependent process 
variation compensated oscillator

In the previous section it was demonstrated how the 
reference frequency was made stable with temperature 
by adjusting α to set the sub-threshold supply voltage 
Va in a range that the CTAT and PTAT behaviors of oscil-
lation frequency counteract each other in the reference 
oscillator. Setting Va  higher than the adjusted range in 
the stabilized reference oscillator causes the oscillation 
frequency to show a CTAT behavior and setting Va low-
er than the range, the PTAT behavior will be achieved.

The PTAT frequency generator circuit is similar to the 
circuit shown in Fig. 2 (b) except for R1 = 0 which results 
in asen = 1+R1/R2 = 1, hence the regulated sub-threshold 
supply voltage output is equal to the adaptive bias 
voltage. The circuit uses the same adaptive voltage ref-
erence Vb and a separate ring oscillator with similar size 
and number of stages.

Fig. 3 (a) shows the variation of Vb versus temperature 
which is the same supply voltage for the PTAT oscillator. 
Fig. 3 (b) shows variation of the oscillation frequency Dfb 
due to variation of the supply voltage DVb at fixed 25°C 
temperature. It can be seen adjusting supply voltage 
in lower range DVb by setting asen = 1, lower frequency 
variation Dfb is resulted which is smaller than PTAT fre-
quency variation DfT in Fig. 3 (c) as mentioned before. 
Therefore the PTAT behavior is dominant and make the 
frequency of the oscillator temperature dependent. 

Considering asen = 1+R1/R2 = 1, similar to (16), the propa-
gation delay for the PTAT frequency generator circuit 
can be derived as:

( ) 0
0 1 2

sen ref Sen

Sen Sen

tp
p p

k
t t k k T T exp

T
α β β−  

≈ +   
     (18)

As the R1 value and therefore asen is optimized to make 
the digital output of the sensor linear (as described in 
section 5), the propagation delay of the PTAT frequency 
generator remains slightly nonlinear. 

The propagation delay of the PTAT oscillator tpsen, versus 
temperature at different process corners are shown in 
Fig. 3 (d). Compared to the reference oscillator delay, 
the PTAT oscillator delay varies in inverse proportion 
to the absolute temperature while the reference oscil-
lator delay is relatively constant. At room temperature 
(20°C) the propagation delay of the reference clock is 
tp = 3.21ms, and the propagation delay of the PTAT fre-
quency generator is tpsen = 0.10ms, which render fref = 1/
tp = 310KHz and fsen = 1/tpsen = 94KHz.

(a)

(b)

(c)

(d)

Figure 3: (a) Variation of reference voltage Vb and sup-
ply voltage Va with temperature variation setting a = 
1.15; (b) Propagation delay tp and oscillation frequency 
of the ring oscillator f vs. supply voltage at 25 °C; (c) 
Propagation delay and oscillation frequency of the ring 
oscillator f vs. temperature variation with a fixed 0.4 V 
supply voltage; (d) Average and its ±3σ boundaries of 
the propagation delay of the reference clock (tp) and 
the PTAT frequency generator (tpsen) versus tempera-
ture based on Monte Carlo simulations.

= 980 ppm and phase noise for center frequency of 310 
KHz at 1KHz offset is -48dBC/Hz at 20°C.
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5 Digital sensor gain and temperature 
calculator

Although the PTAT frequency generator is a slightly 
non-linear function of temperature, the digital output 
of the sensor, which is the ratio of the PTAT frequency 
to the reference frequency, is an approximately linear 
function of temperature. To see this, assume the digital 
output to be:

( )/ /
sen

sen b
sen sen ref p p

sen t

VD f f t t exp nv
α αα

α
 −= = =      (19)

and substituting the exact equation of Vb from (14) 
and rewriting (19), the digital sensor output can be ex-
pressed as:

          (20)

Where γ = (a - asen) bref and D0 and kD0 are constant coef-
ficients.  In order to make the digital sensor output a 
linear function of temperature, the second derivative 
of Dsen with respect to T should equals to zero.  The first 
and second derivatives of (20) can be written as:

 ( ) ( ) ( )1 2
0 0 0'  /sen

sen D D
DD T D T k T exp k T
T

δ δδ − −∂= = −
∂

(21)

      (22)

neglecting the terms with lower order of T, the param-
eter δ can be set as δ = 1 to make D”sen (T) = 0. It means 
(a – asen)βref = 1. By tuning the ratio of R1 and R2 via pa-
rameter sweep in the simulation, it reveals that, despite 
of the approximations, asen = 1 satisfy this equation and 
results in the best linearity for the digital sensor output.  

Practically the second derivative of Dsen remains slightly 
non-zero and for high-precision digital sensor output 
it should be presented in a second-order polynomial 
equation form (neglecting higher order terms) as:

            (23)

which is almost a perfect second-order polynomial 
function of temperature.

Fig. 4 shows the digital sensor output vs. temperature 
from 500 Monte Carlo simulation runs. The graphs fit 
second-order polynomial trend functions with an R-
squared regression of 1 from -40°C to 80°C. According 
to the average Dsen fitted equation, equation (23) can 
be written as:

( ) 20.2672 0.0018 0.000004senD T T T= + + (24)

Figure 4: Average and its ±3σ boundaries of the digi-
tal sensor output with temperature variation based on 
Monte Carlo simulations.

5.1 Temperature Calculator

In section 2.2, we showed how the digital readout cir-
cuit principally measures the temperature. Here, we il-
lustrate how the temperature calculator computes the 
temperature using Ncount and Ntimes signals. The time pe-
riod of each comparison is defined by: 

 /P count refT N f=                   (25)

Where Ncount is the number of reference frequency oscil-
lator pulses at frequency of fref In this period of time, the 
number of PTAT oscillator pulses with frequency of fsen 
can be calculated as: 

 /Sen P sen count sen refN T f N f f= =                 (26)

This results in: 

 / /sen count sen refN N f f=                  (27)

so the sensor digital output can be directly obtained by:
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 ( )2 1/ /sen sen ref sen sen countD f f N N N∆ = ∆ = −     (28)

Therefore the sample rate can be calculated as:

  1 / /P ref countSampleRate T f N= =                        (29)

To calculate the temperature measurement resolution 
or the minimum measurable change in temperature 
DTmin, note that: 

 
senmin SG minD D T∆ = ∆                   (30)

Considering (28), the minimum calculated frequency 
variation will be given by:

( )2 1 / 1 /senmin S S count countmin
D N N N N∆ = − =   (31)

Finally, from the recent two equations, the digital read-
out resolution of the temperature measurement can be 
calculated as: 

( )1 /min count SGResolution T N D= ∆ =                    (32)

5.2 Sensing Errors and Calibration

The process parameters’ spread, the supply noise, and 
the nonlinearity of the frequency variation with tem-
perature are the dominant sources of error. Due to the 
highly similar architecture of the two oscillators which 
differ only in the value of R1, and their highly symmetric 
layout, most of the errors are expected to be canceled 
out in this ratio-metric design. 

The supply and device noises of the ring oscillator are 
directly translated to the jitter of the output oscillation 
waveforms, which will be eliminated in digital counters. 

As seen in Fig. 4, the nonlinearity of the frequency vari-
ation with temperature results in less error while per-
fectly fitting Dsen to a second-order polynomial function 
of temperature. Needless to say, this nonlinearity could 
be digitally compensated by implementing the inverse 
function of (24) in the temperature calculator to calcu-
late the measured temperature from the resulting Dsen 
as below:

 500 ( 0.0647) 0.45senT D = − −                  (33)

The process parameters’ spread causes an offset in both 
y-intercept and slope of the digital sensor output curve 
in Fig. 4. Thus a two-point calibration is required to trim 
the sensor for the 120°C temperature range. 

5.3 Digital Group Calibration

There are some low-cost after packaging calibration 
techniques using an extra on-chip calibration transis-

tor and calibrating the sensor by measuring die tem-
perature [20], or batch mode calibration by calibrating 
a limited number of samples from a production batch, 
obtaining an estimate of average error and trim the 
entire batch using the information [21]. Due to ease 
of group communication in RFID applications, for the 
proposed temperature sensor, an In-field group-mode 
calibration at two different temperatures is proposed 
to digitally trim the sensor tags after packaging.

Fig. 5 shows the error of the digital sensor output vs. 
temperature from 500 Monte Carlo simulation runs.  In 
the first-point calibration, all sensor tags are placed in 
the minimum operating temperature, e.g. T1 = - 40°C, 
an interrogator announces the field temperature. Each 
sensor calculates the ideal corresponding digital sen-
sor output D1ref using the digitally implemented equa-
tion (24) and measures the real digital sensor output 
D1. The y-intercept offset of the digital sensor output 
curve is calculated as follows: 

1 1 1refD D D∆ = −                   (34)

DD1 for a sample on the +3σ boundary is shown in Fig. 
5.  From then on, the sensor adds the above offset DD1 
to any measured output as a one-point calibration. Fig. 
6 shows the error of the digital sensor output vs. tem-
perature after the one-point calibration.

Figure 5: Error of the average and its ±3σ boundaries 
of the digital sensor output with temperature variation 
based on Monte Carlo simulations.

Again all sensor tags are placed in the maximum op-
erating temperature, e.g. T2 = 80°C, and an interroga-
tor announces the field temperature. Each sensor cal-
culates the ideal corresponding digital sensor output 
D2ref and measures the real digital sensor output D2. The 
slope offset of the digital sensor output curve is calcu-
lated as below:

 ( ) ( )2 2 2 1' /refD D D T T∆ = − −                  (35)
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At any working temperature, the sensor calculates 
the offset of the digital sensor output using the latest 
measured temperature T’ as follows:

( )2 1' 'D D T T∆ = ∆ −                   (36) 

DD’ and DD2 at T’ for a sample on the +3σ boundary are 
shown in Fig. 6. The sensor adds the above offset DD2 to 
the latest measured digital output to calculate the new 
temperature, T and replaces T’ with T and then recalcu-
lates DD2 to find a more accurate temperature value, in 
an iterative way. The digital parameter Ntimes determines 
the number of iterations for temperature calculation. 
Fig. 7 shows the error of the digital sensor output vs. 
temperature after the two-point calibration. Being 
compared to Fig. 5, offsets in both y-intercept (DD1) 
and slope (DD’) of the digital sensor output curves are 
cancelled out for average and its ±3σ boundaries after 
the proposed two-point calibration. 

The controlling signal Ncount defines the programma-
ble resolution and the sampling rate. The temperature 
sensor can be digitally reconfigured. There are two op-
tions: reducing the sampling rate while decreasing the 
resolution, or keeping the sample rate high while in-
creasing the resolution. 

6 Simulation results 

The layout of the sensor core circuit is designed using an 
industrial 0.18 µm technology library and shown in Fig. 
8. The size of the core sensor layout is 52.6µm×51µm. 
The netlist of the sensor circuit is extracted for post lay-
out simulation and 500 Monte Carlo simulations were 
run. The functionality of the counters and the tempera-
ture calculator is evaluated using a software on a PC. 
In practice digital modules can be implemented with 

sub-threshold static CMOS logic gates alongside with 
other digital parts of the RFID tag IC using the same 
supply voltage of the reference oscillator (Va).

Fig. 9 shows the sensor error vs. temperature after the 
two-point calibration. It is shown that error ranging 
from -0.84°C to 0.34°C occurs over a range of -40°C to 
80°C which is less than 1% of the measurement range.  

Ncount is set to 4600 to achieve a resolution of less than 
0.3°C and the sample rate is calculated from (29). Fig. 
10 shows the resolution of the sensor vs. temperature. 
This Ncount value renders a sample rate of higher than 66 
samples per second. Diagram of sample rate vs. tem-
perature is shown in Fig. 11. The dynamic power con-
sumption of the core sensor at different temperatures 
is calculated from the simulation and is shown in Fig. 
12. The total power consumption varies from 93nW to 
305nW over the full temperature range. The dynamic 

Figure 6: Error of the average and its ±3σ boundaries 
of the digital sensor output with temperature variation 
after one-point calibration.

Figure 7: Error of the average and its ±3σ boundaries 
of the digital sensor output with temperature variation 
after two-point calibration.

Figure 8: Layout of the sensor core.
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(ac) power consumption changes depending on the 
oscillation frequency and supply voltage of the Refer-
ence and PTAT oscillators. The static (DC) power con-
sumption increases with temperature due to increase 
in the sub-threshold currents and change in supply 
voltage even with decrease of the supply voltage Va.

Figure 9: Temperature measurement error after two-
point calibration.

Figure 10: Sensor resolution vs. temperature with Ncount 
= 4600.

The results are given in Table 1. Compared with the 
references, the proposed sensor architecture exhib-
its higher accuracy over a wider temperature range 
of 120°C, while having a nano-watt power consump-

tion and comparable resolution and sample rate (See 
Table 1).

7 Conclusions

Using supply voltage controlled sub-threshold ring 
oscillators, a wide-range, accurate and low-power tem-
perature sensor architecture is demonstrated which 
can be dynamically reconfigured for setting resolution 
and sample rate. The architecture uses a ratio-metric 
design which cancels out most of the common sourc-

Table 1: Simulation results and comparison with references.

Parameter [6] [7] [8] [10] [11] [12] [13] [14] [15] [16] [17] This Work
Resolution (°C) 0.035 0.5 0.3 0.35 0.3 0.3 0.21 0.28 0.5 0.2 0.595 0.294

Error (°C) ±0.1 ±1.5 -1.4/+1.5 ±0.8 ±1.5 -0.8/+1 -0.8/+1 ±1.97 ±1 -0.8/-1 -0.63/+1.04 -0.84/+0.34
Temp. Range 

(°C) 35~45 -40~85 0~100 -20~30 -30~60 0~100 -10~30 20~100 0~75 0~100 20~120 -40~80

Power 
Consumption

(nW) @SR

110 
@10

600
@-

71
@33

2400 
@25

350
@68

405 
@5

119 
@333

1.05~65.5 
@5

9000 
@20

1500
@10

288100
@430K

93~305
@66

Energy/
Conversion

(nJ per 
conversion)

11 - 2.2 96 5.2 81 0.35 0.2~13 450 150 0.67 1.4~4.6

Sampling Rate
(Sample/Sec) 10 - 33 25 68 1K 333 12 1M 10 430K 66

Calibration 2-point 1-point 2-point 1-point 1-point 2-point 2-point Without 
Cal. 2-point 2-point 1-point 2-point

Area (mm2) 0.084 0.005 0.09 - 0.14 0.0324 0.0416 0.000843 0.4 0.025 0.031 0.00268
CMOS 

Technology 0.35µm 0.18µm 0.18µm 0.18µm 0.18µm 0.18µm 0.18µm 0.35µm 0.35µm 0.35µm 0.13µm 0.18µm
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Figure 11: Sensor sample rate vs. temperature with 
Ncount = 4600.
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es of error. The difference between the reference and 
PTAT oscillators is only the value of a resistor which 
guarantees perfect tracking over process and tempera-
ture variations. Temperature inaccuracy of -0.84°C to 
0.34°C occurs over a wide-range of -40°C to 80°C while 
the entire sensor consumes less than 93nW to 305nW 
over the measurement range, digital circuits excluded. 
While most of low-power temperature sensors have 
limited accuracy or temperature range, the proposed 
sensor accurately works over a wide range of 120°C. 
The proposed in-field digital calibration provides an 
appropriate low-cost method for sensor calibration. 
The sensor is suitable to be embedded in passive RFID 
tags and any other low-power wireless sensing applica-
tion.
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Abstract: We report the specific heat capacity and thermal conductivity of electrocaloric (1-x)Pb(Mg1/3Nb2/3)O3–xPbTiO3 (x = 0, 0.1, 
0.3 and 0.35) ceramics between room temperature and 300 °C. The specific heat capacity for all ceramic samples is between 0.323 
and 0.326 J/gK at 35 °C. For the samples with a high PbTiO3 content (x = 0.3 and 0.35), a pronounced anomaly is observed in the 
specific heat capacity versus temperature at 130 °C and 153 °C, indicating the  phase transition from the polar to a non-polar phase.  
The thermal conductivity in this system significantly depends on the PbTiO3 content. The lowest thermal conductivity is obtained for 
Pb(Mg1/3Nb2/3)O3, and it increases with increasing PbTiO3 content in the whole temperature range. For example at 23 °C the values of 
thermal conductivity of Pb(Mg1/3Nb2/3)O3 and 0.65Pb(Mg1/3Nb2/3)O3–0.35PbTiO3 are 1.25 W/mK and 1.43 W/mK, respectively. 

Keywords: PMN-PT; thermal conductivity; specific heat capacity; relaxor-ferroelectric; electrocaloric

Specifična toplotna kapaciteta in toplotna 
prevodnost elektrokalorične keramike  
(1-x)Pb(Mg

1/3
Nb

2/3
)O

3
–xPbTiO

3
 v temperaturnem 

območju od sobne temperature do 300°C
Izvleček: V članku poročamo o specifični toplotni kapaciteti in toplotni prevodnosti elektrokalorične keramike  
(1-x)Pb(Mg1/3Nb2/3)O3–xPbTiO3 (x = 0, 0,1, 0,3 in 0,35) v temperaturnem območju od sobne temperature do 300 °C. Specifična toplotna 
kapaciteta vseh merjenih vzorcev se pri 35 °C giblje v intervalu med 0,323 in 0,326 J/gK. Ko vzorce segrevamo, pri vzorcih z večjim 
deležem PbTiO3 (x = 0,3 in 0,35) v meritvah toplotne kapacitete opazimo anomalijo, ki je značilna za premeno iz polarne v nepolarno 
fazo.  Toplotna prevodnost  trdne raztopine je izrazito odvisna od deleža PbTiO3.  Pb(Mg1/3Nb2/3)O3 izkazuje manjšo toplotno prevodnost 
kot 0,65Pb(Mg1/3Nb2/3)O3–0,35PbTiO3 v celotnem temperaturnem območju. Na primer, pri temperaturi 23 °C je toplotna prevodnost 
Pb(Mg1/3Nb2/3)O3 enaka 1,25 W/mK, medtem, ko je toplotna prevodnost 0,65Pb(Mg1/3Nb2/3)O3–0,35PbTiO3 za 13 % višja. 

Ključne besede: PMN-PT; toplotna prevodnost; specifična toplotna kapaciteta; relaksor-feroelektrik; elektrokalorik
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1 Introduction

The relaxor-ferroelectric (1-x)Pb(Mg1/3Nb2/3)O3–xPbTiO3 
(PMN–100xPT) ceramics exhibit a high dielectric per-
mittivity, polarization, electromechanical [1-4] and 
electrocaloric (EC) effects [5, 6] and can be used for 
different applications, such as piezoelectric sensors, 
actuators, transducers [7-10] and cooling devices of a 

new generation [11, 12]. In our previous work we have 
shown that PMN–30PT [13] and PMN–10PT [14] bulk 
ceramics possess the EC temperature changes (DTEC) as 
high as 2.7 °C and 3.5 °C, respectively. These values are 
the highest reported for the lead-based ceramics [5, 6]. 
By using such ceramic PMN–PT elements in a cooling 
device with the efficient heat regeneration system, the 
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temperature span between the hot and the cold sides 
of the regenerator can exceed the temperature change 
of a single PMN–PT ceramic plate by several times [11]. 
However, when designing an EC device not only the 
EC properties, but also the thermal properties of the 
EC materials may have a great impact on its efficiency. 
Heat diffuses out of an EC layer of the thickness d in the 
time tdiff ~ d2Cp/λ, where Cp is the specific heat capacity 
and λ is the thermal conductivity [15, 16]. Therefore for 
an efficient cooling device, the EC material should pos-
sess a low Cp to λ ratio. 

In the present study we report the specific heat ca-
pacity and thermal conductivity of the PMN–100xPT 
ceramics of different compositions, i.e., x = 0, 0.1, 0.3 
and 0.35. These material compositions were intention-
ally selected due to their specific properties. The PMN-
rich compositions are of interest because of their large 
room temperature EC effects [13, 17, 18]. Furthermore, 
it has been recently shown that for a highly-efficient 
device the PMN and PMN-10PT ceramic elements are 
preferable than the elements from the PT-rich com-
positions due to their slim polarization versus electric 
field hysteresis loops and consequent lower losses [19]. 
On the other hand the PMN-35PT composition is the 
morphotropic phase boundary (MPB) composition and 
possesses high piezoelectric [1-3] as well as EC prop-
erties [14, 19], which could be an added value in the 
development of multifunctional devices. 

The Cp was mainly  studied in PMN and PMN-PT single 
crystals [20-25]. Only the Cp of PMN ceramics can be 
found in the literature [26, 27]. The λ of PMN and PMN-
PT materials were previously studied mainly in the sin-
gle-crystal form [20, 28-31] in the range between -271 
°C and 117 °C. A few studies report the λ of PMN ceram-
ics, but only at very low temperatures (i.e., from -271 
°C to -173 °C) [26, 32]. The temperature dependence 
of DTEC for PMN-PT exhibits the maximum value at the 
relaxor-to-ferroelectric phase-transition temperature 
[13, 14], which typically takes place in the middle of 
the low-temperature slope of the dielectric permittiv-
ity peak, i.e., below room temperature for PMN, and at 
~160 °C for PMN-35PT. For designing cooling devices 
based on EC materials, the knowledge of the thermal 
properties of the PMN-PT ceramics is needed, especial-
ly at elevated temperatures.

2 Materials and methods

For the synthesis of the stoichiometric PMN-100xPT (x 
= 0, 0.1, 0.3 and 0.35) ceramic powder, PbO (99.9 %, Al-
drich), MgO (99.9 % Alfa Aesar), Nb2O5 (99.9 %, Aldrich) 
and TiO2 (99.8 %, Alfa Aesar) were used. The homog-

enized powder mixture was high-energy milled in a 
Retsch PM 400 planetary mill at 300 rpm for up to 140 
h, and additionally milled in a Netzsch PE 075 / PR 01 at-
tritor mill at 800 rpm for 4 h in isopropanol. The powder 
compacts were pressed uniaxially at 50 MPa and then 
isostatically at 300 MPa. The compacts were sintered in 
double alumina crucibles in the presence of the pack-
ing powder of the same composition at 1200 °C for 2 h 
with the heating and cooling rates 2 °C/min. Regarding 
the synthesis procedure of PMN-100xPT please see also 
[2, 13, 14, 17]. 

The densities of the sintered pellets were measured 
with a gas-displacement density analyser (Micromeri-
tics, AccuPyc III 1340 Pycnometer). The relative densi-
ties (RD) of the samples were 97.08 %, 95.52 %, 96.31 
% and 97.59 % for the compositions with increasing 
PT content. For these calculations the theoretical den-
sity of PMN was used, i.e., 8.13 g/cm3 (JCPDS 81-0861). 
For the microstructural analysis with a field-emission 
scanning electron microscope FE-SEM (JEOL FEG-SEM 
JSM-7600) the samples were ground, polished and 
thermally etched. The FE-SEM images of the etched 
surfaces reveal homogeneous and uniform microstruc-
tures (Figure 1). For the stereological analyses more 
than 250 grains per sample were measured. The grain 
size (GS) is expressed as the Feret’s diameter (Figure 1).

Figure 1: FE-SEM micrographs of PMN-100xPT (x = 0, 
0.1, 0.3 and 0.35) ceramics.

The specific heat capacity versus temperature Cp(T) 
of the ceramic samples was determined from the dif-
ferential scanning calorimetry curves measured using 
a differential scanning calorimeter DSC (Netzsch, DSC 
204 F1). The samples of ~5 mm in diameter and the 
thickness of ~1 mm were put in Pt crucibles with lids, 
and heated in a calorimeter with a heating rate of 2 °C/
min from 35 °C to 300 °C. Each measurement was re-
peated two times. To determine the Cp of the samples, 
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sapphire (Netzsch, diameter of 5.2 mm, thickness of 1 
mm) was used as the standard material.

For the measurements of the thermal transport prop-
erties versus temperature, the 8 mm thick pellets with 
18 mm in diameter were prepared. The measurements 
were performed by the transient plane source tech-
nique [33] using the HotDisk TPS 2500S equipment 
(Hot Disk AB, Gothenburg, Sweden). The HotDisk sensor 
(Mica, 3.2 mm diameter, C5465) was placed between 
two ceramic pellets. The basic principle of the system 
is to supply the constant power to the sample via a 
Hot Disk sensor. The sensor is used as the heat source 
and the temperature monitor. The material was heated 
at 100 mW for 10 s.  The length of the heating pulse 
was chosen short enough so that the sensor could be 
considered in contact with an infinite solid throughout 
the recording. In this way the thermal properties of 
the studied material could be determined by measur-
ing the temperature increase of the sensor in a short 
period of time [34, 35]. The measurements at elevated 
temperatures (from 50 °C to 300 °C) were performed 
in a tube furnace (Entech) in nitrogen atmosphere to 
prevent the oxidation of the sensor. The step and the 
stabilization time of the measurements were 10 °C and 
15 min, respectively. The step of 2 °C was used for the 
measurements performed in the range close to the 
phase transition temperature from polar to non-polar 
phases for PMN-30PT and PMN-35PT samples.  At each 
temperature 5 measurements were performed. The 
waiting time between each measurement was long 
enough that the sample temperature reached the equi-
librium with the furnace temperature (5 min). The room 
temperature measurements (i.e. 23 °C) were performed 
in air. In order to compare the thermal conductivity of 
ceramic samples with different chemical composition, 
i.e., PMN-100xPT (x = 0, 0.1, 0.3 and 0.35), the thermal 
conductivities were normalized to the sample density 
using the equation:

·(1 )m airλ λ ρλ
ρ

− −=     (1)

where λm is the measured thermal conductivity of the 
sample, λair is the thermal conductivity of the air, which 
is equal to 0.026 W/mK [36] and ρ is the RD  of the sam-
ple. 

3 Results and discussion 

The specific heat capacity, Cp, versus temperature of 
PMN-100xPT (x = 0, 0.1, 0.3 and 0.35) ceramic samples 
is shown in Figure 2, and the values of Cp at selected 
temperatures are collected in Table 1. At 35 °C the Cp 

is between 0.323 and 0.326 J/gK for all samples. These 
values are in a good agreement with previously pub-
lished data for PMN-29PT single crystals [24]. The Cp of 
PMN and PMN-10PT increases continuously with in-
creasing temperature. In PMN such slow increase of Cp 
is observed up to ~220 °C, and at higher temperatures 
it remains almost constant. In PMN-10PT, the plateau 
is reached at a lower temperature, at ~120 °C (Table 1). 

Figure 2: The Cp(T) of PMN-100xPT (x = 0, 0.1, 0.3 and 
0.35) ceramics. 

Table 1: Selected Cp values of PMN-100xPT samples 
(from Figure 2).

Cp (J/gK)
T PMN PMN-10PT PMN-30PT PMN-35PT

35 °C 0.326 0.325 0.326 0.323
50 °C 0.330 0.335 0.336 0.332

100 °C 0.340 0.347 0.355 0.350
200 °C 0.345 0.349 0.363 0.362
300 °C 0.346 0.350 0.357 0.353

In PT-rich compositions the Cp(T) behaviour is different;  
clear anomalies in Cp are observed at 130 °C and 153 °C 
related to the phase transitions from monoclinic and 
tetragonal phases to the high temperature cubic phase 
for PMN-30PT and PMN-35PT, respectively.  These tem-
peratures are in a good agreement with the published 
temperatures of dielectric permittivity anomalies; for 
PMN-30PT at ~130 °C (at 0.4 kHz) [14] and for PMN-35PT 
at ~160 °C (at 1 kHz) [1]. The phase transition anomaly 
observed in PMN-35PT is much more pronounced 
(DCp= 0.062 J/gK) in comparison to the one observed in 
PMN-30PT (DCp= 0.008 J/gK).  No anomalies have been 
detected in PMN and PMN-10PT samples within our 
temperature measurement range.  Namely, for PMN 
and PMN-10PT ceramics the dielectric anomalies were 
reported at ~-15 °C [37] and ~40 °C [13, 37] (at 1 kHz),  
respectively, which is below or close to the lower limit 
of our measurement range.  
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The temperature dependence of thermal conductivity, 
λ, of PMN-100xPT ceramic samples is shown in Figure 
3 and the λ values at selected temperatures are given 
in Table 2. At 23 °C the λ values of Pb(Mg1/3Nb2/3)O3 and 
0.65Pb(Mg1/3Nb2/3)O3–0.35PbTiO3 are 1.25 W/mK and 
1.43 W/mK, respectively.  The λ increases with increas-
ing temperature for all samples until approximately 
250 °C, while above this temperature it is approximate-
ly constant. Such non-linear behaviour of the λ(T) has 
been also observed in PMN-PT single crystals [20]. An 
interesting observation deduced from Figure 3 is that 
λ significantly increases with increasing PT content in 
the whole temperature range which is in agreement 
with [31], where PMN single crystals possess lower λ in 
comparison to PT single crystals in the whole measure-
ment range, i.e., from -271 °C to 117 °C. Thermal con-
ductivity measurements of BaTiO3 and KNbO3 single 
crystals revealed anomalies in λ(T) at the phase transi-
tion temperatures [31]. In our study, no such anoma-
lies were observed for PMN-30PT and PMN-35PT at our 
measurement conditions, i.e., with the step of 2 oC in 
the temperature intervals close to the respective phase 
transition temperature from ferroelectric to high-tem-
perature cubic phase, see the insets in Figure 3.

Figure 3: The λ(T) of PMN-100xPT (x = 0, 0.1, 0.3 and 
0.35) ceramics. Insets: The λ(T) of PMN-30PT (below) 
and PMN-35PT (above) measured in the range close to 
the phase transition temperature from ferroelectric to 
the high-temperature cubic phase.

Table 2: Selected values of λ from Figure 3.

λ (W/mK)
T PMN PMN-10PT PMN-30PT PMN-35PT

23 °C 1.25 1.27 1.38 1.43
50 °C 1.30 1.32 1.41 1.45

100 °C 1.36 1.39 1.47 1.53
200 °C 1.43 1.46 1.59 1.64
300 °C 1.47 1.51 1.66 1.71 

As previously mentioned for the efficient cooling de-
vice, the Cp to λ ratio of EC material should be as low 
as possible. The values of the Cp/λ ratio of PMN-100xPT 
ceramic samples (x = 0, 0.1, 0.3 and 0.35) are shown in 
Figure 4. In the whole measurement range the low-
est Cp/λ ratio is obtained for PMN-35PT ceramics and 
the highest ones are obtained for PMN and PMN-10PT 
ceramics. For example, at 50 °C the Cp/λ ratio of PMN-
35PT is for 10 % lower than the one of PMN-10PT and 
PMN samples. Note also that the anomaly in the Cp/λ(T) 
of PMN-30PT and PMN-35PT appears at 130 °C and 153 
°C, respectively, and it is the result of the pronounced 
anomaly obtained in the Cp(T) measurement (see Fig-
ure 2).  

Figure 4: The Cp/λ(T) of PMN-100xPT (x = 0, 0.1, 0.3 and 
0.35) ceramics. 

4 Summary and conclusions

In the present work, we examined the thermal prop-
erties of PMN-PT, which is one of the most promising 
EC materials compositions. We studied four different 
compositions; from relaxor PMN to the MPB composi-
tion PMN-35PT.  The measurements of specific heat ca-
pacity versus temperature Cp(T) vary for different PMN-
PT compositions. At 35 °C the Cp is between 0.323 and 
0.326 J/gK. With increasing temperature, the Cp increas-
es continuously untill it reaches the plateau value in 
PMN and PMN-10PT. No anomalies are observed in the 
whole measured temperature range.  In PT-rich compo-
sitions the Cp(T) dependence is different; pronounced 
anomalies are observed at 130 °C and 153 °C for PMN-
30PT and PMN-35PT, respectively. The temperatures at 
which the anomalies occur correspond to the previous-
ly published phase transition temperatures from polar 
to high-temperature non-polar phases obtained from 
dielectric spectroscopy data. The heat capacity anom-
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aly observed in PMN-35PT is much more pronounced 
(DCp= 0.062 J/gK) in comparison to the one observed in 
PMN-30PT (DCp= 0.008 J/gK). 

The thermal conductivity λ of PMN at 23 oC is 1.25 W/
mK, while the one of PMN-35PT is about 13 % larger.  
Such increase of λ with increasing PT content in the 
PMN-100xPT materials persists within the whole meas-
urement temperature range.

To conclude, for an efficient cooling element the EC 
material should possess a low Cp/λ ratio.  PMN-35PT ce-
ramics possess the lowest Cp/λ ratio in the whole meas-
urement range is spite of the anomaly at ~153 °C. On 
the other hand, the PMN and PMN-10PT materials pos-
sess a higher Cp/λ ratio, but no pronounced anomaly in 
Cp/λ is detected in this measurement range. The answer 
to the question: “Which composition of PMN-PT mate-
rial is more appropriate for use in efficient EC cooling 
device of new generation?” is not trivial. From the ther-
mal point of view, the more appropriate compositions 
are the ones with higher amounts of PT (i.e., PMN-30PT 
and PMN-35PT), but on the other hand these compo-
sitions possess high piezoelectric coefficients and well 
defined ferroelectric hysteresis loops, which could be a 
drawback for some specific electrocaloric applications.
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variation
Branislava Milinković1,2, Milenko Milićević1,3, Đorđe Simić1, Goran Stojanović2, Radivoje Đurić3

1TES Electronic Solutions GmbH, Stuttgart, Germany
2University of Novi Sad, Faculty of Technical Sciences, Department for Power, Electronic and 
Communication Engineering, Novi Sad, Serbia
3University of Belgrade, School of Electrical Engineering, Department of Electronics, Belgrade, 
Serbia

Abstract: This paper describes the design and optimization of a Chebyshev 5th order low pass filter with included circuit for 
automatic process calibration and compensation. The filter is realized using lumped elements in 130 nm radio frequency (RF) CMOS 
process and is dedicated to cover lower sub-band (3.4 GHz – 4.8 GHz) of ultra-wideband (UWB) system. The proposed full on-chip 
calibration concept estimates MIM-Capacitor (Metal-Insulator-Metal) capacitance process-induced variation against more stable 
on-chip MOS capacitor reference. In order to estimate the capacitance value, a low frequency oscillator is designed, which uses both 
types of capacitors for generating the oscillations, one after another. The MIM capacitor value is determined in digital domain based 
on the ratio of two oscillation frequencies and its exact needed value is obtained using a compensation capacitor bank. Detailed 
mathematical optimization of the calibration method is presented. 
All RF, analog and digital circuits have been integrated on a test chip and fabricated in 130 nm RF CMOS process. The produced ICs have 
been on-wafer measured and compared to simulation results. According to obtained results, the proposed calibration concept lowers 
process-induced filter transfer characteristic variation from approximately 5 dB to 0.6 dB at the critical frequency. The calibration needs 
to be applied just once at the beginning of circuit operation. The total area of implemented calibration circuit is less than 0.1 mm2. The 
same method and the compensation circuit can be employed for the calibration of all on-chip circuits whose performance is affected 
by MIM capacitance process variation. 

Keywords: process variation; compensation; MIM capacitor; low-pass filter; UWB

Nizko pasovni filter za UWB system z vezjem 
za kompenzacijo procesno vzpodbujenega 
spreminjanja integriranega kondenzatorja
Izvleček: Članek opisuje optimizacijo Chebyshevega nizkopasovnega filtra petega reda, ki vključuje vezje za avtomatsko kalibracijo 
in kompenzacijo. Filter je realiziran z uporabo 130 nm CMOS procesa in je namenjen za podpas (3.4 GHz – 4.8 GHz) UWB sistema. 
Predlagan polno integriran koncept kalibracije ocenjuje spremembe kapacitivnosti MIM kondenzatorja v nasprotju s stabilnim 
referenčnim MOS kondenzatorjem. Za oceno kapacitivnosti je uporabljen nizkofrekvenčni oscilator. Opravljena je bila natančna 
matematična optimizacija kalibracijske metode. 
RF, analogna in digitalna vezja so integrirana na testnem čipu v 1300 nm RF CMOS tehnologiji. Čipi so bili merjeni na rezini. Glede na 
rezultate predlagana kalibracija zmanjšuje procesno prožen prenos karakteristike sprememb za 0.6 do 5 dB pri kritični frekvenci. Ista 
metodologija se lahko uporabi za vsa vezja, ki so obremenjena s spremembami MIM kapacitivnosti.

Ključne besede: variacije procesa; kompenzacija; MIM kondenzator; nizkopasovni filter; UWB
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1 Introduction

Constant IC manufacturing technology scaling allows 
the device integration in ever smaller area. As an ad-
verse effect, the size reduction causes degradation of 
the intrinsic precision of the manufactured compo-
nents [1]. In order to satisfy extreme design constraints 
on the analog/RF circuits with given component toler-
ances, some method of digital calibration must be ap-
plied [1]. For the mass product solutions, it is very im-
portant that the calibration circuits take as small area 
on the silicon as possible. Since with the technology 
scaling the size of digital devices is reduced, it is pos-
sible to implement complex digital calibration circuits 
occupying very small on-chip area. Moreover, for con-
sumer products, external references are not applicable, 
since the external component size is almost compara-
ble to the chip size [2].

In this paper, the design of a passive, LC low-pass filter is 
described. The DC inductance value for on-chip induc-
tors is mostly insensitive to process variations [2], but 
on-chip capacitors notably change their values due to 
the finite manufacturing accuracy. The Table 1 presents 
capacitor value variations for three types of capacitors, 
available in the used technology. 

The MIM-capacitors are the most suitable for RF ap-
plications, since they are the most linear and have 
the highest Q-factor of all available on-chip capacitor 
types, so this type of the capacitor is chosen to be used 
in the design.  In case of MIM-capacitors, the shift in 
capacitance occurs mostly due to the oxide thickness 
variation, rather than to the temperature-induced vari-
ation. Unfortunately, the shift in the capacitance value 
will degrade the final performance of circuits beyond 
allowed limitations, so an adequate calibration and 
compensation method must be applied. Presented cal-
ibration concept compensates MIM-capacitor variation 
and can be applied in any circuit which characteristics 
are deteriorated due to MIM cap process-induced vari-
ations.

Table 1: Tolerances of the available capacitors in the 
used technology

Capacitor type Process and temperature 
(-40:125°C) tolerance

MIM ±15%
MOM ±15%
MOS ±4%

The Paper [3] has demonstrated a way to estimate and 
compensate capacitor values using an external refer-
ence. In [2], the calibration concept with the internal 

on-chip reference has been proposed, which makes 
calibration suitable for the small form factor solutions. 
The price is paid by limited accuracy of the reference, 
but at the other hand, the approach is insensitive to 
parasitic and systematic errors introduced by calibra-
tion circuit. This paper combines these two calibration 
approaches with additional optimizations, offering 
unique calibration solution, applicable for mass pro-
duction. The proposed solution is applied on the low-
pass filter calibration. The concept is verified through 
measurements.   

The second section describes low-pass filter imple-
mentation. In the third section, the calibration concept 
is reviewed in detail. The experimental results are pre-
sented in the fourth section that is followed by conclu-
sion in the fifth section.

2 Low-pass filter

2.1 Description

Ultra Wideband (UWB) systems are very suitable for low 
cost, low power or high data rate, short range commu-
nication. By using a large bandwidth, they are immune 
to narrow band interference and multipath fading.  
These systems are preferable in the applications that 
demand high security level, since transmitted signal is 
noise-like, and hence hard to intercept. 

Filters are one of the key components in UWB systems. 
In transmitter, they control out-of-band radiation and 
suppress higher harmonics. In receiver, filters enable 
the suppression of unwanted signals and interferers. 
Proposed filter is designed for the lower band of UWB 
system according to 802.15.4a standard [4]. The filter 
can be applied in both, transmitter and receiver.

The specifications of the proposed 5th order Chebyshev 
low-pass filter are listed in Table 2. The specifications 
are chosen based on transmitter transmission power 
level and linearity and estimated levels of unwanted 
signals and interferers in image band on the receiver 
side. The Chebyshev filter has the best compromise be-
tween pass-band ripple, which degrades Error Vector 
Modulation (EVM) and selectivity, which limits out-of-
band emission and reception.

Table 2: Filter specifications

Item Value Description
Zin 50Ω

Zout 50Ω
S11 <-10dB
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S22 <-10dB
IL <1 dB Goal

Order 5 Chebyshev
Ripple ±0.5dB

Fc 4.8GHz 3dB point

Selectivity
-15dB
-30dB
-40dB

@6.4GHz
 @8.53GHz
@10.67GHz

The first filter implementation has been synthesized 
using ideal component values from [5]. Due to the low 
Q-factor of the on-chip passive components, optimiza-
tion of component values under nominal conditions 
has been performed. The filter schematic and obtained 
S-parameter simulation results through all three pro-
cess variation corners are presented in Figure 1 and 
Figure 2, respectively. The results are obtained on the 
schematic level and extracted parasitic effects after the 
circuit layout will introduce additional losses. 

Figure 1: LPF- schematic

Figure 2: Filter transfer characteristic in slow(blue), 
typical(green) and fast(red) corner

As it can be seen from Table 2 and Figure 2, the speci-
fications are not fulfilled under all process variations. 
One way to overcome this problem is to increase the 
order of the filter. That leads to overdesign at the price 
of larger chip area. Another solution is to apply a cali-
bration and this solution is the preferred one.

3 Calibration

In this section, the calibration concept using internal 
reference is described in details. 

The most suitable internal reference for on-chip capaci-
tor calibration can be obtained using MOS capacitors. 
As it can be seen from the Table 1, the variation with a 
process and temperature is acceptable ±4%. But MOS 
capacitors are very nonlinear and can’t be used in the 
circuits without appropriate polarization. For the pur-
pose of the calibration, the reference MOS capacitor is 
polarized in the region where its nonlinear behavior is 
negligible.

3.1 Concept

Each of three capacitors from Figure 1 is replaced with 
a bank of one base and several tuning capacitors, used 
for the compensation. Depending on process varia-
tion effects on the capacitance value, the correspond-
ing compensation capacitors are included or excluded 
from the circuit operation using RF switches, Figure 3. 
Thus, the effective capacitance is adjusted to the nomi-
nal value under all process variations. Control signals 
for the switches are generated from the circuits that 
estimate capacitor process variation. 

Figure 3: Capacitor bank

Figure 4 illustrates the concept of MIM-capacitor value 
estimation. The oscillator core generates oscillations 
on charge-pump principle using first the MIM and than 
the MOS capacitance. The MIM-capacitor value is cal-
culated in digital domain by determining ratio of the 
oscillation frequencies which corresponds to inverse 
ratio of the MIM and MOS capacitor values. 

Figure 4: Calibration concept

The real advantage of the proposed approach is can-
cellation of PVT (Process, Voltage and Temperature) 
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variations for all components used for frequency ratio 
determination since the same oscillator core generates 
oscillations in both cases (with MIM and MOS capaci-
tors). 

Values of the capacitors in the cap bank and the pro-
cess values at which they are included in the circuit op-
eration are chosen according to the calculation derived 
in [3].

New value of the nominal capacitor is:

max

' 1
k

CC nomnom
ε+=     (1)

Where Cnom is the capacitor nominal value, ε is maximal 
acceptable error caused by discrete nature of compen-
sation and kmax is maximal process value- kmax=1+3·σ, 
where σ is normalized standard process deviation for 
MIM-capacitors.

New, n-th compensation capacitor (2) is included in the 
circuit operation at the process value given by means 
of (3). It is assumed that Cnom is 1. Note, that at kn pro-
cess value, only Cn is included in the circuit operation.  
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Satisfactory accuracy of up to ε=2% can be reached us-
ing  three compensation capacitors. Normalized values 
of the compensation capacitors are presented in Table 
3. All capacitor values are normalized to Cnom. 

Table 3: Normalized values of the compensation ca-
pacitors in cap bank presented in Figure 3. 

Capacitor name Capacitor value
C’nom 0.8872
CC1 0.0368
CC2 0.0751
CC3 0.1534

3.2 Switch design

Compensation capacitances are included in the circuit 
operation via RF switches as presented in the Figure 3. 
The switches are optimized so that the best compro-
mise between insertion loss (when the switches are 
“on”) and isolation (when the switches are “off”) is ob-
tained for the given application. 

3.2.1 “On” state
When the switch is “on”, the gate voltage corresponds 
to VDD, while VD= VS=0. The impedance seen between 
drain and source terminals of the transistor is dominat-
ed by rds resistance, (4).

 
)( thDDox

ON VVCW
LZ

−⋅⋅⋅
≈

µ    (4)

For the minimal transistor length and the fixed po-
larization we can assume that switch “on” resistance is 
approximately RON≈KR/W, where K-1

R=µ·C0x·(VDD-Vth)/L is 
constant. This approximation is good enough in the 
observed case. 

In order to calculate contribution of the switch “on” 
resistance to the filter insertion loss, we need to trans-
form impedances (Figure 5).
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Figure 5: A series to parallel impedance transformation

For Q>10 we get:

SPSP CCQRR ≈⋅≈ ,2     (6)

Since we have three switches in the circuit, the total 
contribution of the switch “on” resistance to the node 
impedance can be expressed via equivalent parallel re-
sistance, (7). Influence of the switch “on” resistance on 
filter performance is measured by means of Q-factor. 
Equivalent Q-factor of the observed node has the low-
est value in the case when all three switches are “on”. 
This case corresponds to the “fast” corner (k=kmin).
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In that case, the equivalent Q-factor of each capacitor 
can be expressed by (8).
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Where ri corresponds to CCi/Cnom ratio for i=1,2,3 and 
r0=C’

nom/Cnom. These values are listed in Table 3. ω is 
angular frequency, kmin is minimal process value, Cnom 
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is nominal capacitor value, KR is switch constant ex-
pressed above and Wi is width of the i-th switch which 
includes the compensation capacitors CCi into the cir-
cuit operation.

3.2.2 “Off” state
Figure 6 presents switch parasitic capacitors in “off” 
state. Cgd and Cgs are originating from overlap of the gate 
poly and drain/source areas and they can be approxi-
mately expressed via Cgd=Cgs=Cov=W·Lov·C

’
ox. Cdb and Csb 

are junction capacitances between drain/source termi-
nal and substrate. This capacitance is usually decom-
posed into bottom plate capacitance, associated with 
the bottom of the junction, Cj and sidewall capacitance 
due to the perimeter of the junction, Cjsw. Cj and Cjsw are 
capacitance per unit area and unit length, respectively, 
and both can be expressed as Cj=Cj0/(1+VR/фB)m, where 
VR is reverse voltage across junction. фB is the junction 
build-in potential and m is typically in the range of 0.3 
and 0.4 [6]. In order to make these capacitances as low 
as possible, multi-finger structure is adopted and the 
drain is connected to the supply voltage in switch “off” 
state. The switch polarization, as presented in Figure 3, 
is done via inverter and a high value resistor. The resis-
tor increases output inverter impedance since it ap-
pears in parallel with switch “off” impedance.

Figure 6: Switch in “off” state

Rsub models the substrate resistance from the junction 
to the substrate ground and in the given technology it 
depends on size and distance of the substrate contacts, 
the transistor size, the number of the gate fingers, and 
even of nearby circuit elements [7]. 

With the given polarization and multi-finger structure 
and with neglecting Rsub the impedance seen from the 
drain terminal is mainly capacitive and given by means 
of the following formula:

  (9)

Where W is transistor width, E is width of the diffusion 
at drain terminal, Lov is determined by the technology 
and represents length of an overlap area between gate 
poly and drain diffusion area, while C’

ox is oxide capaci-
tance per unit area.

With the adopted polarization, we can approximately 
conclude that the drain capacitance is determined 
with the technology parameters and transistor width, 
Cdrain≈KC·W. Note that in the frequency range of interest 
(up to 10GHz) and with a good layout we can neglect 
Rsub in a given technology. Also W/2>>E is assumed. 

Capacitor error (εp) due to the switch parasitic capaci-
tance is largest when all switches are “off” and that oc-
curs in slow process corner k=kmax. 

            (10)

3.2.3 Switch optimization
Without compensation, the IL (Insertion Loss) is deter-
mined by Q-factor of the inductors. With the compen-
sation present, the switches can significantly degrade 
the IL. In order to prevent it, equivalent capacitor Q-
factor has to be high enough at the frequency range 
of interest. 

According to (8) equivalent capacitor Q-factor de-
creases with a frequency. Thus, insertion loss will be 
the most degraded at the highest frequency where it 
is important: at cutoff frequency (ƒ=ƒc=4.8GHz). Based 
on simulation results that consider degradation of IL 
due to equivalent capacitor Q-factor degradation, it is 
found that for capacitors having Q-factor above 40 at fc, 
the degradation will be lower than 0.5dB.

From (8) we can observe that transistor width should 
be maximal in order to have high Q-factor. From the 
other side, the width should be minimal for the mini-
mal error, (10) so, the optimal trade-off between inser-
tion loss and capacitor error needs to be made. The cal-
culation below gives the optimum ratio of switch width 
for a given Q-factor. 
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The goal is to minimize εp for a given Q.  For the deriva-
tion we are going to use Jesen’s inequality-

)()()()(:,, 332211332211321 xtxtxtfxftxftxftxxx ⋅+⋅+⋅≥⋅+⋅+⋅∀

Where ƒ is a convex function, x1, x2 and x3 in its do-
main, t1, t2 and t3 positive weights for which applies- 
t1+t2+t3=1. Equality applies if and only if x1= x2= x3 or ƒ 
is linear. For ƒ(x)=1/x, we can write:

   (11)
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From (10), (11) and (12) we can obtain:
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Using (8) we can rewrite (13):
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For constant Q at fc, the expression from the right side 
in (14) is constant. Note that the expression doesn’t 
vary with the frequency, since it cancels out. 

Minimal error can be obtained in the case when the left 
and the right side of (14) are equal. It will be the case if 
and only if:
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We can than rewrite (15) into condition:
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With specified Q-factor at fc and (16) and (8) we can ob-
tain the widths of the switches for all three capacitors.

Note that with choosing Q-factor value at fc, we deter-
mine the capacitor error, too. So if the error for chosen 
Q-factor is not satisfactory, one can decrease it at the 

cost of higher IL. For QC=40 we obtain maximal error 
of εp≈2% which is acceptable. For the capacitor C2 the 
switches are sized for these values. For C1 and C3 we are 
restricted with the minimal size of switches in the used 
technology. In this case, QC=35 for εp≈2%. Note that the 
worst IL degradation and maximum error arise in the 
case of different corners. For selected switch widths, 
the IL degradation at fc is below 0.6 dB.

3.3 Compensated filter

The compensated filter is simulated on the extracted 
level through “fast”, “typical” and “slow” corners and ob-
tained S-parameter results are presented in Figure 7.

a)

b)

Figure 7: S-parameters of the compensated filter in 
slow (blue), typical (green) and fast (red) corner- a) S21 
b) S11 

If we compare the results with the ones obtained in the 
non compensated case, Figure 2, we can conclude that 
the filter transfer characteristic variation of 5 dB at the 
critical frequency 6.4 GHz is lowered to only 0.6 dB and 
the specifications are met under all process variations.
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3.4 Capacitor value estimation 

In this section, circuit that generates control bits for de-
signed switches is described in detail. 

3.4.1 Oscillator
The oscillator concept is presented in Figure 8 and is 
in detail described in [3]. Single-ended oscillator circuit 
generates oscillations on the charge-pump principle.  
Although the topology is more-less the same like in 
[3], the design optimization differs a lot. As noted, the 
design procedure in this work gains the benefits from 
using the internal reference, since the accuracy of the 
capacitor value estimation is insensitive to the temper-
ature, power supply and process variations and on the 
parasitic influences of the line connections.

Figure 8: Oscillator- concept

Digital logic coordinates the oscillator. Digital signal 
osc_enb sets the oscillator in the initial state and ena-
bles its running. The MIM / MOS signal determineds 
weather the oscillation are generated with MIM or MOS 
capacitance. The signal SEL in the oscillator has the rec-
tangular shape. Its frequency corresponds to the oscil-
lation frequency and is measured in the digital domain. 

The oscillation period is proportional to the value of 
the measured capacitance, (17).
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In (19) αMIM and αMOS model the oscillation period devia-
tions from the nominal values caused by non-idealities; 
namely, inaccurate on-chip current source, non-ideal 

current mirroring, offset of operational amplifiers, V1 
and V2 variations, parasitic capacitance and resistance 
of the connection lines. Since non-idealities are almost 
the same in both cases of oscillations due to the same 
oscillator core, follows that αMIM≈αMOS.

Voltages V1 and V2 have to be high enough that nonlin-
ear behavior of MOS capacitor does not affect the cali-
bration accuracy. From the other side, these voltages 
have to be low enough, so the “P side” of current mir-
rors has high output impedance.

Proposed calculation shows the influence of V1 and V2 
voltages on the estimation error caused by MOS cap 
non-linearity.

According to ACM (Advance Compact MOSFET) model, 
gate capacitance, for VDS=0, can be expressed by means 
of (21) [9].
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In (21), C0x is gate oxide capacitance, n is so-called slope 
factor and is a function of gate voltage, IF is inversion 
factor which can be calculated using (22). In (22), VT0 is 
threshold voltage, Φt is thermal voltage and VG, VS and 
VD are transistor gate, source and drain voltages. 

For the chosen value of MOS capacitor and high 
enough VG, the Cox is determined. Using the procedure 
described in [9] we can extract parameters VT0 and 
n(VG). For VD=VS=0 from (22), we can express IF and 
substitute it in (21). Now we are obtaining the gate ca-
pacitance as a function of gate voltage, Cgate= Cgate(VG). 
With this expression, we can calculate deviation of TMIM/
TMOS ratio in nominal conditions from ideal (TMIM/TMOS=1) 
as a function of VG.

Using (24) we can express voltage across MOS cap 
(gate voltage) as a function of time. We are assuming 
that capacitor charges from voltage V1 with constant 
bias current, IB.
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From (25) we can find time needed to charge observed 
cap from V1 to V2, namely TMOS(V1,V2).
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In order to have ideal ratio TMIM/TMOS=1, we are choos-
ing:

2
)()( 21 VCVC

C gategate
MIM

+
=                  (26)

Combining (17) and (26) we can express TMIM=TMIM(V1,V2). 
With that and (25), we can express error (TMIM/TMOS-
1)·100% in respect to V1 i V2. The absolute error is de-
picted in Figure 9 as the function of V1 for V2=V1+0.1 V, 
V2=V1+0.2 V and V2=V1+0.3 V. 

As can be seen from the Figure 9 the error caused by 
MOS cap non linearity is negligible for V1>0.6 V for V2-
V1≤0.2 V.

In order to have constant current capacitor (de)charg-
ing, which is assumed during all calculations, current 
mirrors should have high output resistance. Further-
more, Tosc /2 should be larger than clock for digital logic 
under all PVT variations in order to synchronize and 
sense the oscillations in digital network. The nominal 
values of CMIM/MOS=30 pF, IB=100 µA, V1=0.6 V and V2=0.8 
V allow these conditions to be realizable with the ac-
ceptable area of the oscillator. 

The oscillator with the bias sources is fully implement-
ed. Two current sources are designed, one for the com-
parators polarization, another for the purpose of charg-
ing and discharging the capacitors through current 
mirror. The sources are self-biased and operate using 
the positive feedback. For each source, Schmitt trigger 
is designed in order to provide certain start under all 
PVT variations. 

Oscillation frequency for  both, MOS and MIM capaci-
tors, simulated through 81 different PVT combinations, 

changes a lot, due to the full on-chip implementa-
tion. The obtained frequencies are in the range from 
3.37MHz to 15.41MHz. Figure 10 presents time wave-
forms of the slowest, nominal and fastest oscillations 
that occur with MIM-capacitors.

Figure 10: Oscillation waveforms in the slowest, nomi-
nal and fastest case

Table 4: CMIM/CMOS ratio for different PVT values on the extracted level

Item Vdd=1.14V Vdd=1.2V Vdd=1.26V
T [ºC] -40 27 90 -40 27 90 -40 27 90
CORE corner                                                      MIM cap in slow corner (ideal=1.15)
slow 1.17 1.17 1.18 1.16 1.17 1.17 1.16 1.16 1.17
typical 1.13 1.14 1.14 1.13 1.14 1.14 1.12 1.13 1.14
fast 1.10 1.11 1.11 1.09 1.10 1.11 1.09 1.10 1.10

MIM cap in typical corner (ideal=1)
slow 1.03 1.04 1.04 1.02 1.03 1.04 1.00 1.03 1.04
typical 1.00 1.01 1.01 0.99 1.00 1.01 0.99 1.00 1.01
fast 0.97 0.98 0.99 0.97 0.98 0.98 0.96 0.97 0.98

MIM cap in fast corner (ideal=0.85)
slow 0.89 0.90 0.91 0.89 0.90 0.90 0.88 0.89 0.90
typical 0.87 0.88 0.89 0.86 0.87 0.88 0.86 0.87 0.88
fast 0.84 0.85 0.86 0.84 0.85 0.86 0.83 0.84 0.86
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Figure 9: Error in MIM cap value estimation due to 
the finite MOS cap linearity versus V1, for V2=V1+0.1 V 
(green), V2=V1+0.2 V (purple) and V2=V1+0.3 V (blue)
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Table 4 summarizes estimated values of MIM-capacitor 
through different corners, supply voltages and temper-
atures. Nine different combinations of temperature and 
supply voltage are considered- when all except CMIM are 
in one corner, core corner, and CMIM is in another, non-
correlated corner. Estimation error is always smaller or 
equal to 6% (in 96.3% cases error is ≤5%).

3.4.2 Digital logic
Since the calibration process is being performed only 
once after power supply is applied, the speed and the 
low power consumption of the digital logic are not so 
important requirements. The area should be restricted, 
which is not a problem, due to low complexity and 
large level of integration of digital logic.

Block diagram of the digital logic is presented in Figure 
11. The logic is synchronized with an external clock of 
32 MHz. 

Digital logic coordinates the oscillator running, deter-
mines the ratio of the oscillation frequencies and ac-
cording to the ratio value, sets the control bits for the 
filter capacitor bank.

Figure 11: Digital network for generating filter control 
bits

External signal reset_n sets the initial state of the logic. 
All external signals are synchronized with the clock in 
order not to violate setup and hold times of used flip-
flops, to avoid flip-flops to reach metastable state. Cho-
sen oscillations that should be measured are presented 
at the input port osc of the digital network. Signal cal 
is external and it starts the calibration process again. 
Output signals flt_ctrl_b[2:0] control the switches in the 
filter adjustable capacitor bank.

Digital part of the design consists of the four main 
blocks described by Verilog code:
(1)  CONTROL BLOCK, which is the core of the digital 

logic realized as the finite state machine, Figure 
12;

(2)  OSC_COUNTER, that counts oscillation in the pre-
defined time period Tmeasure, equation (18);

(3)  DIVIDER, which divides COUNTMOS and COUNTMIM 
equation (19);

(4)  FLT_CTRL block, that generates filter control bits 
according to the division result.

The listed digital blocks are described via Verilog code 
and are implemented in the silicon. Whole logic is im-
plemented using 450 digital gates and takes the area of 
114µm x 110µm. After synthesis and place-and-route, 
timing and functional checks were performed. 

4 Experimental results- Measurements

The filter with its compensation capacitors, oscillator 
and digital network are designed and fully integrated. 
The layout of the whole design is presented in Figure 
14. As it can be observed from the figure, the compen-
sation capacitors are realized with multiple capacitors 
connected in series. This has been done due to the high 
minimal value of MIM capacitors in used technology. 
The effective area of the design is significantly smaller 
than the size of the entire chip. The reason for that and 
for layout aspect ratio is adjusting the design to avail-
able on-chip measurement equipment and integration 
of the test chip on the multi-project-wafer available 
area. It should be emphasized that, in order to have 
possibility of external calibration, an additional circuit 
is added. The circuit is composed of the three multi-
plexers controlled by signal reset_n which determines 
whether the calibration is internal or external. Also, 
shift register is implemented for writing three control 
bits via two external signals. 

Figure 12: Control block- FSM (Finite State Machine)

Figure 13: Counter of the oscillations and time counter
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The Figure 15 shows the measurement results of the 
circuit using internal calibration procedure. Measure-
ments are performed under nominal conditions - at 
the room temperature and nominal supply voltage. As 
it can be seen from the figure, the compensated filter 
transfer characteristic matches well with the simulated 
one - at the cutoff frequency the difference is 0.6 dB. 
Also, uncompensated filter characteristic is shown. In 
this case, control bits have random values. The differ-
ence between simulated and non-compensated case 
at cut-off frequency is unacceptable 2dB. 

Figure 16 and Figure 17 present the photo of the IC 
die and the measurement set-up using the on-wafer 
probes.

Figure 14: Integrated design- layout view

14
90

µm
 

700µm 

Figure 15: Filter a) S21 and b) S11 parameters in com-
pensated (green), simulated (red) and non-compensat-
ed case (purple)

a)

b)

Figure 16: Die photo

5 Conclusion

This paper proposes one way of fully integrated on-
chip calibration of MIM-capacitor process induced vari-
ation, utilizing more stable MOS capacitor as reference. 
The test circuit is designed and verified using standard 
130 nm CMOS process. The concept is applied to low-
pass filter design and is verified through simulations 
and measurements.  After the calibration is applied, 
MIM capacitance variation is lowered from 15% to 8%.. 
Moreover, optimization of RF switches is proposed. 
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Figure 17: Die with probes

With adopted optimization, the switches increase filter 
insertion loss no more than 0.6 dB in “on” state, and in-
troduce additional capacitor error below 2% when they 
are all “off”. 

The same method can be used for compensating the 
process variation in any other circuit type and in any 
other CMOS technology process. 
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Abstract: Positive charge pumps, also known as inductor-less DC/DC converters, are very common in white LED drivers. They are less 
expensive and simpler to use, but they usually achieve a lower efficiency than inductor-based boost circuits. In this paper, we describe 
a novel negative charge-pump design for a white LED driver that can automatically select the 1X/1.5X mode. Unlike a conventional 
positive charge-pump circuit, the negative charge-pump circuit is integrated with current sources having an ultra-low dropout 
voltage, and the current source dropout is typically 80 mV. The negative charge-pump does not require an additional series-voltage-
regulated transistor to adjust the output voltage, which can extend the operating time of the 1X mode and dramatically improve 
the efficiency of the lithium-ion battery. In addition, the negative charge pump does not require a substrate selection circuit, which 
reduces the circuit complexity. The proposed negative charge pump is realized in a 0.5-µm 5-V BiCMOS process.

Keywords: Current regulator; DC–DC power converters; LED driver; negative charge pump 

Visoko učinkovito vezje negativne črpalke naboja 
za WLED osvetljevanje ozadja
Izvleček: Pozitivne črpalke naboja, ki jih poznamo kot DC/DC pretvornike brez tuljav, so zelo pogoste pri napajalnikih LED. So poceni 
in enostavne, vendar običajno dosegajo nižje izkoristke kot vezja na osnovi tuljav. V članku predstavljamo nov dizajn negativne črpalke 
naboja za napajanje belih LED, ki se avtomatsko postavijo v 1X/1.5X način delovanja. V nasprotju s pozitivnimi črpalkami naboja imajo 
negativne črpalke naboja integriran tokovni vir z izredno nizkim padcem napetosti (tipično 80 mV). Negativne črpalke naboja ne 
potrebujejo dodaten tranzistor za reguliranje izhodne napetosti, kar povečuje čas delovanja 1X načina in izboljša izkoristek litij-ionskih 
baterij. Predlagana črpalka naboja je realizirana v 0.5-µm 5-V BiCMOS tehnologiji.

Ključne besede: tokovni regulator; DC–DC močnostni pretvornik; LED krmilnik; negativna črpalka naboja 
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1 Introduction

The need for a white-LED (WLED) driver to illuminate 
the small color displays in cellular phones and other 
portable devices has increased rapidly over the last 
few years [1]. Currently, two approaches are commonly 
used to generate an adequate forward bias for WLEDs: 
a capacitor-charge pump and inductor-based boost 
circuits. Compared with inductor-based boost circuits, 
charge pumps are lower in cost, lower in working fre-
quency, and simpler in design, but they have also 
been less efficient than inductor-based boost circuits 
[2]. However, efficiency might be the most important 
parameter for the designer of a portable device. There-
fore, the improvement of the efficiency of charge-
pump circuits becomes the key point of circuit design.

The operating voltage from most Lithium ion battery is 
3 V to 4.2 V, while a WLED’s forward voltage is typically 
3.1 V to 3.5 V. Consequently, in order to improve the ef-
ficiency of the battery, an automatic-select multi-mode 
charge pump is used to provide an adequate forward 
bias for WLEDs. Presently a general choice is to use a 
two-mode (1X and 1.5X) charge pump [3–6]. A WLED 
is a current-driven device whose brightness is pro-
portional to the conduction current. The conduction 
current is normally regulated to avoid exceeding the 
rated maximum current and to obtain a constant lumi-
nous intensity. As shown in Fig. 1, a traditional positive 
charge-pump solution for WLED drivers uses a PMOS 
regulator transistor to generate a regulated output 
voltage. The PMOS transistor before the charge-pump 
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stage is operated as a controlled resistance RDSON, and 
regulation can be achieved by generating a voltage 
drop across RDSON. The current regulator ensures that 
each WLED produces similar light output [7–9]. In Fig. 
1, Rp is the parasitic resistance of the ground pad and 
bonding wire. Obviously, the key to improving the cir-
cuit efficiency focuses on lowering the voltage drop of 
the PMOS regulator transistor, Rp, and that of the cur-
rent regulator.

To reduce the voltage drop of Rp and the current regula-
tor, a current-regulated charge pump was designed for 
a WLED driver [10]. Fig. 2 shows the current-regulated 
charge pump scheme. The WLED can directly be con-
nected to the system ground, and the current regulator 
transistor before the charge-pump stage is operated 
as a controlled current source IDS. The current regulator 
transistor controls the pumping current, and output 
current regulation is accomplished by the changes in 
pumping current for all variations of the load [11]. The 
negative effect of Rp and the voltage drop of the cur-
rent regulator are eliminated. 

Parallel-connected WLED are commonly used in me-
dium- and high-power driving WLED systems without 
the high cumulative voltage drop requirement, which 
is needed in series-connected driving WLED system. To 
cope with the current imbalance problem in parallel-
connected WLED strings, a simple and highly efficient 
method is to have a current regulator for each WLED 
string [12]–[13]. However, the current-regulated charge 
pump (shown in Fig. 2) removes current regulator in or-
der to obtain high efficiency, therefore it just suitable 
for driving a series-connected WLED string. If it is im-
plemented in a 5 V process, it is only suitable for driv-
ing a single WLED. In practical applications, customers 
often need to drive multiple WLEDs and obtain high 
current matching accuracy.

This brief presents a novel negative charge pump for 
a plurality of driven WLEDs, as shown in Fig. 3. The 
scheme is composed of an automatic-select 1X/1.5X 
negative charge pump and a series current regulator. It 
is noted that there is no series voltage/current regula-
tor transistor; therefore, the source–drain voltage drop 
of the regulator transistor can be saved, and high effi-
ciency can be achieved. The anode of the WLED can be 
directly connected to the Li+ battery, and the cathode 
can be connected to negative charge pump. Hence, 
the current flowing through the WLED does not need 
to flow through the power pad of the chip, thereby re-
moving the negative effect of the parasitic resistance 
of the power pad. In addition, the current regulator 
voltage dropout is typically 80 mV. All of these dramati-
cally improve the efficiency, which allows the proposed 

negative charge pump to achieve the efficiency of in-
ductor-based boost circuits.

Figure 1: Conventional positive charge pump inte-
grated with a constant current. The PMOS regulator 
transistor in the output loop operates as a controlled 
resistance and regulated output voltage.

Figure 2: Current-mode charge pump that does not 
incorporate a series constant current. The pad parasitic 
resistance of the ground in the output loop is avoided.

Figure 3: Proposed negative charge pump that does 
not incorporate a series regulator transistor. The pad 
parasitic resistance of the power source in the output 
loop is avoided.

Section 2 discusses the efficiency improvements of 
the negative charge pump, and Section 3 describes 
the 1X/1.5X negative charge-pump topology. Section 
4 discusses the ultra-low dropout voltage of the cur-
rent sources and the mode selection criteria. The ex-
perimental results are presented in Section 5, and the 
conclusions are drawn in Section 6.
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2 Efficiency Improvements

Compared to an inductor-based boost DC/DC convert-
er, a capacitor charge-pump converter is less efficient, 
which can reduce the battery runtime. A charge-pump 
scheme with an automatic-select conversion mode in-
creases the efficiency over a wide input-voltage range. 
The quiescent operating current of the WLED driver is 
usually very small compared to the load current of the 
WLED; thus, the efficiency of fractional-ratio charge 
pumps with a conversion ratio of M can be closely ap-
proximated by

     (1)

where VIN is the power source voltage, and VLED is the 
voltage drop across the WLED. As can be deduced from 
(1), the efficiency versus VIN will decrease as in the 1/x 
function for a fixed value of M [14], and the best con-
version efficiency is offered by a 1X transfer mode (M 
= 1). However, this mode can only be used when the 
battery voltage is greater than the forward voltage of 
the WLED. It will be best for the driver to remain in a 
high-efficiency mode as long as possible while the 
battery voltage falls. Therefore, the main challenge in 
charge-pump design is to reduce the output-loop volt-
age losses. As shown in Fig. 1, the minimum battery 
voltage required by the 1X mode is:

(1X)MIN LED DSON LED Dropout LED pV I R V V I R= × + + + ×  (2)

where RDSON is the source–drain conduction resistance 
of the regulator transistor, which is typically 2 Ω. Fur-
ther resistance reductions are limited because lower 
resistances would necessitate a large MOS transistor, 
which increases the cost of the power device. VDropout is 
the voltage dropout of the current regulator, which is 
about 250-300 mV [10]. The proposed circuit supports 
up to four white LEDs, and the maximum current for 
each WLED is about 20 mA, making ILED 80 mA in total. 
VLED of the WLED used for the simulation is 3.18 V, and Rp 
is ignored. The maximum efficiency of the 1X mode is 
88.6%. The presented negative charge-pump topology 
does not require a regulated transistor, and it extends 
the 1X mode all the way down to

 
(1X)MIN LED DropoutV V V= +    (3)

The designed current source dropout is typically 80 
mV; therefore, the maximum efficiency of 1X mode can 
reach 97.5%.

3 Negative Charge-Pump Topology

Fig. 4 summarizes the topology transformations of 
the negative charge pump for the 1X and 1.5X modes. 
The double-modes negative charge pump includes six 
NMOS switches MN1-MN6、two PMOS switches MP1-
MP2 and two flying capacitors CF1-CF2. By alternating 
the arrangement of switches and capacitors, it can real-
ize two different conversion modes: 1.5X and 1X.

3.1 1.5X mode

During the first half period (0 to 0.5T), MOS switches MP1
、MP2、MN4 are on, and the other MOS switches are off, 
CF1 and CF2 are in series connection and are charged by 
the power supply VIN. The flying capacitors are equal to C, 
so the input voltage is evenly distributed across the two 
flying capacitors, and are charged to 1/2 VIN.

Figure 4: Topology transformations of the negative 
charge pump: 0–0.5T is the charge period for the flying 
capacitors, and 0.5–1T is discharge period

In the second half period (0.5T to T), the switches change 
their state, MOS switches MN1、MN2、MN3、MN5 are 
on and the other MOS switches are off. CF1 and CF2 are 
in parallel connection and one terminal is connected to 
ground, there is a charge redistribution between CF1、CF2 
and CL. Assuming all the MOS switches are ideal. In a 
generic period j we get

 
IN OUT

12 ( V ) CL V (j 1)
2(j) (j)

2OUT CL

C
V V

C CL

× − + × −
= =

+
 (4)

Assuming that in the initial state VOUT (0) = 0 V, we get

   (5)

whose limit for j →∞ is -1/2VIN. 

Indeed, the output voltage will steeply decrease and 
will slowly tend to its final value. The voltage between 
the input VIN and the output VOUT is 1.5VIN.
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3.2 1X mode

Only the MOS switch MN6 are always on, while the oth-
er switches are off, the output voltage VOUT is connected 
to ground via the NMOS switch MN6, The voltage be-
tween the input VIN and the output VOUT is equal to VIN. 
In the 1X mode the charge pump does not switch and 
act just like a LDO.

4 Current Source of the Ultra-Low 
Voltage Dropout and Mode Selection 
Criteria

4.1 Current Source of the Ultra-Low Voltage Dropout

The use of a current mirror is a common method for a 
current source. Fig. 5 presents a conventional current 
source for a WLED. The error amplifier guarantees that 
the current mirror (MN1 and MN2) source–drain volt-
ages are approximately equal; the value of the WLED 
current is 260Iref when the mirror ratio is 260. VOUT is 
provided by the positive charge-pump output, and Vds 
(MN2) is set to 250–300 mV in order to obtain high cur-
rent matching accuracy. This increases the voltage con-
sumption of the output loop and dramatically lowers 
the efficiency [10] [15].

Figure 5: Conventional current source scheme.

Fig. 6 shows the scheme of the current source of the 
ultra-low voltage dropout and mode selection control 
circuit. The mirror transistor MN2 provides a constant 
current drain for the WLED, and VOUT is the output of 
negative charge pump. It should be clear that source–
drain voltage of MN2 is:

   (6)

Thus, Vds2 = VIN – VLED in 1X mode, and Vds2 = 1.5VIN – VLED 
in 1.5X mode. The voltage of Vds2 is not a fixed value but 

rather a linear relationship with VIN. Thus, MN2 provides 
not only the current source of the WLED but also acts as 
a regulator transistor, as shown in Fig. 1. The maximum 
current for each WLED is about 20 mA, which is much 
smaller than the total current; thus, further reducing 
Vds2 to 80 mV is feasible. In addition, the operating volt-
age range of the chip is 2.8–5 V, and Vds2 will be reduced 
to below 250 mV in a very small range of the operating 
voltage. Then, the slight decrease in the current match-
ing accuracy in this range is acceptable.

Figure 6: Current source of the ultra-low voltage drop-
out and mode selection control circuit.

4.2 Mode Selection Criteria

Fig. 6 also shows the mode selection control circuit that 
is used for the 1X/1.5X mode transition. Depending on 
the drop in the input voltage, the source–drain voltage 
(Vds2) of MN2 decreases, and the gate–source voltage 
(Vgs2) of MN2 increases. Vds2 and Vgs2 contain the real in-
formation of VIN and the load. At Vds2 ≈ 80mV, the circuit 
operating mode will change from the 1X mode to the 
1.5X mode. MN2 operates in the linear region and 2(Vgs2 
– Vth2) >> Vds2. The current of the WLED is written as

 
2 2 2( )LED n OX gs th ds

WI C V V V
L

µ= −   (7)

Therefore, Vds2 is inversely proportional to Vgs2. In the 
design, we use Vgs2 as the 1X to 1.5X mode transition 
as a control condition because Vds2 is very small at the 
point of the mode transition, and it is not suitable as 
the input voltage of Comp1. In addition, a small volt-
age change in Vds2 will cause a large voltage change in 
Vgs2. Therefore, the mode transition point from 1X to 
1.5X can be accurately controlled.

A hysteresis voltage between the reference Vref1 and Vref2 
is necessary to avoid uncontrolled toggling between 
the 1X mode and the 1.5X mode. Furthermore, Vref2 has 
to be larger than 80 mV to always guarantee stable DC 
operation in any mode. We set Vref2 = 300 mV; thus, the 
mode selection control circuits consist of Comp1 and 
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Comp2. The two comparators sense Vds2 and Vgs2 and set 
or reset a flip-flop. The flip-flop stores the information 
of the mode change according to Table I.

Table 1: Mode Selection Depending on Comp1 Output 
T1 and Comp2 Output T2

Actual Mode T1 T2 Set Mode
1X H L 1.5X

1.5X L H 1X

Fig. 7 shows the simulation results of the mode change 
due to a change in VIN. The input voltage is swept from 
5 V to 3.2 V and back to 5 V. When the input voltage 
drops, Vds2 drops below 80 mV (point A in Fig. 7), the 
Comp1 output T1 goes high, and the operation mode 
changes from 1X to 1.5X. When the input returns to the 
higher voltage, and Vds2 returns to 300 mV (point B in 
Fig. 7), the Comp2 output T2 goes high, and the opera-
tion mode returns to 1X. There is a hysteresis voltage of 
about 220 mV when transitioning from 1.5X to 1X.

Figure 7: Effect of switching from the 1X mode to the 
1.5X mode and back to the 1X mode on (a) the input 
voltage VIN, (b) the source–drain voltage of MN2, Vds2, 
(c) the Comp1 output T1, (d) the Comp2 output T2, and 
(e) the output voltage VOUT. Point A indicates where 
Vds2 drops below 80 mV (transition from 1X to 1.5X). At 
point B, Vds2 returns to 300 mV (1.5X to 1X).

5 Experimental Results

The proposed circuit was implemented in a 0.5-um 5 V 
BiCMOS process by CSMC Technologies. For the simu-
lation and experimental measurements, the external 
flying capacitors (CF1, CF2) and load capacitor (CL) are 
both 1 μF, VLED of the WLED is 3.18 V when the WLED 
current is 20 mA, and the chip drives four WLEDs. Each 
LED current is set to approximately 20 mA.

The simulation and experimental measurement results 
in Fig. 8 show the efficiency versus the input voltage 
when the input voltage is swept from 5 V to 2.6 V. The 
results show that there is a sudden drop in efficiency at 
approximately 3.3 V. According to (1), we know that M 
of the charge pump has suddenly increased, and the 
negative charge pump switches from the 1X mode to 
the 1.5X mode at approximately 3.3 V. Further, the max-
imum efficiency from the simulation is approximately 
93.2%. From Fig. 4, the 1X mode uses an NMOS (MN6) 
bypass switch to connect the output to the system 
ground. The parasitic resistance of MN6 will reduce the 
efficiency of the chip. This is the main reason why the 
maximum simulation efficiency is lower than the theo-
retical value. During the experimental measurement, 
the parasitic resistance of the pin pads and PCB routing 
and the ESR of external capacitors will further reduce 
the efficiency. In Fig. 7, the  maximum measured effi-
ciency is 89.3%, which is lower than that of simulation. 
Therefore, careful PCB routing is necessary to achieve 
the best performance.

The average measurement efficiency of the design over 
the entire input voltage range of a lithium-ion battery 
is approximately 75.2%. In contrast, an inductor-based 
boost circuit can achieve an efficiency between 75% 
and 80% [6]. Thus, our proposed scheme can achieve a 
high efficiency, as in an inductor-based boost scheme.

Fig. 9 shows measured currents of the four parallel 
WLEDs. When the chip operates in the 1X mode or 1.5X 
mode, the current of each WLED decreases as the input 
voltage decreases. In the operating voltage range (2.8–
5 V), the current exhibits good stability, and the rate of 
change is less than 3.5%. There is always a gap between 
the four curves, and the maximum gap is about 0.4 mA 
(2%) due to the mismatch between the transistors of 
the current source for the WLEDs.

Fig. 10 shows the layout of the chip with a die size of 
1.346  ×  1.34 mm2. The control and protect module 
comprises an oscillator operating at 250 kHz, a soft 
start function, an output over-voltage protection func-
tion, a 16-step brightness control function, an under-
voltage lock-out function, and a mode change control.

6 Conclusion

Traditionally, WLED backlight designs that employ 
charge pumps have been less efficient than inductor-
based designs. This brief has presented a negative 
charge pump with an ultra-low dropout current regula-
tor. The novel negative charge architecture overcomes 
the inefficiencies typically encountered in a positive 
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