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0  INTRODUCTION

The control of the autoclave is designed on the basis 
of a mathematical model of the autoclave developed 
in [1], where the paper deals with the various types 
of heat transfer, basic heat-transfer equations, heat-
transfer coefficients, heat flow, forced convection, 
conduction, thermal resistance, specific theories about 
dimensionless numbers like the Nusselt, Reynolds 
and Prandtl numbers, etc. The other process treated 
mathematically is pressure changing. The focus is 
the process inside the autoclave, which can be more 
simply described as heating, cooling and changing the 
pressure. Most of the used data are real and obtained 
from the autoclave manufacturer, but where this was 
not possible, the method of the model’s response 
fitting to the measured data was used. At the end of the 
paper we conclude that the designed model is usable 
for a variety of process control, due to the obtained 
very similar simulated and real process responses, 
considering some simplifications and using a curve-
fitting procedure.

The similar heat transfer problems like natural 
and enhanced convection were studied in [2] and even 
more specific problems like radiation, conduction, and 
also natural and forced convection mechanisms were 
studied in [3]. In [4] the authors focus on the issue of 
heat treatment, where heat transfers were calculated 
using methodology based on inverse heat transfer, 

and similarly the inverse problem was used in [5] to 
approximate heat conduction. 

In a real process, temperature and pressure 
control are treated as two independent control 
loops. The temperature is controlled continuously 
with two predictive functional controllers (PFCs) 
and pulse-width modulation of the heating with 
electrical heaters and cooling with a water cooler 
and an analogue valve. The pressure is discretely 
controlled with pressure increasing through the on-
off valve and pressure decreasing through two on-off 
valves of different sizes. The advantage of predictive 
control is that it is simple to understand and easy to 
tune [6]. Predictive control [7] and [8] is based on a 
forecast of the process output signal at each sampling 
instant, where the forecast can be made implicitly or 
explicitly, based on a controlled process model. In the 
next step the control is selected such that it brings the 
predicted process output signal back to the reference 
signal in a way that minimizes the control error in the 
area between certain time horizons. Predictive control 
normally provides good performance, so it is not 
surprising that it is increasingly used in the industry 
[9] to [14]. 

First, the predictive functional control algorithm 
was developed for linear systems and then the basic 
idea was extended to nonlinear systems [15] to [20]. 
An example of industrial use of fuzzy predictive 
control is proposed in [21] to [23], where new 
Takagi-Sugeno proportional-integral predictive fuzzy 
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controllers (PI-P-FCs) to speed control a class of 
servo systems are presented. 

Like most industrial plants, the autoclave also 
exhibits a multivariable nature, which means that it 
has at least two inputs, two outputs and more than 
one variable that have to be controlled. In many 
cases more than one input variable is coupled with 
the outputs. The interactions between the temperature 
and the pressure in the autoclave cannot be neglected, 
so they were taken into account. Multivariable 
process control is well known and it was extensively 
studied in [24] and [25]. The fundamental principles 
of predictive functional control [7] were applied 
and extended to the multivariable case in [27]. In 
comparison with classical multivariable approaches, 
the main advantage of multivariable predictive 
functional control (MPFC) is in its simple design and 
high-quality control performance.

In the paper the predictive functional control 
of an autoclave in uni- (PFC) and multivariable 
(MPFC) manners is presented. The performances 
of both predictive algorithms are compared to the 
classical compensating PI approach. The results 
show the advantage of using the MPFC controller for 
multivariable autoclave processes.

The paper is organized as follows: in Section 1 the 
details of the autoclave model are given. In Sections 
2 and 3 the univariable and multivariable predictive 
functional control are introduced, and in Section 4 
controller tuning rules for both predictive control 
algorithms are presented. The implementation of both 
predictive control algorithms and the compensating 
PI approach is depicted in Section 5 and the results 
are collected in Section 6. Finally, the conclusions are 
drawn in Section 7. 

1  DETAILS OF THE AUTOCLAVE MODEL

An autoclave is a pressure vessel in a cylindrical 
form [1] where composite semi-products are heated 
at selected temperatures and under high pressure, 
and so under the applied conditions become harder 
and therefore of a higher quality. In the autoclave 
the working pressure is up to 7 bar and the working 
temperature is up to 180 °C.

The autoclave is made of stainless steel and 
isolated with mineral wool and an isolating aluminium 
coat. The volume of the autoclave is 5600 litres. The 
autoclave is heated with electrical heaters with a 
power up to 110 kW and cooled with an inner cooler 
with a power up to 73 kW using cooling water. The 
pressure in the autoclave is increased and decreased 
by a flow of compressed air. A centrifugal ventilating 

fan on the back of the autoclave with a water-cooled 
mechanical axle washer and an electromotor drive 
outside the autoclave provide the air circulation.

The mathematical model of the autoclave’s 
heating is built using heat flows and energy-balance 
equations, where the heat-transfer coefficients, 
areas of thermal conductivity, resistances of thermal 
conductivity, material masses, specific heat capacities, 
thermal conductivities, convection coefficients, 
characteristic lengths and Nusselt numbers are defined. 
In addition to the influence of the conductance on the 
heat transfer, forced convection is also significant. 
The delay with the heating is 30 s. 

The cooling process is very similar to the heating 
process. The only difference is the source, which is 
heaters for heating and a cooler for cooling. All the 
other heat flows are the same. The mathematical 
model of the autoclave’s cooling is again built using 
heat flows and energy-balance equations, where 
similar parameters and coefficients are defined. The 
delay with the cooling is also 30 s.

The pressure in the autoclave is increased with 
compressed air through the entry on-off valve and 
decreased by letting the air out through two exit on-
off valves of different sizes. The valves are modelled 
as analogue valves, where both exit valves are 
considered as a single valve with a larger dimension. 
The mathematical model of the pressure changing is 
built using mass flows and mass-balance equations. 
The delay with the pressure changing is 1 s.

Some of the model parameters were first 
estimated and then optimized with the method of the 
model’s response fitting to the measured data with 
the criterion function of the sum of squared errors, 
described with symbols as follows:

 θ p set processy y. .= −( )





∑argmin model

2
 (1)

In Eq. (1) the following notations are included: 
θp.set is the set of parameters, yprocess the real process 
output and ymodel is the mathematical model output.

The set of parameters, which were optimized 
using mentioned method, consists of the coefficients 
in Nusselt numbers calculations x and q, metal and 
coat masses mme and mc, metal and mineral wool 
thicknesses lme and lw, air circulation velocities u and 
v, and surface between the air in the autoclave and the 
metal Same by the autoclave heating model. 

By the autoclave cooling model the set of 
optimized parameters consists of the volume flow 
of the cooling water Φcwi, cooler surface Scwa, heat-
transfer coefficient between the cooling water and the 
air in the autoclave Kcwa, and again metal thickness lme 
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and surface between the air in the autoclave and the 
metal Same. 

The set of optimized parameters by the autoclave 
pressure changes model consists of nonlinearity Knl 
and the valve constants Kin and Kout. 

2  PREDICTIVE FUNCTIONAL CONTROL

Since they are natural and can be rapidly understood, 
the basic principles of PFC control are very solid and 
easy to understand [9]. The algorithm is based on the 
explicit use of a dynamic process model to predict the 
future process-output behaviour over a finite horizon 
and to evaluate control actions in order to minimize 
the chosen cost function.

For each time constant the optimal control 
sequence according to the criterion is obtained, but 
only the first element is used and applied. 

The control goal is to determine the future control 
action so that the predicted output trajectory coincides 
with the reference trajectory, which is given in the 
form of the reference model. The single coincidence 
point (horizon) is assumed and is called the 
coincidence horizon (H). The prediction is calculated 
using the known strategy of mean level control 
under the assumption of constant future manipulated 
variables u(k) = u(k + 1) = ... = u(k + H – 1).

The main idea of the PFC is the equivalence of 
the objective increment of the process Δp and the 
model output increment Δm, from which the control 
law of the PFC is obtained:
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where am can be written as am = e –Ts/Tm, in which Tm is 
the model time constant and Ts stands for the sampling 
time, and ar can be written as ar = e–Ts/Tr, in which Tr 
is the reference model time constant. Furthermore, bm 
is the model gain, w is the reference signal, y is the 
process output and ym is the process model output.

If the process has a time delay, the control law 
is modified according to Smith’s predictor principle 
[26]:
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where y′(k) = y(k) + ym(k) - ymd(k), in which ymd is the 
delayed model output. 

3  MULTIVARIABLE PREDICTIVE FUNCTIONAL CONTROL

The basic principles of predictive functional control 
were extended to the multivariable manner [27]. The 
problem of delays in the plant is circumvented by 
constructing an auxiliary variable that serves as the 
output of the plant if there are no delays present. A 
discrete undelayed process model must be given in the 
state-space form with the matrices Am, Bm and Cm:
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where xm is the model state vector, u is the model’s 
input and ym

0  is the undelayed model output. 
The control goal is the same as in Section 2 and 

the reference trajectory is again given in the form of 
the reference model. The prediction is also calculated 
using the known strategy of mean level control 
under the assumption of constant future manipulated 
variables.

Next, we can obtain the H-step-ahead prediction 
of the undelayed model:

 y k H C A x k M u km m m
H

m AIB
0 +( ) = ( ) + ⋅ ( )



⋅ ,  (5)

where MAIB = (AmH – I)(Am – I)–1Bm, in which I is 
identity matrix. 

The reference model is given as:
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,
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where xr is the reference model state vector, w is the 
reference signal and yr is the reference model output. 
The matrices Ar, Br and Cr of the reference model 
must satisfy the equation:

 C I A B Ir r r−( ) =−1 , (7)

which enables reference trajectory tracking due 
to a unity gain for each channel. If a first-order 
reference model is used its matrices become diagonal. 
Furthermore, we can choose Cr = I and so it must be 
Br = I – Ar. The reference-model prediction can then 
be given as:

 y k H A y k I A w kr r
H

r r
H+( ) = ( ) + −( ) ( ) ,  (8)

where a constant and bounded reference signal  
w(k + i) = w(k), i = 1, ..., H is assumed.

If the main idea of the MPFC is taken 
into account, the reference-trajectory tracking  
yr(k + i) = yp0(k + i), i =1, ..., H, next equalise the 
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objective increment vector Δp and the model output 
increment vector Δm:

 y k H y k y k H y kr p m m+( ) − ( ) = +( ) − ( )0 0 0 ,  (9)

and do some further calculations, we obtain the 
control law of the MPFC controller:

 u k G I A e M x kkr
H

AC m( ) = −( ) ( ) + ( )( )−
0
1 '' , (10)

where e′′(k) = w(k) – yp(k) + ym(k), MAC =   
= ArHCm – CmAmH and G0 = Cm(AmH – I)(Am – I)-1Bm.

The control law is realizable if G0 is nonsingular, 
which is true when the plant is stable, controllable and 
observable. In other words, the MPFC control law can 
only be implemented for stable open-loop systems. 

4 CONTROLLER TUNING RULES

Predictive functional controllers are quite easy to tune 
because there are just a few parameters to set. The first 
requirement is to have the plant model. With the PFC 
this means having a model time constant Tm, a model 
gain Km and a model delay Dm. On the other hand, 
with the MPFC this means having the model written 
in the undelayed discrete state-space form with the 
matrices Am, Bm and Cm.

From here on only  two controller parameters 
need to be tuned. With the PFC these are the reference 
model time constant Tr and the coincidence horizon H. 
With the MPFC these are the discrete reference model 
matrix Ar and again the coincidence horizon H. Note 
that the coincidence horizon H must always be an 
integer value. 

We investigated the predictive functional 
controller’s behaviour and performance using the 
different parameter settings on various simple and 
complex models.

With the PFC we took into account the results 
from [6] and tested their relevance. Using these 
settings the control performance was good, so we used 
the Tr rule and the bit fastened H rule, which we can 
combine in Tr = Tm / 10 and H = round(Tr / (2Ts)).

In addition, with the MPFC we examined the 
findings from [27], where the stability of the control 
algorithm regarding the parameter H was studied. If 
H is less than the maximum relative degree ρ of the 
model (H < ρ), the matrix G0 becomes singular and 
the control law is not applicable. When H is equal to 
ρ (H = ρ) the obtained closed-loop control is stable 
only if all the open-loop transmission zeros are inside 
the unit circle. And when H tends to infinity (H→∞) 

the system matrix of the closed-loop system Ac goes 
to Am, from which it can be concluded that a stable 
control law could always be obtained for open-loop 
stable systems, even if some open-loop transmission 
zeros are outside the unit circle when a suitable 
coincidence horizon is used. 

The discrete reference model matrix Ar can 
be, using Eq. (7) and further assumptions, easily 
presented as a diagonal matrix of the reference model 
time constants in a continuous time:
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where m stands for the number of model states, arm is 
the state matrix (A), which in this case is a constant, 
of the discretized with Ts continuous time state-space 
model with A′ = –1 / Trm, B′ = 1 / Trm, C′ = 1 and  
D′ = 0. 

Following that we can give the tuning rules for 
MPFC parameters like Trm = Tmm / 2.5 and H ≥ ρ, 
where Tmm is the continuous time constant of the mth 
reference transfer function. 

H ≥ ρ is valid for stable open-loop systems with 
all open-loop transmission zeros inside the unit circle. 
If some open-loop transmission zeros are outside the 
unit circle, the setting H > ρ must be used. 

In general, these tuning rules are default settings, 
which normally give satisfactory results, considering 
the trade-off between the robustness and performance 
of the controlled system. If our requirements are 
different, we can also set it higher or lower. However, 
caution is needed as a lower Tr or Trm means a more 
tightened and faster control loop, and so the closed-
loop can become unstable. A lower H also means 
a more tightened and faster control loop, so a lot of 
noise can be propagated through the system. The 
lower limit for H is one, because normally the models 
have a maximum relative degree equal to one. A 
higher H propagates less noise through the system, but 
also slows down the control loop. 

5  IMPLEMENTATION

For the implementation of the control algorithms we 
had to linearize and simplify the built multivariable 
mathematical model of an autoclave [1]. A sampling 
time (Ts) of 1 second was used. Univariable predictive 
control is designed based on a first-order transfer 
function of a process. We used the following 
approximations:
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where Gheat is the first-order transfer function of the 
heating process and Gpress is the pressure-changing 
process transfer function. 

From the transfer functions in Eq. (12) and 
(13) we can easily obtain the model parameters for the 
time constant, gain and delay, which are Tmh = 63034, 
Kmh = 0.0485 and Dmh = 30 for the heating process, 
respectively, and Tmp = 288, Kmp = 4.01e5 and Dmp = 1 
for the pressure-changing process, respectively.  

For the reference-model time constant the 
tuning rules suggest Tr = Tm / 10 and H = Tr / 2, but 
the specialty of the real time autoclave process and 
the customer demands required faster closed-loop 
responses. Real-time experiments showed that the 
best results are obtained with the controller parameters  
Trh = 180 and Hh = 90 for the heating process. The real-
time pressure changing is discretely controlled, but for 
the purpose of the simulation and the comparison with 
the MPFC control, we also designed the PFC with the 
controller parameters Trp = 11.5 and Hp = 6.

Since the difference between the heating and 
cooling processes is in fact only the source (the heaters 
by heating and the cooler by cooling), we used the same 
model to which we applied different source values. In 
spite of the controller limits, this refers to the heating 
from 0 to 110 kW of the heaters power and for the 
cooling from 0 to –73 kW of cooler power. With the 
pressure-changing process for the pressure increasing 
we used the controller limits from 0 to 100 of inlet 
valve opening and for the pressure decreasing from 
0 to –100 of outlet valve opening. The same source 
values and controller limits were used by the MPFC 
algorithm. 

Multivariable predictive control is designed 
based on an undelayed continuous two-inputs two-
outputs state-space model with matrices Am = aij; i, j = 
1, …, 5, Bm = bij; i = 1, …, 5, j = 1, …, 2, and Cm = cij; i 
= 1, …, 2, j = 1, …, 5, where a11 = –2.914, a12 = 0.024, 
a13 = 2.887, a14 = 4.25e–5, a15 = 1e–6, a21 = 1.57e–4, a22 
= –1.57e–4, a31 = 1.89e-2, a33 = –1.89e–2, a41 = 1.02e–5, 
a44 = –1.02e–5, a51 = 0.05, a55 = –3.5e–3, b11 = 2.5e–4, 
b52 = 1400, c11 = 1, c25 = 1 and all others are zero. These 
matrices are then used in the discrete form. 

From the previously mentioned state-space 
model we estimated the time constants Tm1 = 63034 
and Tm2 = 288. For the mth reference model time 
constant the tuning rules suggest Trm = Tmm/2.5, but 

again faster closed-loop responses are required. The 
simulation experiments showed that the best results 
are obtained with the controller parameters Tr1 = 40 
and Tr2 = 6, which can be transformed to the following 
discrete reference model matrix Ar:

 Ar =










0 9753 0
0 0 8465
.

.
.  (14)

For the second controller parameter H the tuning 
rules suggest H ≥ ρ, where ρ is 1 by the autoclave 
model. However, as mentioned above, a lower H 
means a tighter and faster control loop, so a lot 
of noise is propagated through the system. Again, 
simulation experiments showed that the best results 
are obtained with Hmpfc = 10.

For the comparison we also designed the classical 
compensating PI controller with the transfer function 
GR = KR(TR s + 1) / (TR s), where KR is the compensator 
gain and TR is the compensator time constant. 

We used a compensator which zero cancels 
the system pole (TR = TP) and so we get the open-
loop transfer function GOL = (KP KR) / (TP s), where 
TP is the system time constant and KP is the system 
gain. The closed-loop transfer function is then  
GCL = ((TP / KP / KR)s + 1) – 1, from which the 
compensator gain using the system gains from Eqs. 
(12) and (13) can be determined in following equation:

 K
KR
P

=
1
α
,  (15)

where α is a coefficient between 0 and 1, which tells 
us by how much the compensated system is speeded 
up (a lower α means a faster system). 

As was stated previously, the compensator time 
constant is equal to the system time constant, which is 
63034 by the temperature control regarding Eq. (12) 
and by the pressure control regarding Eq. (13) is 288. 
α by the temperature control equals 0.0045, which 
gives a compensator gain KRt = 4.582e3, and further, 
α by the pressure control equals 0.42, which gives a 
compensator gain KRp = 5.938e–6. 

6  RESULTS

We applied the same amount of white noise (with 
different variance for the temperature and pressure 
signals) to all three algorithms simulations on the 
system outputs. The simulation experiment, which 
lasted 8000 seconds, was carried out in the following 
steps:
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• we increased the pressure from atmospheric 
pressure (1 bar) to 5 bar at time 50 s,

• next, we increased the temperature from room 
temperature (24 °C) to 150 °C at time 1500 s,

• then, we decreased the pressure to 3 bar at time 
3000 s,

• next, we again increased the pressure to 5 bar at 
time 4000 s,

• next, we decreased the temperature back to room 
temperature (24 °C) at time 5000 s,

• and finally, we decreased the pressure back to 
atmospheric pressure (1 bar) at time 6000 s.

Fig. 1.  PI, PFC and MPFC performance comparison (PC); 
temperature set point in °C (magenta), PI (blue), PFC (red) and 

MPFC response (green line)

Fig. 2.  PI, PFC and MPFC PC; PI (blue), PFC (red) and MPFC  
(green line) heating/cooling power in kW

In Fig. 1 (temperature step responses)  very 
similar responses of the PI and PFC algorithms can be 
observed, which rise relatively quickly but then very 
slowly approach the desired temperature. On the other 
hand, the MPFC algorithm is similarly quick, but it 
also reaches the desired value a lot more quickly than 
the other two algorithms. PI and PFC are tuned more 
slowly due to the very noisy manipulated variable 
during quicker tuning. In Fig. 2 the comparable noisy 
power manipulated variables of all three algorithms 
are presented. It is clear that the manipulated variable 
of the MPFC algorithm holds a little longer at the 
high/low limit, which explains reaching the desired 
temperature more quickly. The influence of the 

pressure change on the temperature here is minimal, 
so the disturbance cannot be seen in Figs. 1 and 2.

Fig. 3.  PI, PFC and MPFC PC; pressure set point in bars (magenta), 
PI (blue), PFC (red) and MPFC response (green line)

Fig. 4.  PI, PFC and MPFC PC; PI (blue), PFC (red) and MPFC (green 
line) inlet/outlet valve opening in %

In Fig. 3 (pressure step responses) we can 
see very similar responses of the PFC and MPFC 
algorithms, which quickly reach the desired pressure 
and also reject the influence of the temperature change 
on the pressure reasonably well, which can be seen 
around the times 1500 and 5000 s. On the other hand, 
the PI algorithm response is significantly slower, 
especially with the cooling, and also the rejection of 
the temperature change disturbance is much worse 
than with the other two algorithms. Again, in Fig. 4 
the comparable noisy valve opening manipulated 
variables of all three algorithms are presented, where 
the PI manipulated variable is the least noisy, but also 
it does not reach the higher PFC and MPFC peaks for 
good temperature-change disturbance rejection. 

7  CONCLUSIONS

For the needs of the classical compensating PI, 
univariable and multivariable predictive functional 
control system design we used a previously built 
mathematical model of an autoclave, which was 
linearized, then written in multivariable state-space 
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model form and further simplified to two univariable 
first-order transfer-function models. 

With the implementation of the PI, PFC and 
MPFC algorithms we followed the controller tuning 
rules and, where necessary, we used modified, faster 
rules. 

The main advantage of the proposed MPFC 
algorithm is in the simple design, even in the case of 
delayed systems. In the results the MPFC approach 
proved its purpose because it showed the best 
performance. It allowed the fastest tuning, while the 
other two approaches performed with very noisy (not 
usable) manipulated variables at the same tuning 
speed. 

As mentioned in the conclusions in [1], the 
interactions between the temperature and the pressure 
were taken into account. It can be said that also with the 
interactions disturbance rejection the MPFC showed 
superior performance, although the interactions in the 
autoclave model are not quite so strong. However, 
before implementing the MPFC approach to the 
autoclave model, we tested it on several simulated 
examples, where the interactions were much stronger. 
A direct comparison of the performance of the PFC 
and MPFC showed that the MPFC performs better 
with the interactions’ disturbance rejection. In any 
case it can be concluded that the autoclave should 
be controlled as one multivariable process using a 
multivariable control approach, for example, MPFC. 

As mentioned above [1], the autoclave model 
will also have to be additionally validated for the 
other real operating conditions and due to the very 
different regimes of operation some fuzzy-control 
approach, like the fuzzy-model-based multivariable 
predictive functional control (FMBMPC), should be 
implemented. 
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