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Abstract

Several methods have been suggested to estimaténeam models with
interaction terms in the presence of measurememwnt.e8tructural equation
models eliminate measurement error bias, but requarge samples.
Ordinary least squares regression on summated sscagression on factor
scores and partial least squares are appropriateniall samples but do not
correct measurement error bias. Two stage leasarsguregression does
correct measurement error bias but the resultsngtyodepend on the
instrumental variable choice. This article discissske old disattenuated
regression method as an alternative for correctimgasurement error in
small samples. The method is extended to the cas®earaction terms and
is illustrated on a model that examines the intBoaceffect of innovation
and style of use of budgets on business performaflternative reliability
estimates that can be used to disattenuate thenasts are discussed. A
comparison is made with the alternative methodsthdds that do not
correct for measurement error bias perform veryilginy and considerably
worse than disattenuated regression.

1 Introduction

When an interaction effect between two continuoasiables is present, the
effect of one of the variables on the dependentiertifferent for different values
of the other variable. If both variables are meaduwithout error, a particular
form of ordinary least squares (OLS) regression e.(imoderated regression
analysis, a regression analysis including the proddiche variables that interact
as an additional variable) can be used to estimatketest interaction effects (Irwin
and McClelland 2001; Jaccard et al. 1990).
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Interaction effects are relevant to a number seegch problems in disciplines
that use questionnaire data that are subject tcsarement error. If variables are
measured with error, OLS leads to biased estimdiks bias is usually negative
and is hence referred to as measurement errorustem bias. In this case it is
common practice to use summated rating scales (SR&gtor 1992) by averaging
multiple indicators of each variable of interesphdathen using these SRS as
variables in the OLS regression model. Howeveenatition bias is not eliminated
completely because the SRS are not perfectly teligven if they are more reliable than
single items. Thus, OLS on SRS is only useful faedictive purposes, not for theory
building or testing.

This distinction between prediction and testing wé very relevant throughout this
article. For estimating the parameters of a modaeb@ing to a theory, absence of bias is a
key requirement. In this case, measurement erroed®n is necessary because the
parameters that are theoretically of interest &@sd that relate error-free variables.
However, when the aim of the researcher is merelpredict the observed dependent
variable from the available (i.e. observed withoBrrexplanatory variables, then the
relevant relation is that among variables contgir@rrors. In this case it turns out that the
biased parameter estimates yield optimal predistion the sense of being unbiased
estimates of the conditional expectation of the ddpet variable given the observed (i.e.
with error) values of the explanatory variables.

Many methods for modelling variables measured witlore have been
suggested in the literature. Among the most widedgduare structural equation
models (SEM), two-stage least squares regressi@L$), partial least squares
(PLS) and ordinary least squares regression on rfastores (FSR). However,
these methods either rely on large samples, dependéno arbitrary choice of
instrumental variables, or do not properly correeasurement error bias.

SEM can in principle be used to eliminate attermmatbias (Bollen, 1989;
Goldberger and Duncan, 1973; Raykov and Marcouli@®0). In recent years,
different developments have been proposed to exanriteraction effects using
this approach following a seminal paper by Kenny dodd (1984). Kenny and
Judd’s approach requires each latent variable tatedgo at least two indicators
and implies the formation of one or more interactimdicators based on the
products of the main effect indicators (Batistatketget al., 2004a, 2004b; Gonzélez
et al., in press; Jackard and Wan, 1995; Joresk0Q0; Joreskog and Yang, 1996;
Marsh et al., 2004; Moulder and Algina, 2002; Pia§95; Saris et al., in press). For
instance, if item1 and item2 are indicators of fingt variable and item3 and item4
of the second, the possible interaction indicataveuld be itemkitem3,
itemlxitem4, itemXitem3 and item&item4. Except those of Batista-Foguet et al.
(2004a) and Marsh et al. (2004), SEM approachee lzagreat degree of complexity,
requiring non-linear constraints. More importanith sample sizes below 100 or
200, SEM are hardly applicable because the propediesstimators and tests are
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asymptotic (Cortina et al., 2001; Schumacker andddalides, 1998; Boomsma
and Hoogland, 2001).

The requirement of large samples is particularlyevaht when cases are not
individuals but organisations. For instance, in agement research, sampling
units may be firms and respondents may be top masagép are limited in
number. Consequently, and despite the cautions degaminimum sample sizes
(Medsker et al., 1994), often business studies (A&ihy and Vagnoni, 2004;
Bisbe and Otley, 2004; Chalos and Poon, 2000; CHenRB04; Chong and
Chong, 2002) report findings based on small samiies less than 100 data
points).

TSLS regression (Koopmans and Hood, 1953; see Jdohnsl972 for an
introduction; Bollen, 1996 for its application toemsurement error correction and
Bollen and Paxton, 1998 for its use in interactiorodels) also eliminates the
measurement error bias. In this method, one indicasalésted as regressor and the others
as instrumental variables. Instrumental variables/ ibe any variables that are highly
correlated with the regressor measured with eravrumcorrelated with the disturbance
term. The other indicators of the explanatory vaei@an be used as instrumental variables
if their measurement error is uncorrelated withrtieasurement error of the regressor and
with the disturbance of the dependent variableéhéncase of product indicators, this will
be fulfilled only if instrumental product indicatodo not include products of the same
items that are multiplied in the indicator thatinsthe regression equation. In the above
example, if item1, item3 and itemilem3 are used as indicators, the valid instrumargs
item2, item4 and item@&tem4. A drawback of the TSLS method and of anyitém
information method is that the estimates will usuathange depending on which
indicators are chosen as regressors and which as instautti@ll model assumptions hold
and the sample size is large, differences shouldntel, but not otherwise (Bollen and
Paxton, 1998; Joreskog and Sorbom, 1989). In phaticuhe assumption of
uncorrelatedness between the measurement errtire mistruments and the disturbance is
crucial in this respect (Saris et al., in press).

PLS (Chin, 1998; Chin and Newsted, 1999; Forneld &ha, 1994; Wold,
1975) does not rely on large samples but failsotoect measurement error bias properly.
PLS constitutes a rather complex procedure that fadgt not so far from OLS on SRS,
from which it differs by the fact that the weight$ the indicators are not equal but
computed from the optimization of certain crite@n the positive side, PLS shares with
OLS regression the property of providing optimagdictions and can successfully be
applied for predictive purposes or whenever the afnthe analysis is exploratory, the
theory is weak, or the number of variables is toge for formal modelling (Joreskog and
Wold, 1982). Wold (1982) introduced the term “soft modgliito refer to these situations.
However, on the negative side, and in the same agayY)LS on SRS, PLS has the
limitation that it does not eliminate measuremendrebias, as it is consistent only under
perfect reliability or with an infinite number ofems per dimension (Dijkstra, 1983;
Fornell and Cha, 1994; Hulland, 1999; O’Loughlirda@oenders, 2004; Wold, 1982).
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Therefore, and despite its potential usefulnessréigtion with small samples, PLS is not
adequate when theory is well developed and thergser's purpose is the estimation of
population parameters related to the theory, fackwvthe lack of bias is a key requirement.

In FSR (e.g. Hair et al., 1998), separate factatyais models (e.g. Kim and Mueller,
1978a, 1978b) are fitted for each dimension, fastores are saved and used as variables
in an OLS regression. It is similar to PLS in titatomputes composite scores from a
weighted sum of the indicators and in that it doescorrect for measurement error bias.
The weights of the items used to compute the factyesalo differ from PLS, but not to a
large extent. Anyway, changing the weights of théidators is reported to have a minor
impact (McDonald, 1996). The simpler uniform weights #ratused in OLS on SRS have
the advantage over both FSR and PLS that they isee instead of being sample
dependent, and thus are more suitable for companasearch.

In this article we concentrate on a very simplehoétfor correcting the effects of
measurement error in the estimation of groundedrétieal models including interaction
terms with small sample sizes. The long known thsatated regression (DR) on SRS
(Lord and Novick, 1968) is discussed in this agtiab an alternative to OLS, SEM, TSLS,
PLS and FSR that is unbiased while being very little demgnboth in terms of statistical
expertise and of sample size. In short, this metktohates the reliability of the SRS, uses
this information to compute the variances of th&3kat would have been obtained in the
absence of measurement error, and substitutes viaeiseces in the covariance matrix
from which OLS estimates are computed. An extensfddR is developed for the case of
interaction effects. Obtaining a good reliabilistisate is of course a crucial issue. Two
reliability estimates are discusseal: (Cronbach, 1951) an@ (Heise and Bohrnstedt,
1970).a can be obtained from the covariances among iteiile @ requires estimating a
factor analysis model, b@ is based on less stringent assumptions. The d&imat the
reliability of interaction terms cannot be donejbst using theax andQ formulae, but a
suitable method is developed in this article.

The DR procedure will be illustrated on an exam@i@isbe and Otley (2004),
who estimated and tested the moderating effectanointeractive use of budgets
on the impact of innovation on performance usingSObtn SRS. The results
obtained under OLS and DR regression will be coragao those obtained with
TSLS, FSR and PLS. The results of applying SEM andame data, although not
very reliable due to the small sample size, candend in Batista-Foguet et al.
(2004Db).

This article is structured as follows. First we ggat the DR method. Then we
summarize the model of Bisbe and Otley (2004) arddata collection mode and
measurement instruments used. Then, the DR methedtended to the interaction
effect case. Next we provide the results of thefedeint analyses and sizeable
differences emerge between DR and the methodsléh@dt correct attenuation bias (PLS,
OLS and FSR), and sizeable differences appearntitiei TSLS method depending on the
instrumental variable choice. Based on these gstdime recommendations are given to
applied researchers facing small samples.
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2 Disattenuated regression on summated rating scales

SRS are often used when an unobservable concequtinasl to be unidimensional,
is measured by multiple indicators. A SRS is comguas either the sum or the
average of these indicators (in this article weuass, without loss of generality,
that they are averaged; for summated items Equatibhsand 2.2 will change
somewhat). This has a threefold purpose: 1) prgpefining a composite
construct by combining observable variables; 2)éasing measurement reliability
by averaging out random errors of measurement froamgle indicators and 3)
increasing parsimony as only equations relating thraposites (of which there are
fewer than variables) are needed.

Unfortunately, if OLS regression is estimated on 8RS, measurement error
correction is not complete. It has long been knaWwat a sum or an average of
several measures is more reliable than just onesurea(Simpson, 1755).
However, this average is only perfectly reliable wh#re number of items
approaches infinity or the reliability of all itemp@roaches one. As a result, the
OLS estimates of regression coefficients will ssiliffer from attenuation bias.

DR is a simple method for solving measurement ebias in the estimation of well-
grounded theoretical models when sample sizes aralsDR is a method whose
foundations were laid long ago (Spearman, 1904) whath, for large samples,
became superseded by more modern alternatives su2llaS and SEM and thus
stopped being used.

The first step in a DR is to estimate the relidpilof the SRS. Reliability is
defined as 1 minus the percentage of variance ef 3RS that corresponds to
random measurement error. So, the product of thed t@riance of the SRS and
reliability yields the so-called true variance. A alit®nuated regression proceeds
as an OLS regression in which true variances abestguted for total variances.
Any OLS regression software that accepts covarianag&rices as means of data
input as well as any SEM software can thus perforfisattenuated regression.

Reliability of an SRS is usually computed as Cronbaoh(Cronbach, 1951)
on the assumption that items are at least tau-edgemt (e.g. Bollen, 1989: 215-
216). This assumption implies that all items areumweighed sum of the true
score plus a random error term. These random dgons are assumed not to
contain any systematic component (the items thus ureabe true score and only
one true score), and to be mutually uncorrelatedoBserved consequence of tau-
equivalence is that all covariances among all pairdgems are equal (the opposite
does not hold, i.e. covariances may be equal anditgaets may not be tau-
equivalent). Cronbach’sx is a very popular measure and its computation is
performed by most commercial software packages as:
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P
Y var(tem;)
p 1_ j=1

p-1  p*xvar(SRS

(2.1)

where p is the number of items, vargm) the variance of thgth item and
var(SR3 the variance of the SRS constructed as the aeevhthe items.

If the tau-equivalence assumption is fulfilled, nhthe disattenuated regression
estimates obtained in this way are consistent. Qtiser, a is biased (Cortina,
1993; Novick and Lewis, 1967; Raykov, 1997), and]iken what is usually
understood, this bias can be both positive and tinegan sign (Raykov, 2001).
Unfortunately, empirical studies do not usually pemioany test of the tau-
equivalence assumption when applying

A myriad of alternative estimates of reliability thate based on more relaxed
assumptions is available. Among them, one of thmp#st is Heise and
Bohrnstedt’'s Q (Heise and Bohrnstedt, 1970). In order to estim&ge a
unidimensional factor analysis model must be fittea the items in each
dimension. The estimates of the model will inclube so-called communalities or
percentages of true score variance in each iterhalilkty is estimated as:

zp: [vargtem ) x @~ h,)]

Q=1-2 (2.2)
p® xvar(SR9

whereh; is the communality of thggh item. A factor analysis model requirgs
(number of items) to be equal or larger than three.

This measure assumes that items are congeneris.aBsumption implies that
all items are awveightedsum of the true score plus a random error termicfwvh
makes it possible for the contribution of the tee®re to the different items to be
different. As before, these random error terms asesumed not to contain any
systematic component and to be mutually uncorrdlafe observed consequence
of congeneric measurement when the number of itsmegqual to or larger than
four is that the unidimensional factor analysis mlodits the inter-item
correlations well (the opposite does not hold, itee one-factor model may
perfectly fit the correlations and yet items may be congeneric; See Coenders et
al., 2006 and Saris et al.,, in press for large demigsts of congeneric
measurement). If the model is estimated by maxinhielihood, most commercial
software packages will producexa test of the fit of the model to the correlations.
Otherwise, the residual correlations may be exathiore by one to check that
they are all small.
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In this article we use the two simple approachescdbed to estimate
reliability of an SRS in order to perform a DR, am& compare their results to
OLS, TSLS, PLS and FSR using Bisbe and Otley’'s @30fata. First we present
Bisbe and Otley’'s conceptual framework and specaifyegression model with
interaction effects and errors in the variables ahdw howa andQ have to be
used to estimate a DR in the presence of interacféects.

3 Conceptual framework

The management literature has long considered iatav to be one of the major
determinants of long-term organizational perform@ndn contemporary
environments (e.g. Clark and Fujimoto, 1991; Kant2001). Most empirical
studies (e.g. Capon et al. 1992; de Moerloose, p0t#/e shown a positive
relationship between innovation and performance.othAar determinant of
business performance is the use of managementatosistems (MCS). Simons
(1991, 1995) states that, when used interactivdfCS focus on strategic
uncertainties and become a recurring forum and @@efior a continuous and
challenging debate in which top managers are inslv

Following Simons’ framework, it can be expected tthby orientating the
contents and the adequacy of the innovation initést, an interactive use of MCS
will positively influence the success of innovatiamtiatives and, consequently,
will enhance their impact on performance. Thuse ttelationship between
innovation and performance will be affected by ehent to which MCS are used
interactively, suggesting a moderated causal mbatiip in which arinteraction
effectis present (See Bisbe and Otley, 2004, for détails

ni:Interactive Use of MCS

n2:Innovation

N4:Performanc

Figure 1: Conceptual framework.

Drawing on Simons’ framework (Simons 1990, 1991939 Bisbe and Otley
(2004) estimate and test the model in Figure 1 thaludes the aforementioned
interaction effect (arrow C). Besides, Figure lluges themain effectsof both
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innovation and interactive use of MCS on performan@rrows A and B).
Following Irwin and McClelland (2001), all main effts of the variables that
interact must be introduced in the interaction md@een if they are expected to
be theoretically irrelevant) in order to obtain mewful estimates of the
interaction effect.

4 Data collection and instruments

Data were gathered through the administration ofréten guestionnaire to a
sample of Chief Executive Officers of medium-sizethture manufacturing firms
with headquarters located in Catalonia, Spain (8isind Otley, 2004). Mature
medium-sized firms were defined as those with amuah turnover of between 18
and 180 million euro, with between 200 and 2000 leiyges and founded at least
ten years before the survey was administered. Ebgtlon of the Dun and
Bradstreet/CIDEM 2000 database (referring to 19983ulted in 120 firms
fulfilling the screening criteria.

Once revised after pilot tests, questionnaires weigributed and traced
following Dillmann’s (2000) guidelines. Out of tHe20 questionnaires distributed,
58 were returned, all of which were complete. Thimmpares well with the
response rate of similar studies. Cases where xbeutives reported not to have
been in their current position for at least thremang (=18) were excluded. The
resulting useable sample size was40. The measurement instruments used for
each of the variables in Figure 1 are described.nex

The interactive use of MC%n,) was defined based on Simons” (1990, 1995,
2000) work in terms of the patterns of attentionsg by top managers and
considering budgets as type of MCS. Using Simonaméwork, and developing
the instruments suggested by Abernethy and Browfi€l®9) and Davila (2000),
Bisbe and Otley (2004) developed a 3-item instruinierm 1 to 7 scale containing:

item 1) Degree to which information from the control systésndiscussed

face-to-face merely on an exception basis.

item 2) Extent to which it demands frequent and regulaerdton from the

top manager.

item 3) Extent to which it demands frequent and regulaerdgton from

operating managers at all levels of the organizatio

Product innovation(s,;) was understood from an output perspective and was
defined as the development and launching of praduleat are in some respect
unique and distinctive from existing products. éferred to innovative behaviour
during the last three years in relative terms, omparison with the industry
average. The measure of product innovation useBisbe and Otley (2004) was
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drawn from instruments used by Capon et al. (1992)omson and Abernethy
(1998) and Scott and Tiesen (1999) and containien3s on a 1 to 7 scale:
item 4) Rate of introduction of new products.
item 5) Tendency of firms to pioneer.
item 6) Part of the product portfolio corresponding to nmeite launched
products.

Performance(s7,) was defined as the degree of goal attainmentgakeveral
dimensions, including both financial and non-finethcaspects, during the three
years previous to the administration of the questare. An instrument for the
evaluation of strategic business unit effectiven@lsenhall and Langfield-Smith,
1998; Chong and Chong, 1997; Govindarajan 1984,8198ovindarajan and
Gupta, 1985; Gupta and Govindarajan, 1984) was taedapy Bisbe and Otley
(2004), who used eight questions related to bottarfcial (sales growth rate,
revenue growth rate, return on investment, prdi#s ratio) and customer
perspectives (customer satisfaction, customer tigl@ncustomer acquisition and
increase in market share). A single item (item7)sweonstructed from the
assessments of the firm’s performance on thoset eigpects weighted according
to their perceived importance by respondents thérase

5 The regression model with interaction effects and
measurement errors

The model is composed of two parts, one relatirg vhriables, called structural
part, and one containing measurement error, calleeghsurement part. The
relationships of the structural part in Figure & &wrmalized in Equation 5.1. For
simplicity we do not use a different notation fond®genous and exogenous
variables:

Na= Bast+ Baz 2 +Baz 13 +(a (5.1)

where:

- m is the interactive use of budgets corrected forasmeement error,
centred with zero mean.

- neisinnovation corrected for measurement errortreghwith zero mean.

- N3 = M2 is the interaction term corrected for measurenegmnar, referred
to the mean-centreg; and 7, centred again after computing the product.
As in moderated regression analysis (Irwin and Matel, 2001; Jaccard et
al., 1990) the interaction is constructed as thalpct of both variables that
interact.
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- 14 is performance corrected for measurement errontred with zero
mean.

- {4 is a disturbance term, with zero expectation andourelated withs;,
and 7.

The fi3 interaction term implies that the effect of theteiractive use of
budgets on performance depends on the innovatigel ler that the effect of
innovation on performance depends on the levelnbéractive budget use. For
instance, the effect ofjy of 74 conditional on a given value af, IS Bait Lasle.
Thus, the interpretation of the main effe@g and S, is that occurring when the
value of the other variable is zero (ji and s, are mean centred, for the mean
value of the other variable). Standardization ok th variables cannot be
performed as it would prevent; from being equal to the product gf and 7.
This implies that standardized parameter estimht® no interpretation (Jaccard
et al., 1990).

As regards the measurement part, for each varitdidesame measurement
equation is assumed:

yy=n +¢ wherg=1,...,.4 (5.2)
where:

- y1 andy; are not items but centred SRS of the interactise af budgets

and innovation.

- y3=Yy1Y2 is the centred product of centred SRS used forrttezaction term.

- ys=item7, the single weighted item measuring perfarosa

- g are measurement errors with zero expectation.

- e, €, e, N, 72 and {, are assumed to be mutually independent, not just

uncorrelated.

The decomposition oy; as a function of the error-free componentand the
error terme; is more complicated as it involves the producttwb variables.
Following a similar procedure as Joéreskog and Ydtg96), if the above
assumptions of mean centring and independence kimédinteraction term can be
decomposed as:

Y3=Y1Y2 =(/1+€7) X (/)2+€2) = N+ (€t 1e€1+€1€2)=113 + €3 (5.3)

with cov(es,e)=cov(es,/71)=cov(es,/72)=cov(es ,&)=0.
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6 Extension of DR to interaction effects. Steps of the
analysis

6.1 Computation of reliabilities and true variances of main
effects

Table 1 first shows the necessary information tlewatea andQ for y; and
y»: the variances and covariances of the two settenfs, the variances of the SRS
and the maximum likelihood communality estimates timo separate factor
analysis models, as provided by a standard paclsamgd as SPSS 10.1. For
instance, foiQ and the interactive use of budgets we have:

_ 3259 (L~ 0.755 +2.743x (1~ 0.778 +2615x (1~ 0.366) _ 4,1

Q=1
9x 2,125

(6.1)

The items measuring interactive use of budgets haagkedly different
covariances (the ratio of the smallest over thgdat covariance is 1.6) and thus
the application of Cronbacht is dubious in this particular case. This resuftsti
and Q being somewhat different for this dimension. Adls and Q’'s are
substantially different from 1, much too differdot OLS to be appropriate.

Table 1: Computation ot andQ.

Statistics for items injy(budget useptatistics for items iny(Innovation)

Variances and covariances Variances and covariances
iteml item2 item3 item4 item5 item6
iteml 3.259 item4 2.984
item2 2.291 2.743 item5 1.994 3.208
item3 1.5351.429 2.615 item6 1.577 1.682 1.887
var(y1))= 2.125 var(y2)= 2.065
var(SRS) var(SRS)
o, 0.824 o, 0.848
iteml item2 item3 item4 item5 item6
communalities 0.755 0.778 0.366 communalities 0.626 0.663 0.705
(hp) (hy)
Q,; 0.840 Q, 0.852

To estimate the reliability of the single iteyp=item7, a direct question about
overall performance was also included in the questaire. This question might
play the role of an external criterion. If both rsaeements (this single question
and item7) are valid for performance (measure perémce and only
performance), their correlation is the geometricamef the reliabilities of both.
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The high value of this correlation at 0.73 makeBdiey a reasonable assumption.
We take this figure as the reliability of the dedent variable y.

Once the reliability ofy; is obtained, its product by the total varianceypfs
the true score variance gf or the variance of; corrected for measurement error,
that is, the estimate of the variancepf For instance, for the interactive use of
budgets and usin@ we would have:

var(n1)=Qixvar(y;)=0.840x2.125=1.784 (6.2)

Table 2 shows the covariance matrix yafto y4, the variances corrected for
measurement error (covariances do not change)thendrror variances.

Table 2: Raw and corrected variances and covariances amiongnsions.

raw variances and covariances among dimensions

Y1 \F Y3 Ya
Y1 2.125
Y2 0.464 2.065
Y3 -0.286 -0.242 4.283
Ya 0.078 -0.604 -0.593 1.003
true variances (corrected for measurement error)
varM)  var(y)  var(ns) var(na)
a 1.751 1.751 2.961 0.732
Q 1.784 1.759 3.035 0.732
error variances
var(e) var(e) var(es) var(ey)
a 0.374 0.314 1.322 0.271
Q 0.340 0.306 1.248 0.271

6.2 Computation of the true variance of the interaction effect

The presence of interaction terms makes measuresreoit correction somewhat
more complicated. One might think that the compotatof the reliability ofys
could be performed by selecting the 9 products tdms itemkitem4,
itemlxitem5,..., item3item6 as tau-equivalent or congeneric indicatorysoand
then estimatingt or Q in the usual way. However, these pairs of itemertap and
thus can lead to correlated measurement errors.aAsalternative, 3 non-
overlapping pairs could be used (e.qg. itesitdm4, itemZitem5 and item8item6)
but theny; would fail to be equal ty1y,, 773 would fail to be equal tay. 7, and
thus could not be interpreted as a proper inteoacterm any more.

By using Equation 5.3 and some properties of vaeanof products of
independent variables we can obtain an approptiatevariance fors=n:11.:
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Var(ns)=var(ys)-var(es)=
=var(ys)-var(ni)var(ez)-var(nz)var(er)-var(e, ) var(ey) (6.3)

where var§) can be obtained as vgpvar(s). For instance, using th&
approach, varfs) in Table 2 is computed as:

var(r7s)=4.283-var(g)= 4.283-1.7840.306-1.7580.340-0.3460.306=3.035 (6.4)

DR USI NG OVEGA
OBSERVED VARI ABLES
Y1 Y2 Y3 Y4
COVARI ANCES
1.784
0.464 1.759
-0.286 -0.242 3.035
0.078 -0.604 -0.593 0.732
SAMPLE SI ZE: 40
RELATI ONSHI PS
Y4 = Y1 Y2 Y3
END OF PROBLEM

Figure 2: Sample SIMPLIS input file.

7 Results

The estimates and t-values for Equation 5.1 arplaygd in Table 3 for OLS, DR
using a, DR usingQ, PLS (using PLS-PC 1.8, with 30 jackknife resamspléhe
path weighting scheme, the outward measurement hmaaed itemXkitem4,
item2xitem5 and item8item6 as interaction indicators), FSR (using SP®SL,1
with maximum likelihood estimation and regressiactbr score computation) and
TSLS (using SPSS 10.1). Even if raw estimates hee dnly ones that can be
interpreted for models with interaction terms, Pla®d FSR only compute
standardized estimates and thus the latter hawve kden computed for OLS and
DR for comparative purposes only. Since more tha@& 8SLS estimate is possible
depending on the instrumental variable choice, thaximum and minimum
estimates across all possible choices are reported.

The R obtained with methods that do not correct for rgion (OLS, PLS
and FSR) are very similar and much lower than thasaler DR. Both
disattenuated regression variants provide similarThe TSLS R is strictly non
comparable because this method corrects for measureerror in the explanatory
variables only. What is most striking about thisthoa is the huge difference in
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the R that can be obtained depending on the instruméwice. The results
obtained by Batista-Foguet et al. (2004b) using S&Mthe same data closely
resemble those of DR, in spite of the small sans¢e.

The regression coefficients follow the same pattdimey are erratic for TSLS;
lower and roughly similar for OLS, FSR and PLS;Heg and roughly similar for
both methods correcting for attenuation, thouglgtgly higher for DR usingn.
Though in this case andQ have yielded similar estimates, this does not need
be the case under all circumstances, especiallynwhere are strong departures
from the tau-equivalence assumption.

Table 3: Estimates under 6 approaches.

OLS on SRS DR on SRS () DR on SRS Q)

parameter esti- t- stand. esti- t- stand. esti- t-  stand.

mate value estim. mate value estim. mate value estim.
Pa1 .088 0.9 .129 0.116 15 .179 0.114 1.5 178
a2z 330 3.4 473 0.406 5.4 .629 0.403 5.3 .625
a3 151 2.3 .312 0.222 4.0 .447 0.217 3.8 441
R 295 0.528 0.520

PLS FSR TSLS

parameter esti- t- stand. esti- t- stand. estimate t-value

mate value estim. mate value estim. range range
Pa1 - 1.1 .207 - 1.1 .159 -.013/.289 -0.1/1.8
a2z - 3.1 .498 - 3.2 474 .226/.372 2.0/2.8
a3 - 1.4 .269 - 1.9 .267 .051/.253 0.6/2.3
R? .309 .285 .011/.209

The significance at the 5% level also varies acryggroaches in the case of
the B43 parameter, which fails to be significant under soof the approaches that
do not correct for measurement error attenuatiod &r some instrumental
variable choices in the case of TSLS. In the analysing disattenuated regression
with the Q reliability estimate (which is correct under theldest assumptions),
we find support for a positive interaction effetWween interactive use of budgets
and innovation on performance. Overall we can cotelthat large biases can be
encountered when correction for attenuation is tedit

8 Discussion

As expected, in this article we have found substhmdifferences in estimates, t-
values and Rdepending on whether measurement error corredscapplied or

not, even if SRS are used. For large samples, ¢isearcher can use efficient
methods like SEM for performing this correction.rimall samples this is not the
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case, but researchers can resort to the classiteBiiique, which can be extended
to the interaction case. Other techniques thatsametimes believed to correct for
measurement error attenuation (PLS and FSR) indaatot.

When DR has been applied in the past, it has tathtly been carried out
with Cronbach’sa. The use of Heise and Bohrnsted@sis not substantially more
complex and relies on milder assumptions and shdblds be preferred on a
general basis, even if, for our particular data setults obtained fox andQ were
quite similar.

The DR standard errors (and thus the t-values) tamd to slightly
underestimate uncertainty becaws@andQ are treated as known, thus leading to
the possibility of true null hypotheses being régekc There have been many
attempts to produce exact standard errors of @isatited estimates (e.g. of
correlations) but they rely either on complex siatidns or on large-sample
methods (Charles, 2005). Exact standard errorsbmmbtained with SEM and
TSLS but only for large samples. PLS has been ddinio produce correct
standard errors with resampling methods like thekkaife or the bootstrap.
However, even if PLS itself does not require larggmple sizes, resampling
methods do (e.g. Efron and Tibshirani, 1993; LePage Billard, 1992; Shao and
Tu, 1995). Besides, since PLS does not correct areasent error bias, one may
wonder what the use is for a correct standard earound a biased point estimate.

PLS yielded point estimates and Rhich were very similar to those of the
much simpler OLS. This finding is in accordancehmbat of McDonald (1996),
who shows that merely changing the weights of tieens used to compose the
scale has a minor impact on the results. FSR resdte also very similar to those
obtained under PLS and OLS. In fact, PLS scoresrarg close to being principal
components, which are considered by some as aapease of factor scores. In
any case, in the context of models with interactierms there is one respect in
which OLS is superior to FSR and one respect incWtiSR is superior to PLS.
OLS makes it possible to compute unstandardizemmases which are the ones
that can be interpreted for such models. PLS seleaights of the interaction
indicators independently of those of the main dff@dicators and thug; fails to
be equal tonin,, which compromises its interpretation as a propeeraction
term.

Nevertheless, it must be admitted that there ha&s lgrowing interest in PLS
(even if the technique dates back to the 1970’#, dfaits applications reported in
the Social Sciences Citation Index in November 20@5%e published in 2001 or
later). This is probably due to a mystification tfe “soft modelling” term
(McDonald, 1996). In fact, many of these applicatoof PLS are for non-
predictive purposes, for which the presence of bgas fundamental drawback.
Our particular application could not be furtherrfr@ soft-modelling situation: our
aim is parameter estimation, the number of varigh$esmall, and theory is well
grounded.
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Summarizing, all these considerations enable us nwmke some
recommendations for applied researchers. If the @firthe analysis is parameter
estimation or theory testing, then lack of biasaiskey requirement. In this
situation, if sample size is large enough, SEM agd.S will be the approaches of
choice. For small sample sizes, disattenuated ssge should be used.
Reliability should best be estimated By as it relies on milder assumptions than
a. Disattenuated regression can also be applieddgression models with only
main effects (i.e. without interactions). The prdoee is essentially the same but
becomes much simpler as the computation of the trargance of interaction
effects (section 6.2) is not needed.

If the aim of the analysis is prediction, then dygpropriate technique would
be OLS regression using SRS, no matter what thepkasize is. The resulting
equations will yield optimal predictions of the dawent composite scores
conditional on the explanatory composite scores,danrameter estimates will not
reflect any population characteristic or relatioipsh

Of course, a researcher may be interested in bsitmation and prediction and
perform two appropriate analyses on the same data.
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