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DEX is cm expert systeni sliell far gitalitative multi-attrihute decision modeling and support. During the 
last decade, it has heen applied over fifty times in coinplex real-world decision problems. In this article 
we advocate for the applicahility and great potential of this approach far industrial decision-making. 
The approach is illustrated by a typical industrial application in land use planning, and supplemented 
hy an overview of some other completed industrial applications. The learned lessons indicate the 
suitahility of the gualitative DEX methodology particularly for "soft". Le., less structured and less 
formalized, decision problems. Practical experience also indicates the iniportance of methods that 
facilitate the analysis, simulation, and explanation of decisions. 

1 Introduction 
In complex decision-making processes, it is often 
necessary to deal with the problem of choice (Simon, 
1977). Given a set of options (or alternatives), which 
typically represent some objects or actions, the goal is 

(1) to choose an option that best salisfies the aims or 
goals of decision maker, or 

(2) to rank the options from Ihe best to the worst one. 

One of the approaches to such problems, which is well 
knovvn and commonly employed vvithin Decision 
Support Systems (Andriole, 1989), is based on 
evaluation models (Figure 1). The idea is to develop a 
model that evaluates options giving an estimate of their 
vvorlhiness (utility) for the decision-maker. Based on this 
estimate, the options are ranked and/or the best one is 
identified. Usually, a decision model is designed in an 
interaction between the decision maker and decision 
analyst. 

An important feature of evaluation models is that lhey 
can be, in addition to the šole evaluation of options, used 
for various analyses and slmulations, which may 
contribute to a better justification and explanation of 
decisions. For example, a what-if analysis can provide a 
better insight into a causal relation betvveen problem 
parameters and outcomes. Another cxample is a 
sensitivity analysis that can assess the sensitivity of 
model with respect to small changes of options. 

An evaluation model can be developed in iTiany ways. 
The approach that prevails in decision practice is based 
on multi-attribute decomposition (Chankong and 
Haimes, 1983; Saaty, 1993; Buede and Maxwell, 1995): 
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Figure 1: Evaluation-based decision modeling 
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Figure 2: Multi-attribute decision modeling 

we lake a complex decision problem and decompose it 
into smaller and less complex subproblems. The result of 
such development is a decision model that consists of 
uttributes, each of which represents a decision 
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subproblem. Attributes are organized hierarchically and 
connected by utiUty functions that evaluate them with 
respect to their immediate descendants in the hierarchy. 
Figure 2 illustratcs this basic principle of multi-attribute 
modeling by showing a simple hierarchy of attributes for 
the evaluation of cars. 

Real-life applications of multi-attribute methods, vvhich 
were conducted at Jožef Štefan Institute in Ljubljana, 
were ali based on DEX (Bohanec and Rajkovič, 1990). 
This is an expert system shell for multi-attribute 
decision making that combines the "traditional" multi-
attribute decision making with some elements of Expert 
Systems and Machine Learning. The distinguishing 
characteristic of DEX is its capability to deal with 
qiialitative models. Instead of numerical variables, 
vvhich lypically constitute traditional c/uanlitative 
models, DEX ušes qualitative variables; their values are 
usually represented by words rather than numbers, for 
example "low", "appropriate", "unacceptable", etc. 
Furthermore, to represent and evaluate utility functions, 
DEX ušes if-then decision rules. In contrast, this is 
traditionally carried out in a numerical way, using 
vveights or similar indicators of attributes' importance. 

An important additional feature of DEX is its capability 
to deal with inaccurate, uncertain or even missing data 
about options. In such cases, DEX represents options by 
distributions of qualitative values, and evaluatcs them 
by methods based on probabilistic and/or fuzzy 
propagation of uncertainty. 

During the last decade, DEX was used in more than fifty 
real-life decision problems. The aim of this article is to 
advocate for the wide applicability of DEX to complex 
decision problems that occur in industry. In the next 
section, we first illustrate the approach by a typical 
industrial application in land use planning. This is 
followed by an overview of several other compleled 
industrial applications in performance evaluation of 
companies, evaluation of products, projects and 
investments, ecology, and loan allocation. Finally, we 
summarize the lessons learned in these applications, and 
propose some future directions for the development of 
underlying methodology. 

2 A Real-World Čase 
One of the most typical applications of DEX occurred 
with Goriške opekarne, a company located near the 
Slovenian city of Nova Gorica. The company is engaged 
in a very traditional business: production of bricks and 
tiles. Decades ago, they had built a factory near a 
suitable clay pit that was then providing raw material for 
their production. Until 1993, however, the clay pit bas 
become almost completely exhausted, so the coinpany 
was faced with a critical strategic decision of how to 
survive and continue with this type of production. Their 
only option was to find a new appropriate clay-pit 
location. 

An exploratory study revealed three possible candidate 
locations. Unfortunatelly, none of them was really 
appropriate as numerous difficult problems were 
foreseen, ranging from technological, transporlational 
and financial to environmental and socio-psychological. 
The latter tvvo problems seemed particularly important 
as the project was inevilably going to affect the 
environment, leading to a possible rejection of local 
inhabitants. For these reasons, a group of experts was 
formed to thorougly analyze the problem and propose 
alternative solutions (Bohanec, et al., 1993). 
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Figure 3: Topmost levels of clay-pit evaluation model 

In Ihe first stage, the experts developed the structure of 
multi-attribute model for the evaluation of clay-pit 
locations.. Two primary evaluation dimensions were 
taken into account: Environmental impact and 
Feasibility of the project. For each of these, the most 
relevant attributes were identified and organized into a 
hierarchical structure (Figure 3). Note that only topmost 
levels of the model are shovvn in the figure. In total, the 
model contained 49 attributes: 29 basic (terminal nodes) 
and 20 aggregate (internal nodes). 

Table 1: Decision rules for Site suitability 

1 
2 
3 
4 
5 
6 
7 

ENVIRONMENT FEASIBILITY 
* unacc 
unacc * 
less-acc less-acc 
> acc less-acc 
less-acc acc 
acc acc 
good acc 

SITE 
unacc 
unacc 
marg-acc 
less-acc 
less-acc 
acc 
good 

The second stage involved the definition of decision 
rules. Basically, these are simple if-then rules that for 
each of the 20 internal nodes in the model determine its 
evaluation with respect to its lovver-level descendants in 
the hierarchy. Usually, they are represented in a tabular 
form. For example. Table 1 shows decision rules that 
were defined by the experts for the topmost node Site 
suitability. In the table, an asterisk '*' represents any 
value, and '>' means 'belter or equar. 
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In the third stage of the decision-making process, the 
options are identified and described by the values ol' 
basic attributes. In our čase, there were three clay-pil 
locations, each of which was represented by 29 data 
items that corresponded to basic attributes of the model. 
Furthermore, as some of these items, such as Social-
psychological feasibility, were inherently inaccurate or 
difficult to obtain, several variations of the descriptions 
were formed, anticipating either an "optimistic" or 
"pessimistic" development of the project. Effectively, 
this increased the number of considered options to eighl 
(Figure 4) and provided a foundation for subsequent 
what-if analysis. 
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Figure 4: Visuaiization of clay-pit evaluation results 

In the last stage, the model was utilized to evaluate the 
clay-pit locations. As shown in Figure 4, the best 
location was the one called Marjelnica, which was 
evaluated as "acceptable", but only in its "optimistic" 
instance. On the other hand, aH the "pessimistic" 
instances were unacceptabie, indicating the great 
sensitivity of decision. Therefore, thorough vvhat-ifand 
sensitivity analyses were perlbrmed for each location. 
The most important result was achieved by comparing 
"optimistic" and "pessimistic" options with respect to 
basic attributes. The outcome of this comparison was a 
comprehensive list of possible problems that could 
occur with each location. On this basis, the expert team 
not only was able to find the best location, but also to 
foresee potential pitfalls and suggest how to avoid them. 

which clearly indicate the wide applicability of DEX for 
a variety of decision problems. The description of some 
other early industrial applications can also be found in 
(Urbančič, et al, 1991). 

3.1 Performance Evaluation of Companies 
Here, the general task is that a company or agency 
develops an evaluation model that assesses the 
perFormance of some other companies. The aim is, for 
example, to find a suitable business partner. The work 
with DEX in this area began in 1987, where a number of 
such models vvere developed in collaboration vvith the 
International Center for Public Enterprises (Bohanec 
and Rajkovič, 1990). An example hierarchy of attributes 
that was used to assess the performance of 54 puhlic 
enterprises in Pakistan, is shovvn in Figure 5. This work 
culminated in 1989 vvith the development of models that 
vvere used in the privatization of Peruvian public 
enterprises. 

Figure 5: Topmost levels of the model for performance 
evaluation of public enterprises 

3.2 Product portfolio evaluation 
The problem is to assess the quality of products made by 
a company or production unit. This assessment is vital 
for the formation of strategies-. The approach vvith DEX 
was based on the so-called portfolio method (Krisper, et 
al., 1991), which evaluates products using two primary 
evaluation dimensions: market attractiveness and 
competitive ability. Several practical cases vvere 
analyzed in this way, including the products of some 
vvell-knovvn Slovenian companies Fructal, Radenska, 
SRC, and DZS. 

3 Other Applications 
In about ten years tirne, DEX was used in more than 
fifty real-life decision problems in various areas. About 
one half of the problems can be classified as industrial, 
vvhile the remaining vvere conducted in the fields such as 
education or medicine and health čare (Bohanec, et al., 
1999). Some of the industrial problems vvere very 
difficult and involved substantial financial and other 
risks for decision-making organizations. In what follovvs 
we briefly outline five representative application areas. 

3.3 Evaluation of projects and investments 
The evaluation of projects or investment strategies is an 
industrial application context in which DEX has got the 
largest number of applications. The most typical 
investments included various softvvare, hardvvare and 
technology, such as data base management systems, 
production control softvvare, meteorologieal radar 
equipment, or a production line. The decision problems 
vvere often related to various investment proposals and 
tenders. An example of such applications, vvhich is 



490 Informatica 23 (1999) 487-491 M. Bohanec et al. 

documented quite in detail, is a model for Ihe evaluation 
of research and development projects (Bohanec, et al., 
1995). 

3.4 Remediatioin of dumpsites 
This is a recent application in the field of environmental 
čare. In order to alleviate the problem of illegal 
dumpsites in Slovenia, an expert system was developed 
that assesses the environmental impact of dumpsites and 
suggests activities for their remediation (SpendI, 1998). 
The environmental impact of dumpsites is assessed by a 
qualitative DEX model (Figure 6), vvhich is embedded 
in the expert system. 

flENV; IMPACT 

SURFAC, 

Figure 6: Model for the assessment of dumpsite's 
environmental impact (topmost levels only) 

3.5 Housiing loae aMocatiom 
This is an example of a repetitive decision-making task 
being supported by a DEX model. The model is a part of 
a management decision support system that is used since 
1991 by the Housing Fund of the Republic of Slovenia 
for the allocation of housing loans with favorable terms 
to citizens (Bohanec, et al., 1996). Until 1999, the Fund 
has issued 16 floats of loans, i.e., about two per year, 
and approved al most 20 thousand loans. 

The amount requested by applicants in a tloat typically 
far exceeds the available funds. Thus, the applicants 
must be ranked into a priority order. The procedure is 
required to be fast, reliable, transparent, and fair for ali 
applicants. The request for transparency asks for 
effective explanations of loan priority order, vvhich have 
to be provided to both the decision-making committee 
and a large number (usually, several thousands) of 
applicants. In the Fund's system, these requirements 
were fulfilled by a qualitative model that ranks the 
applications into five priority classes and provides a 
foundation for various explanations, vvhich are obtained 
by analyses and simulations of application data and the 
model itself. 

4 Esperieece 
Some important lessons have been learned in the 
applications of DEX. Here, we present some findings 

related to the duration of model development processes, 
difficulty of development stages, and categories of 
decision problems that seem to be particularly well 
suited for the application of DEX. 

The tirne needed to develop a DEX model turns out to 
be extremely problem-dependent: it may take from few 
hours to several months. Most typically, hovvever, the 
development requires about tvvo vvorking days for the 
development of model slructure, from one to tvvo days 
to define decision rules, and from one to several days to 
collect data about options, to evaluate, and analyze 
them. Therefore, the process most typically lasts from 
tvvo to ten vvorking days. 

The most difficult stage of the process is its first one, in 
vvhich the relevant attributes must be identified and 
appropriately organized into a hierarchical structure. 
This stage heavily relies on knovvledge and experience 
of decision-makers and experts, and requires a deep 
understanding of the decision problem. It can stili be 
considered more art than science. The remaining stages 
have been found much less problematic. Therefore, an 
appropriate identificalion of model structure mostly 
determines the success of the decision-making process. 

DEX vvith its qualitative modeling and ability to handle 
inaccurate and/or incomplete data about options appears 
particularly vvell suited for decision problems that 
involve qualitative concepts and a grcat deal of expert 
judgement. AIso, it seems that the usefulness of DEX 
increases vvith the increasing difficulty, or "complexity", 
of the decision problem. So far, the best results vvere 
achieved in problems that required large models, 
consisting of at least 15 attributes, and/or involving a 
large number of options, i.e,, from about 10 to several 
hundreds of options. On the other hand, DEX turned out 
to be unsuitable for problems that require exact formal 
modeling, numerical simulation and/or optimization. 

5 Ferther Work 
Currently, there are three limitations of the DEX 
approach that, we believe, can be greatly improved by 
appropriate extensions of the methodology. First, the 
difficult stage of model structure development could be 
additionally supported by a machine learning melhod that 
vvould develop (or at least suggest) model structure using 
decision examples taken either from an existing database 
of past decisions, or provided explicitly by the decision-
maker. A considerable progress in this direction has 
already been made by the development of a learning 
method called HINT (Zupan, et al., 1999). Given training 
examples, HINT develops a hierarchical multi-attribute 
evaluation model that explains and possibly generalizes 
the examples. The structure of the models developed by 
HINT is essentially the same as the structure of models 
developed "manually" using DEX. The HINT's model 
development is based on function decomposition, an 
approach that vvas originally developed for the design of 
digital circuits. 
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Another limitation of DEX is Ihat it is strictly limited to 
qualitative decision models; it cannot use numerical 
variables nor analytically represented utiiity functions 
that are commoniy used in traditional quantitative 
models. This is sometimes advantageous in comparison 
with otiier decision modeling systems, whicii 
exclusively rely on quantitative models. However, many 
real-life decision problems require both qualitative and 
quantitative attributes, so tiie integration of these two 
may have a great practical impact: it may increase the 
flexibiiity of the method and extend the range of 
decision problems that can be successfully approached. 
Methodologically, such integration appears quite 
difficult and requires more research. In the context of 
DEX, we consider it a long-term goal. 

Last but not least, the major part of DEX software has 
been developed about ten years ago and currently 
appears quite outdated. Therefore, an overall redesign 
and renewal of software is planned for the near future. 
Currently, we are developing a program called DEXi, an 
educational subset of DEX to be used by students and 
teachers in secondary schools and faculties. We plan to 
foUovv this by the development of a functionally 
complete state-of-the-art DEX system. 

6 Conclusion 
The DEX systeni effectively integrates two 
methodologies: multi-attribute decision making and 
expert systems. To a limited extenl, it aiso includes some 
elements of machine learning and fuzzy logic. By this, it 
facilitates a structured and systematic approach to 
complex decision problems. So far, DEX has been 
successfully used in over fifty real-life decision problems 
in industry, medicine, health čare and education, which 
ali speak in favor for its wide applicability and 
flexibility. From the practical viewpoint, the most 
important characteristics of DEX are: 
1. Qualitative (symbolic) decision modeling, which is 

particularly vvell suited for "soft" decision problems, 
i.e., less structured and less formalized problems, 
which involve a great deal of expertjudgement. 

2. Focus on the explanation and analysis of options, 
which lead to better-understood and justified 
decisions. 

3. Active support of the decision-maker in the 
acquisition of decision rules, vvhich speeds up model 
development and reduces the number of errors. 

The goals of further research and development related to 
DEX are tvvofold. First, we wish to improve the support 
in the difficult stage of model structure development, and 
propose to use machine learning methods, such as HINT, 
for that purpose. To further improve the tlexibility and 
general applicability of the approach, we suggest further 
research towards an integration of qualitative and 
quantitative decision models. 
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Classification is an important prolAem in the emergingfiekl of data mining. Given a training database 
of records, each tagged with a class label, the goal of classification is to huild a concise model that can 
be used to predict the class label of future, unlaheled records. A very popidar class of classifiers are 
decision trees because they sati.sfy the basic reijuirements of accuracy and understandahility. Instead of 
constructing the decision tree hy a sophisticated algorithm, \ve introduce a fidly Interactive metliod 
based on a midtidimensional visuali7.ation techmque and appropriate interaction capabilities. Thus, 
domain knowledge ofan expert can he profitably included in the tree construction pliase. Furthermore, 
after the Interactive construction of a decision tree, the user has a nuich deeper understanding of the 
data thanjust knowing the decision tree generated by an arhitrary algorithm. The Interactive approach 
also overcomes tke limitation of most decision trees which are fixed to hinary splits for numeric 
attributes and which do not allow to backtrack in the tree construction phase. Our performance 
evaluation with several well-known datasets demonstrates that even users with no a priori knowledge of 
the data construct a decision tree with an accuracy similar to the tree generated by state of the art 
algorithms. Additionally, visual Interactive classification significantly reduces the tree size and 
improves the understandihility ofthe resulting decision tree. 

1 Introduction 
The success of computerized data management has 
resulted in the accumulation of huge amounts of data in 
several organizations. There is a growing perception that 
analyses of these large databases can turn this "passive" 
data into useful Information. The term Data Mining 
refers to the discovery of non-trivial, previously 
unknovvn, and potentially useful patterns embedded in 
databases. 
Classification is one of the major tasks of data mining. 
The goal of classification is to assign a new object to a 
class from a given set of classes based on the atlribute 
values of this object. Different methods [12] have been 
proposed for the task of classification, for instance 
decision tree classifiers which have become very 
popular. Decision tree classifiers are primarily aimed at 
attributes with a categorical domain, that is a small set 
of discrete values. Numeric attributes, however, play a 
dominant role in application domains such as astronomy, 
earth sciences and molecular biology where the atlribute 
values are obtained by automatic equipment such as 
radio telescopes, earth observation satellites and X-ray 
cristallographs. [6] discusses an approach that splits 
numeric attributes into multiple intervals rather Ihan just 
two intervals. The well-known algorithms, however, 
perform a binary split of the form for a numeric atlribute 
a and a real number v. The SPRINT decision tree 
classifier [3] processes numeric attributes as follows. 
There are /; - 1 possible splits for n distinct values of a. 
The gini index is calculated at each of these n - 1 points 

and the atlribute value yielding the minimum gini index 
is chosen as the split poinl. CLOUDS [4] draws a 
sample from the set of ali atlribute values and evaluates 
the gini index only for this sample thus improving the 
efficiency. 

A commercial syslem for interactive decision tree 
construction is SPSS CHAID [15] which - in contrast to 
our approach - does not visualize the training dala bul 
only the decision tree. Furthermore, the interaction 
happens only before the tree construction yielding user 
defined values for global parameters such as maximum 
tree depth or minimum support for a node of the decision 
tree. 

Visual representation of data as a basis for the 
human-computer interface has evolved rapidly in recent 
years. [8] gives a comprehensive overview over existing 
visualization techniques for large amounts of 
multidimensional dala. Recently, several lechniques of 
visual data mining have been introduced. [5] presents 
the technique of Independence Diagrams for visualizing 
dependencies between Ivvo attributes. The brightness of a 
celi in the two-dimensional grid is set proporlional to the 
density of corresponding data objects. This is one of the 
few techniques which does not visualize Ihe discovered 
knowledge bul the underlying data. However, the 
proposed technique is limiled to two attributes. [10] 
presents a decision table classifier and a mechanism to 

http://informatik.uni-muenchen.de
mailto:c.elsen@elsen.net
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visualize the resulting decision table?,. It is argued that 
the visualization is appropriate for business users not 
familiar with machine learning concepts. In contrast to 
weII-known decision tree classifiers, our novel 
interactive approach enables aibilrary split points for 
numeric altributes, the use ol" domain knowledge in the 
tree construction phase and backtracking. 

In this paper, we introduce a novel interactive 
decision tree classifier based on a multidimensional 
visualization of the training data. Our approach allows to 
integrate the domain knowledge of an expert in the tree 
construction phase and it overcomes the limitation of 
binary splits for numeric attributes. The rest of this paper 
is organized as follovvs. In section 2 we introduce our 
technique for visualizing the training data. The support 
for interactive!y constructing a decision tree - which we 
have implemented in the Perception-Based Classification 
(PBC) system - is discussed in section 3. Section 4 
reports the results of an extensive experimental 
evaluation on several well-known dalasets. Section 5 
summarizes this paper and outlines several issues for 
future research. 

2 VisMaMziing tlie traieimig data 
In our approach, we visualize the training data in order 
to support interactive decision tree construction. We 
introduce a novel method for visualizing multi
dimensional data with a class label such that their degree 
of impurity with respect to class membership can be 
easily perceived by a user. Our pixel-oriented method 
maps the classes to colors in an appropriate way. The 
basic idea of pixel-oriented visualization techniques [8] 
is to map each attribute value v,- of each data object to 
one colored pixel and to represent the values belonging 
to different attributes in separate subwindows. The 
proposed techniques [9] differ in the arrangement of 
pixels within a subwindow. 

Circle Segments [2] is a recent pixel-oriented 
technique which was introduced for a more intuitive 
visualization of high-dimensional data. The Circle 
Segments technique maps d-dimensional objects to a 
circle which is partitioned into d segments representing 
one attribute each. Figure I illustrates the partitioning of 
the circle as well as the arrangement. Within each 
segment, the arrangement starts in the middle of the 
circle and continues to the outer border of the 
corresponding segment in a line-by-line fashion. These 
lines upon which the pixels are arranged are orthogonal 
to the segment halving lines. An extension of this 
technique bas been applied in the context of cluster 
analysis [1] . 

While most approaches of visual data mining 
visualize the discovered knovvledge, our approach is to 
visualize the training data in order to support interactive 
decision tree construction. 

Figure l.Illustration of the Circle 
Segments technique for S-dimensional 
data objects 

We introduce a novel method for visualizing multi
dimensional data with a class label such that their degree 
of impurity with respect to class membership can be 
easily perceived by a user. Our method performs pixel-
oriented visualization and maps the classes to colors in 
an appropriate way. 
Let D be a set of data objects consisting of d attributes 
A\, . . ., /4d and having a unique class label from the set 
of Classes = {c\, ci, • • • c\}. For each attribute A-,, let a 
total order < be defined, for example the <-order for 
numeric attributes or the lexicographic order for string 
attributes. 
To map each attribute value of D to a unique pixel, wc 
follovv the idea of the Circle Segments technique, i.e. we 
represent ali values of one attribute in a segment of a 
circle with the proposed arrangement inside a segment. 
We do not use, however, the overall distance from a 
query to determine the pixel position of an attribute 
value. Instead, we sort each attribute separately and use 
the induced order for the arrangement in the 
corresponding circle segment. The color of a pixel is 
determined by the class label of the object to which the 
attribute value belongs. In the follovving, we introduce 
our technique for mapping classes to colors. 
Let Colors be the set of ali different colors which can be 
represented in a given color model such as the RGB 
model, denoted as Colors - [col\, coU, . . . co/,,,), in<k . 
We are looking for an injective function visualize: 
Classes —> Colors vvhich, roughly speaking, should map 
"similar" classes to "similar" colors and "dissimilar" 
classes to "dissimilar" colors. We use distance funclions 
to define a formal notion of similarity for both the 
chisses and the colors: the smaller the distance, the 
laiger the similarity and vice versa. For example, when 
we have no additional information about the semantics 
of the classes Cj, we use the follovving distance function 
for classes: 

dist 
calefioncu .<'.s)={rir' 

There are, however, niany cases where we know more 
about the semantics of the classes. For example, there 
may be a class hierarchy defined by a predecessor 
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function pred tbr each class. Then we may use the 
distance function disti, defined as follows: 

dist {c 
h i^{pred{Cj),preH{cI)) else 

The indices of the classes C\ are chosen such that 
classes with a low distance receive neighboring 
indices implying a total order of Classes (which may 
not be uniquely defined). We define the total class 
distance dist loiai-cinss tis follows: 

f'"-f,»m/-cto =X' ' " ' ' ^^" ' i ) 

To defme a distance function and a total order for the 
Colors, we need a suitable color scale with the 
folloNving properties: 
• preservation of the order of the attribute values 

In the color scale, each color col; should be 
perceived as "preceeding" any color COIM. 

• uniformity of the perceived distances 
For any pairs (col;, co/j+i) and (co/j, co/j+i) the 
perceived "distance" between col; and colj+i should 
be the same as the perceived "distance" betvveen co/| 
andcolj+i. 

The function OTa/?:•[l,..,^'J•—> -[l,..,/^! maps class 
indices to color indices as follows: 

map{i) = 
1 if i=\ 

map{i-\)+ 
ilist{c-_^,c-) 

total — class - dist 
• X ( m - 1 ) else 

Note that (m-1) is the maximum difference betvveen 
the indices of two elements from Colors and 
I X |denotes the smallest integer / with i> x . Finally, 
we define the function vlsucdize:Classes —> Colors 
mapping classes to colors as follovvs: 

visualize(Ci) = cr;/,„.,p(i) 
Several color scales satisfying these requirements 
have been proposed [11]. These color scales are 
appropriate when a total or partial order is defined for 
the classes. For the purpose of comparability of the 
results, the experiments reported in this paper have 
been performed on several datasets where no 
semantics about the classes is knovvn. If no order of 
the classes is given, we do not need the first 
requirement to preserve the order of the attribute 
values. Furthermore, the second requirement is 
weakened such that each pair of colors co/j and co/| is 
perceived as being different, i.e. 

dist{col-,col:) ~ ' 
r o //• /•= 
11 else 

The amount of training dala that can be visualized at 
one tinie is approximately determined by the product of 
the number of attributes and the number of data objects. 
For example, 2.000 data objects with 50 attributes can be 

represented in a 374x374 window and 10.000 objects 
with 20 attributes fit into a 516x516 window. 

We have developed a color scale for class labels 
based on the HSI color model [7] , a variation of the 
HSV model. The HSI model represents each color by a 
triple (hue, saturation, intensity). In our experiments, we 
observed the most distinctly perceived colors for the 
follovving parameter settings: For col 1 we set hue - 2.5 
and intensity = saturation = 1.0, for col m we set hue = 
0.5 and intensity - saturation = 1.0, and ali other colors 
were obtained by partitioning the hue scale into 
equidistant intervals. 

Our approach of visualizing the training data aiso 
considers attributes having a low number of distinct 
values. In that čase, there are many objects sharing the 
same attribute value and their relative order is not 
uniquely defined. Depending on the chosen order, we 
might create homogeneous (with respect to the class 
label) areas within the same attribute value. To avoid the 
creation of artificial homogeneous areas, we use the 
technique of shuffling: for a set of data objects sharing 
the same attribute value the required order for the 
arrangement is determined randomly, i.e. their class 
labels are distributed randomly. 

3 Perception-based classification 

ii 
Visualization of the 
corresponding data 

User selects 
attribute 

User selects split point 

i t 
Updated Knowledge 

Visualization 

> t 
User selects 

one node in tree 
User removes 

one level 

User assigns class 
label to one partition 

— I 

Figure 2. A model for interactive classification 
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Figure 3. A Screen Shot of the PBC system 

The described visualization of the data is the basis ofour 
approach of interactive classification. Figure 2 depicts 
our model for interactive decision tree construction. 

Initially, Ihe complete training set is visualized in the 
Data Interaction Window together with an enipty 
decision tree in the Knowledge Interaction Window. The 
user selects a splitting attribute and an arbitrary nuniber 
of split points. Then the current decision tree in the 
Knovvledge Interaction Window is expanded. If the user 
does not want to remove a level of the decision tree, he 
selects a node of the decision tree. Either he assigns a 
class label to this node (which yields a leaf node) or he 
requests the visualization of the training data 
coriesponding to this node. As depicted in figure 3, the 
latter čase leads to a new visualization of every attribute 
except the ones used for splitting criteria on the same 
path from the root. Thus the user returns to the start of 
the interaction loop. The interaction is finished when a 
class has been assigned to each leaf of the decision tree. 

Interactive Selection of Split Points 

The interactive selection of split points consists of two 
steps: (1) selecting splitlines and (2) selecting a split 
point on each of the selected splitlines. 
First, by clicking on any pixel in the chosen segment, the 
user selects a splitline which is one of the lines 
(orthogonal to the segment halving line) upon which the 
pixels are ananged. Then by the syst6m this splitline is 
replaced with an animated line on which alternatively 
black and vvhite strips move along. Since the colors 
black and vvhite are not used for the mapping of the 
classes, the brushed splitline is well perceptible. In a 
separate area, the pixels of the selected splitline are 
redrawn in a magnified fashion which enables the user to 
set the exact split point. Note that the separation of two 
different colors is not the only criteria for determining 

the exact split point. If not ali attribute values on the 
splitline are distinct, the same attribute values may 
belong to objects of different classes. In this čase, setting 
a split point between two differently colored pixels 
would not be reasonable. Hence we provide feedback to 
the user in both the basis data visualization and the 
.separate splitline area, such that the attribute value of the 
pixel at the position of the mouse pointer appear in a 
subvvindovv. Figure 3 illustrates the visualization support 
for the selection of a splitline and an exact split point. 

Splitting strategy 

Our interactive approach overcomes the limitations of 
binary splits in attributes with a continuous domain. This 
additional Ilexibility rises the question about an 
appropriate splitting stiategy. In our experinients, we 
observed the best results in terms of accuracy and tree 
size if the choice of the splitting attribute is based on the 
strategy described belovv. The strategy has four options 
and the first of them which is applicable in the current 
visualization should be chosen. We will use the term 
partition for a coherent region of attribute values in the 
splitting attribute that the user intends to separate by split 
points. 

1) Best Pure Partitions (BPP). First choose the segment 
with the largest pure partitions. A partition is called pure 
if the user decides to label this partition with the most 
frequent class. This decision leads to leaf nodes in the 
decision tree, thus reducing the size of data which is not 
classified. 

2) Largest Cluster Partitioning (LCP). If no pure 
partition is perceptible, the segment with the largest 
cluster clearly dominant in one color should be chosen. 
In contrast to a pure partition, such a cluster will not be 
labeled by the most frequent class. 
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3) Best Complete Partltioning (BCP). If a choice upon 
BPP or LCP fails, the segment should be chosen that 
contains the most pixels that can be divided into 
partitions where each bas one cleai"ly dominant color. 

4) Differcnt Distribution Partitioning (DDP). If none of 
the above options applies, choose the segment where 
different distributions can be best separated through 
partitioning. 

After an attribule is chosen the split points have to be set. 
If the choice foliows BPP or LCP, additional split points 
in the remaining partition should be set if it leads to a 
separation of clusters or of different distributions. Thus, 
more inherent information of the splitting attribute is 
used for deriving the decision tree. Note that the splitting 
attribute will not reappear in lower nodes of the same 
path. 

4 Experimental evaluation 
In comparison to algorithmic decision tree classifiers, the 
process of interactive classification reveals additional 
insights into the data. To illustrate this advantage, in this 
section we discuss an example of two consecutive steps 
in the tree construction phase. Furthermore, we compare 
our classifier with popular algorithmic classifiers in 
terms of accuracy and tree size. 

Attributes 1 and 9 are obvious candidates for splitting. 
According to 'Best Pure Partitions', attribute 9 should be 
chosen because in contrast to the larger cluster in the 
segment of attribute I, the split leads to a pure partition. 
Note that the non-homogeneity of the cluster in attribute 
1 can only be perceived in the color representation. The 
pure partition can be assigned to the class of its only 
color. The visualization of the remaining partition bas to 
be examined in a further step. This is shown in figure 
4(b) representing the data objects visualized in figure 
4(a) except for ali objects belonging to the pure partition 
in attribute 9. Attribute 9 is not visualized any more 
because it was already used as a splitting attribute on this 
path of the decision tree. One effect of our visual 
approach becomes very clear in this example the 
removal of some training objects from the segment of 
the splitting attribute may yield the removal of objects 
from another segment vvhich make a partition of this 
segment impure. For example, the cluster in attribute 1 
(figure 4(a)) becomes a pure partition after the split 
(figure 4(b)). 

We used the accuracy and the tree size (total number 
of nodes) as quantitativc measures to compare PBC with 
well-known algorithmic approaches. We used the tree 
size besides accuracy .šince small trees are easier to 
understand and we consider understandability of the 
discovered knovvledge to be a major goal. For the 
comparison, we used three datasets from the Statlog 
database [13] for which the accuracy and the tree size of 
many algorithms is known [4] . The Satimage, Segment 
and Shuttle datasets were chosen because ali of their 
attributes are numeric. We performed the experiments as 
suggested in the dataset descriptions. As comparison 
partners we chose the popular decision tree classifiers 
CART and C4 from the IND package [14] as v êll as the 
recently proposed SPRINT [3] and CLOUDS [4] 
classifiers. The results of CLOUDS were produced with 
the SSE/DM method. 

Accuracy 

Satimage 

Segment 

Shuttle 

Tree Size 

Satimage 

Segment 

Shuttle 

CART 

85.3 

94.9 

99.9 

CART 

90 

52 

27 

C4 

85.2 

95.9 

99.9 

C4 

563 

102 

57 

SPRINT 

86.3 

94.6 

99.9 

SPRINT 

159 

18.6 

29 

CLOUDS 

85.9 

94.7 

99.9 

CLOUDS 

135 

55.2 

41 

PBC 

83.5 

94,8 

99.9 

PBC 

60 

39.5 

14.6 

Figure 4. Visualization of the Shuttle data 
before (a) and after a split (b) 

Table 1, Table 2: Accuracy and tree size of PBC and 
algorithmic approaches 

Table 1 depicts the accuracy of PBC and the algorithmic 
approaches, table 2 their tree sizes. Our performance 
evaluation demonstrates that the approach of interactive 
visual classification yields an accuracy similar to the 
accuracy obtained by well-known algorithms. PBC 
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significantly leduces the tree size and thus obtains 
decision trees which are much better understandabie. 

l3[«flnbute7[Split(6.01] 
• Bvpass 

9 C3 Attribute 2 [Split(-942.5|-26.5)] 
9 i S Attribute 9 [Split(I.O)] 

QRadFlow 
ilJ BpvOpen 

9 E 3 Attribute 9 [Split(I.O)] 
3 Rad Flow 
HFpvOpen 

9 113 Attribute 9 [Split(3.0)] 
13 Rad Flow 

9 C3 Attribute 1 [Split(39.5|52.5)l 
13 Rad Flow 
SFpvCIose 
HHigh 

Figure 5. A decision tree for the 
Shuttle dataset 

To illustrate this advantage, figure 5 shows a decision 
tree for the Shuttle dataset constructed wilh the PCB 
system. Attribute 7 represents the root of the tree vvith 
one spht point at 6.0. The foUovving tvvo nodes are the 
left (attribute 7 < 6.0) and right son of this root. The left 
son of the root is already assigned to a class (Bypas.s). 
The colored square besides the class labei depicts the 
color representin^ the class. We observe that the nodes 
with the splitting attributes I and 2 both have tvvo split 
points yielding a 3-ary decision tree that cannot be 
generated by the algorithmic approaches. 

5 Conclusion 
In this paper, we introduced a fully interactive method 
for decision tree construction based on a 
multidimensional visualization technique and 
appropriate interaction capabilities. Thus knovvledge can 
be transfered in both directions. On one hand, domain 
knovvledge of an expert can be profitably included in the 
tree construction phase. On the other hand, after going 
through the interactive construction of a decision tree, 
the user has a much deeper understanding of the data 
than just knovving the decision tree generated by an 
arbitrary algorithm. Our approach has several additional 
advantages compared to algorithmic approaches. First, 
the user may set an arbitrary number of split points 
vvhich can reduce the tree size in comparison to binary 
decision trees that are generated by most state of the art 
algorithms. Furthermore, in contrast to the greedy search 
performed by algorithmic approaches, the user can 
backtrack to any node of the tree vvhen a subtree turns 
out to be suboptimal. We conducted an experimental 
evaluation on several popular datasets. We found that 
even users vvith no a priori knovvledge of the training 
data construct a decision tree that has a similar accuracy 
and a significantly smaller tree size compared to 
algorithmic approaches. 

In our future vvork, vve vvill improve the scalability vvith 
respect to the maximum amount of data that can be 
processed. Furthermore, vve plan to extend our PBC 
system by features of algorithmic approaches and vve 
vvant to explore methods of integrating PBC vvith a 
database management system. 
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