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Obnovitev ¢lanstva v strokovnem drustvu MIDEM in iz tega
izhajajo¢e ugodnosti in obveznosti

Spostovani,

V svojem veC desetletij dolgem obstoju in delovanju smo si prizadevali narediti
drustvo priviacno in koristno vsem ¢lanom.Z delovanjem drustva ste se srecali
tudi vi in se odlogili, da se v drustvo vélanite. Zivljenske poti, zaposlitev in strok-
ovno zanimanije pa se z leti spreminjajo, najrazli¢nejsi dogodki, izzivi in odlocitve
s0 vas morda usmerili v povsem druga podrodja in vas interes za delovanje ali
Clanstvo v drustvu se je z leti mo¢no spremenil, morda izginil. Morda pa vas
aktivnosti drustva kljub temu Se vedno zanimajo, ¢e ne drugace, kot spomin
na prijetne Case, ki smo jih skupaj preziveli. Spremenili so se tudi naslovi in
nac¢in komuniciranja.

Ker je seznam clanstva postal dolg, oc¢itno pa je, da mnogi nekdanji ¢lani ni-
majo vec interesa za sodelovanje v drustvu, se je Izvrsilni odbor drustva odlodil,
da stanje Clanstva uredi in vas zato prosi, da izpolnite in nam posljete
obrazec prilozen na koncu revije.

Naj vas ponovno spomnimo na ugodnosti, ki izhajajo iz vaSega ¢lanstva. Kot
Clan strokovnega drustva prejemate revijo »Informacije MIDEM«, povabljeni
ste na strokovne konference, kjer lahko predstavite svoje raziskovalne in raz-
vojne dosezke ali srecate stare znance in nove, povabljene predavatelje s po-
drocja, ki vas zanima. O svojih dosezkih in problemih lahko porocate v stroko-
vni reviji, ki ima ugleden IMPACT faktor. S svojimi predlogi lahko usmerjate
delovanje drustva.

Vasa obveza je placilo élanarine 25 EUR na leto. Clanarino lahko pladate na
transakcijski racun drustva pri A-banki: 051008010631192. Pri nakazilu ne
pozabite navesti svojega imenal!

Upamo, da vas delovanje drustva Se vedno zanima in da boste &lanstvo ob-
novili. Zal pa bomo morali dosedanje ¢lane, ki ¢lanstva ne boste obnovili do
konca leta 2007, brisati iz seznama c¢lanstva.

Prijavnice posljite na naslov:
MIDEM pri MIKROIKS
Stegne 11

1521 Ljubljana

Ljubljana, december 2007

{zvrsilni odbor drustva
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MEMS-BASED INERTIAL SYSTEMS
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Abstract: MEMS-based inertial systems are one of the fastest growing application segments of the micro-sensor market. The applications range from
consumer to personal navigation and automotive systems, where they are used for rollover detection and stability control. This paper presents an
overview of MEMS-based inertial systems composed of acceleration and gyro sensors, ASIC for driving the sensor and sensing the signals, packages to
house the sensors and ASICS and software for controlling and fail-safe operation of the system. To produce such systems, several technologies are
needed, such as IC and MEMS technologies, packaging, calibration tests, etc. The driver for technology is the automotive industry, which requires as little
volume and power consumption as possible, as good a performance as possible for as small price as possible. Following this rule, a number of inertial
systems have been developed for automotive ranges from 75°/s to 300°/s, programmable band from 10 to 200Hz, noise floor of 0.02(°/s)/VHz, single
supply voltage of 5V, linearity better than 0.1%, automotive temperature range and probability of undetected errors smaller than 10/h.

Inercijski sistemi na osnovi MEMS tehnologije

Kjuéne besede: MEMS senzoriji, Inercijski sistemi, sistemi v ohisju, giroskop, senzor pospeskov, MEMS tehnologija, varni elektronski sistemi

Izvleéek: Inercijski sistemi, ki bazirajo na MEMS tehnologijah so najhitreje rastoe podrodje trga senzorskih sistemov. Uporaba sega od potrodnih,
osebnih navigacijskih do avtomobilskih sistemov, kier se uporabljajo za zaznavo stabilnosti in prevradanja ter pri merjenju pospeskov. Clanek obravnava
pregled integriranih inercijskih sistemov, ki so sestavljeni iz senzorja pospeska, senzorja vrienja, ASIC vezja, ki skrbi za krmiljenje senzorjev in detekcijo
Sibkih signalov, mikrokontroleria in programov za krmiljenje in upravijanje varnega sistema ter ohigja. Za ucinkovito gradnjo tak$nega sistema potrebujemo
razliéne tehnologije kot so: tehnologija integriranih vezji, MEMS tehnologije, pakiranje, kalibracija, testiranje itd. Glavni razlog za razvoj novih tehnologij je
avtomobilska industrija, ki zahteva inercijski sistem z majhnim volumnom, tezo, majhno porabo modi, avtomobilskimi specifikacijami in &im niZjo ceno. V
preteklih letih je bilo razvitih nekaj takénih sistemov, ki delujejo v avtomobilskem podrocju od  75°/s do 300°/s, programabilne pasovno $irino od 10 do
200Hz, dumom, ki je manjsi od 0.02(°/s)/VHz, linearnostio boljso kot 0.1% pri napajalni napetosti 5V in delujejo v avtomobilskem temperaturnem po-
drodju. Poleg tega avtomobiski standardi zahtevajo veliko zanesliivost delovanija, kjer mora biti verjetnost za neodkrito napako manjéa kot 10%/h.

torical background is presented, while in Section 4 the most
important automotive requirements are shown. Section 5

1 Introduction

MEMS inertial systems, consisting of MEMS accelerome-
ters and gyro sensors, ASIC that drive the sensors and
sense the signals, package and embedded software are
very important parts of silicon-based smart sensor-systems.
The technology driver is the automotive industry, because
it requires more and more “smart-sensor systems” to be
built into the vehicles. Applications of automotive inertial
systems include stability control, rollover detection, accel-
eration detection for the airbags and add-on for the GPS
navigation system. Other applications are biomedical,
sport, industrial and robotic, military and consumer like
picture stability control in cameras, 3D mouse and virtual
reality devices, etc. Common requirements for all these
applications are appropriate performances, low price, low
volume and low power consumption. These factors are the
most important drivers for further technological develop-
ment of MEMS inertial systems, composed of sensors,
analogue and digital signal-processing hardware and em-
bedded algorithms.

The paper is organized as follows: Section 2 covers basic
principles of operation of both sensors; in Section 3 his-

describes MEMS inertial measurement system used in
automotive applications. The introduction of MEMS tech-
nology is presented in Section 6, together with a descrip-
tion of the most important sensing and actuation princi-
ples (electrostatics in MEMS). In section 7, possible im-
plementations of the MEMS accelerometer and gyro sen-
sors are presented with an electro-mechanical mode! of
the gyro sensor. Section 8 explains possible implementa-
tion of electronic systems able to drive the sensors and
sense weak signals coming from the sensors.

2 Principles of operation

2.1 Accelerometer

Generally, an accelerometer consists of a proof mass sus-
pended by springs connected to a fixed frame. Figure 1
shows a general accelerometer sensor structure and its
simplified model.

When accelerating, according to Newton's second law, the
proof mass is moved from its rest position and the displace-
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rest position .

under acceleration

Fig. 1:  Accelerometer sensor and its simplified model

mass

ment can be sensed. The acceleration sensor has proof
mass M, effective spring constant K damping factor S and
can be approximately described by second order differen-
tial equation (2.1):

Mx'+ Bx+Kx =Ma (2.1)

. _ &
The displacement is approximately proportional to *« = E
()

The linear mechanical transfer function of the device can
be described by the second order system (2.2):

H (s) = ——2

®
5T+ —Ls+og (2.2)

) K
where resonance frequency of the system is 0)3 =—, qual-
m

ity factor of a system in resonance is proportional to

KM ) )
O=—m—|f proof mass is very small as in MEMS, then

B

Brownian motion of the air can disturb the operation of the

sensor creating random force £, =./4k,BT [N/\ﬁEJ,

which presents the lower resolution limit of the accelera-
tion sensor (2.3):

1 }4kBTcooli g }
YR (2.3)

8oV Mo |V

To reduce noise level a sensor can be placed in a vacuum.
In that case, the lower limit is defined by the noise gener-
ated in the electronic sensing circuitry.

2.2 Gyroscope

A gyroscope is a device that can sense rotation of an ob-
ject in space: it measures the angular velocity of a system
with respect to the inertial reference frame. Different phys-
ical mechanisms can be used for sensing the rotation;
Coriolis Effect is most commonly the used. Coriolis force
is apparent force that arises in a rotating reference frame.
If an observer is sitting on the x axis observing moving ob-
ject with velocity vector v (Figure 2) and if the coordinate
system is rotating together with the observer with angular

velocity Q then the observer thinks that the particle is
changing its path in the direction of x axis with accelera-

tion 4 =2Vx Q: thisis a Coriolis effect, according to French
scientists.

200

z
QA
gDTraveIling
particle
fcor = macor ) v
my a, =2vx8)
observer , Y
For spring
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Fig. 2:  The Coriolis effect

The effect can be observed in nature because of the earth’s
rotation: the winds and ocean currents in the northern
hemisphere are deflected towards the right while in the
southern hemisphere they are deflected towards the left.
Another example is that north-flowing Arctic rivers cut fast-
er into their right banks (from the perspective of looking
upstream) than their left ones, etc.

In the past, gyroscopes were built by means of a rotating

wheel, as suggested in Figure 3. Angular momentum =T
is the result of a rapidly spinning wheel with angular veloc-
ity m, which keeps its direction in space. If the outside
frame changes, as on the right side of Figure 3, then an-
gular momentum tries to keep the direction in space and,

as a result, the precession with angular velocity ﬁp starts

(I is momentum of inertia, L is angular momentum, T is

torque and Q, is precession angular velocity).

Gyroscope //_11\\\\\
AN

Fig. 3:  Mechanical rotating gyroscope

i=—=15=0 xL (2.4)

Most mechanical gyroscopes built in the past used this
principle. it was possible to build high precision gyroscopes
in this way but volume, mass, power consumption and price
of such implementations are prohibitively high for most
applications. Introduction of MEMS technologies enables
mass production of cheap and high quality sensors.
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3 Historical background

Very little is known about applications of acceleration sen-
sors before 1924 /1/. The effects of Coriolis force were
used through spinning-tops for ceremonies (Chinese,
Greeks, Romans, Maori). In 1740, Searson noted that the
spinning-top has a tendency to remain level even when the
surface was tilting. In an experiment in 1851 the French
scientist Foucault proved the rotation of the earth by build-
ing a pendulum in Paris’'s Pantheon. He used a pendulum
with 28kg mass, suspended on 67m long wire (Figure 4).
The plane of oscillations of the pendulum changes during
the 24-hour because of the Coriolis Effect produced by

the earth’s rotation.

i

Fig. 4: Foucault’s pendulum in the Pantheon, Paris

Johann Gottlieb Friedrich von Bohnenberger designed the
first modern mechanical gyroscope around 1800, while in
the mid-19th century the spinning-top acquired the name
gyroscope (though not through its use as a navigation tool).
Figure 5 shows one of the first operational gyrocompass-
es used for navigation purposes around 1808.

Fig. 5: Gyrocompass

During the 20th century many different implementations
of gyro sensors appeared, mainly for space navigation and
military applications. They used mechanical, optical or ring

laser principles. They are all accurate and stable but very
expensive, bulky, consume a lot of power and are there-
fore not very useful for automotive applications. Some of
the historical implementations are described in /2/.

4  Automotive requirements

Typical characteristics for different applications of acceler-
ometers are listed in Table 1. The data are taken from /2/.

Table 1: Typical characteristics of acceleration sensors

W-

Automotive |  Automotive Navigation | Micro- | Military
Parameter airbag | stability systems oTavity

Range +50g +2g g .1g | £10000g
Band 400kHz 400Hz 100Hz 1Hz | >50kHz
Resolution 50-200mg 1-2mg dug lug 0.1g
Off -axis sensitivity <3% <5% <0.1%

Non -lincarity <2% <% <0.1%

Shock in ms >2000g >2000g >10g

Temp. range -40to 125 -40to 125 -40t0 80

TC of offset <S0ugiC <5ugC <0.5 pg°C

TC of sensitivity <900ppm/°C <{00ppm°C | <Sppm/ C

Different applications require different characteristics re-
garding sensitivity, range, frequency response, resolution,
non-linearity, off-axis sensitivity, shock survivability, etc. The
most demanding are, of course, accelerometers used in
micro-gravity measurements. The requirements for auto-
motive applications as regards resolution, sensitivity, sta-
bility, etc. are not as demanding as for navigation and mi-
cro-gravity, and have a smaller range compared with bal-
listic and impact-sensing applications: for automotive ap-
plications, the price, volume and power consumption must
all be as low as possible. This can be achieved only if MEMS
integration technology is used.

Table 2 shows typical characteristics of gyro sensors for
different applications. Many different implementations are
possible, each covering its own application area. Automo-
tive requirements (rollover detection and stability control)
are not as demanding as navigation requirements regard-
ing stability, noise and range, however, the price, volume
and power consumption must be much lower, which is
possible to implement only by integration. Additional auto-
motive requirements equally important for the proper op-
eration of inertial measurement systems are:

- Allowed mechanical shock during operation: <1500¢g
- Allowed mechanical shock un-powered: <2000g

- Mechanical vibrations A=0.75mm, 10g, 55Hz to
2000Hz ..., 24h

- EMI requirements (0.1MHz to 400MHz)

- EM! Emission: 0.15 ... 200MHz, E< 30dBuUV/m
- Lifetime: 15000 hours in 17 years

- Probability of undetected error: <10°/h

201
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Table 2 Typical characteristics of gyro sensors

Applications Rate Tactical Inertial
(Automotive) | (Fibre -optics, | (Ring -laser optical)

Parameter MEMS MEMS
Full scale Range [*/s] 50-1000 >500 >400
Noi se dens. [*/s/VHz] 0.01-0.03 0.001 0.0001
Scale factor accur.[%] 0.1t02 0.01t00.1 <0.00t
Bias error[/s] <2 0.1-1 <0.01
Angle rand. walk[?h] | Unimportant | 0.05t00.5 <0.001
Bandwidth [Hz] 10-25-70 100 10
Max. shock in Ims[g] 103 104-105 105
Temp. range [°C] -40to 125 -40 to 125 -40 t0 125
Power cons. [ W ] <0.1 >10 >10
Price <10EUR High Very high

MEMS gyro sensors are mechanical sensors so they are
sensitive to mechanical shocks and vibrations. Robustness
against mechanical shocks is in contradiction with sensi-
tivity and scale factor. A special design of sensor and con-
trol electronics is therefore needed to overcome these
conflicting requirements. In addition, MEMS accelerome-
ters and gyro sensors are usually capacitive sensors using
very small capacitances: they have very high impedance,
so they are very sensitive to external electro-magnetic fields;
appropriate packaging, shielding and fully differential elec-
tronics could solve problems. The hardest requirement is
reliability regarding probability of undetected error, which
can be achieved only by running so-called fail-safe sys-
tem, which measures important parameters of the system
in realtime.

5 MEMS inertial measurement unit

An automotive application of a MEMS inertial measurement
unit with 6 degrees of freedom is shown in Figure 6. It is
composed of x, y and z acceleration sensors to be able to
measure longitudinal, lateral and vertical acceleration and
3 gyro sensors capable of measuring rotation about each
axis: yaw rate about z-axis, pitch rate around y-axis and roll
rate around x-axis. MEMS IMU includes sensors and elec-
tronics for driving all sensors and processing all signals
from the sensors.

Fig. 6:  MEMS inertial measurement unit

202

Required ranges for all sensors for rollover detection and
stability control (ESC) are shown in Figure 6. Currently it is
not possible to integrate all six elements into the same ASIC:
this is not, however, a distant dream. At present, it is pos-
sible to integrate two acceleration sensors and two gyro
sensors on top of the ASICs, which includes all necessary
electronics to get System in Package (SiP). An integrated
z-axis gyro is still awaiting implementation.

IMS (Inertial Measurement System) is in reality a system
where sensors are only one part. Other equally important
parts are: low noise analogue signal-processing hardware,
digital signal-processing algorithms and hardware, micro-
controller with embedded software running fail-safe algo-
rithms, package, calibration and built-in self-test. Integra-
tion of all these elements in a single chip or as SiP pro-
vides an opportunity to reduce price, increase reliability
and robustness and reduce power consumption.

6 MEMS technologies

To reduce fabrication cost and increase reliability, the sen-
sors must be scaled down by borrowing fabrication tech-
nologies from IC technology. In this way, the dimensions
are reduced (millimeter down to tenths of nanometer range)
and batch-processing of thousands of devices in parallel
is possible, thus reducing the price considerably. To be
able to scale mechanical structures, special micro-fabri-
cation technologies have been developed /6/. The relat-
ed field is called Microsystems technology and the sys-
tems built in this way are called Micro-Electromechanical
Systems (MEMS). Micromachining in combination with
standard IC processing steps (doping, deposition, photo-
lithography and etching) forms the technological base for
the implementation of today's micro-electromechanical sen-
sors and systems. Usually a MEMS sensor is just one of
the elements of an intelligent sensor system, which also
includes ASIC for driving and processing signals from the
sensors, package, software, calibration, testing, etc. To
reduce further the number of external passive or active
components, different techniques and technologies have
been developed: SoC (System on Chip), SSoC (Sensing
System on Chip) and SSiP (Sensing System in Package).
Their implementation depends on available technology,
physical requirements and required price.

Micromachining is used to produce three-dimensional
mechanical structures (cantilevers, bridges, membranes,
springs, etc.) /7/, (Figure 7). using different etching tech-
nigues: bulk micromachining is used to etch silicon sub-
strate, while surface micromachining (Figure 8) is used to
release a cantilever, beam or plate deposited on top of a
sacrificial thin film layer. The critical technology step is etch-
ing and most promising is anisotropic deep reactive ion
etching (DRIE), which can produce very high aspect ratio
micro-structures (Figure 9) needed for inertial sensors.
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Fig. 8: Surface micromachining

Fig. 9: DRIE example

If MEMS structures are to be integrated in the same sili-
con substrate as the ASICs, then a number of constraints
are imposed on the micromachining steps so as not to
detract from the performance of the electronics. Most im-
portant limiting factors are temperature of post-process-
ing steps and/or contamination of the ASICs substrate and
surface. Companies have developed several strategies for
the integration: Pre-CMOS micromachining, Intra-CMOS
micromachining and Post-CMOS micromachining /9/. Fig-
ure 10 shows dimensions of MEMS elements compared
to different physical structures.

Despite miniaturization, all classical physical laws are still
valid for most of the MEMS sensors. The reduction in size,
however, has the following important consequences: sur-
face/volume ratio is drastically increased, so surface prop-
erties dominate and surface charges become very impor-
tant, friction is greater than inertia, heat dissipation is greater
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Fig. 10: MEMS technology element sizes

than heat storage, electrostatic force is greater than mag-
netic force and finally new phenomena negligible at mac-
ro-scale can be observed. To be able to design and pro-
duce reliable MEMS sensors it is essential to model the
device and technology as good as possible and to control
the MEMS process as good as possible. Thorough testing
is also part of successful production.

During production of MEMS structures, several critical is-
sues may corrupt the performances of the sensor. Two of
the most damaging are: Stiction (Figure 11) and surface
stress (Figure 12).

o
i

S

AL I I

Fig. 11: Critical Issue: Stiction

Compressive on top

Tensile on top

Fig. 12: Critical Issue: Surface stress

Stiction is caused by different mechanisms. The conse-
guences for accelerometer and gyro sensors are disas-
trous since sensors with short circuits do not operate cor-
rectly. It is therefore important that we remove the possibil-
ity of stiction by appropriate etching and/or release tech-
niques or by using anti-stiction coating of the structure and/
or pulsed laser post-processing.

Another critical problem is surface stress, which causes
bending of mechanical structures in an unwanted direc-
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tion. The consequence is again disastrous for the opera-
tion of MEMS inertial sensors: it is especially dangerous
for gyro sensors, where surface stress may cause prohib-
itively high quad-bias. It may become several orders of
magnitude bigger than the bias signal and may saturate
the measurement channel. It is very important to prevent
surface stress during processing by choice of appropriate
materials, appropriate device design, annealing after proc-
ess steps and customized deposition and etching proc-
esses.

7 Electrostatics in MEMS

In MEMS, electrostatic force is bigger than magnetic force.
In addition, sensing capacitance can be more accurate
than sensing magnetic field or resistance because of noise.
If we place inertial sensors in a vacuum, then Brownian
motion of the air or gas does not define the resolution limit
of the sensor any longer: the noise generated in the first
stages of analogue signal-processing electronics dictates
the resolution limit. Electrostatic force can be used for
actuation and capacitance as a measure of mechanical
displacement. Two different shapes of capacitances are
possible in MEMS: plate capacitor (Figure 13) and comb
capacitor {Figure 14).

¢
;+++++++++++++++ij

X

Fig. 13: Plate capacitor

Plate capacitance as a function of displacement x if we
neglect fringe capacitance is (6.1).

comgEalis)

For small movements the relation is approx. linear. If one
plate is anchored, the capacitance is a measure of a dis-
placement assuming negligible fringe capacitance and no
bending. If voltage Vis connected between the plates, then
the attractive force between the plates is (6.2)

g,ed
2(d — xY

We can see that the force is in quadratic relation to the
applied voltage and inversely quadratic in displacement x.
Only attraction force is possible. In addition, applying a
sine wave signal to produce oscillatory movements caus-
es a second harmonic component, which must be careful-
ly considered. Electrostatic force can be used for driving
and for electrostatic trimming.

F(x) == (6.2)
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Fig. 14: Comb capacitor

For comb capacitors (Figure 14), the capacitance is pro-
portional to the position x of the inner plate even for large
displacement. Assuming that fringe capacitances are much
smaller than comb capacitances than the capacitance as
a function of x is (6.3):

C(x)=2-—+"2- & (L x) (6.3)
Applying voltage V to the structure gives a force propor-
tional to the square of the applied voltage (6.4): in this case,
aforce is linearly related to distance d and independent of
the position L. Again, we tactically assumed no bending
and no fringing field. In reality, this is not the case and
fringing fields cause a different non-linear relation between
position and capacitance, unwanted coupling between
neighboring structures, and additional forces not covered
by equations above, such as levitation effects, etc. Here
we will not cover these effects in detail.

€, & sb
F(x)= % (6.4)

Figure 15 shows the effect of ground plate capacitance:
any voltage difference between moving structures and
ground plates causes bending owing to the presence of
electrostatic force, which changes the resonance frequen-
cy of the structure in z direction.

/\\/ \

Fig. 15: Levitation effect owing to parasitic capacitance
towards substrate
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8 MEMS acceleration and gyro
sensors

8.1 MEMS acceleration sensors

Many possible transduction mechanisms can be used for
acceleration and gyro sensors and many were tested in
the past: piezo-resistive, electromagnetic, piezoelectric,
ferroelectric, optical, tunneling and capacitive. An exten-
sive reference list of possibilities is given in /2/. Capaci-
tive accelerometers are popular because it is relatively easy
to measure very small capacitance changes. in addition,
for carefully processed MEMS capacitors the actuation volt-
age is low, which is an additional advantage.

Lateral capacitive MEMS accelerometer is presented in
Figure 16. In the presence of external acceleration, the
support frame moves from its rest position; plate capaci-
tance between proof mass and support frame changes.
The sensor has good DC response, good noise perform-
ance, low drift, low temperature sensitivity, low power dis-
sipation and relatively simple structure. Capacitive sensors
are, however, sensitive 1o mechanical shock and vibrations
and to electromagnetic fields so appropriate design and
shielding are necessary.
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CAPACITANCES Q
L ma W
N  EE
i 0
= %

FIXED ’]l UMITCELL |

PLATE  bm————— -
J—— ] S

Fig. 16: Simplified view of lateral acceleration sensor
under acceleration

The challenge is finding appropriate interface circuitry,
where low noise and low drift readout/control circuitry with
high sensitivity and large dynamic range are needed. Elec-
tronic readout/control circuit requirements for accelera-
tion and gyro sensor systems are very similar, therefore,
both are treated in subsection 9.1.

8.2 MEMS gyro sensor and its model

Almost all reported MEMS gyro sensors are vibratory type
devices: in this case, no rotational elements are needed
and miniaturization and batch fabrication are possible. The
most important specifications are:

- Resolution: defined by the random noise of the sen-
sor and electronic given in [(‘)ﬁs )/\/Hz]. In the ab-

sence of rotation, the output signal is random, com-
posed of white noise and slowly varying function; the
white noise part defines the resolution.

- Drift: peak-to-peak value of the slowly varying noise
component defines short and long-term stability ex-
pressed in [*/7].

- Scale factor: is defined as the amount of change in
the output per unit change of rotation rate and is ex-

pressed in [V/(°/s)].

- Bias: is zero rate output and is the output when there
is no rotation; it is given in [°/s]. It can be digitally
compensated if changes because of ageing and tem-
perature drift are small.

A number of vibratory MEMS gyro sensors have been de-
veloped in the past: tuning fork, piezoelectric, gimbals-vi-
bratory, etc. Usually, micro-machined gyro sensors rely
on coupling of excited vibration mode into a secondary
mode owing to Coriolis acceleration. The magnitude of
secondary movement is proportional to input angular ve-
locity and driving speed and is perpendicular to the prima-
ry motion, as suggested for the tuning fork gyro example
shown in Figure 17. Driving could be electrostatic or elec-
tromagnetic and sensing could be electrostatic or piezoe-
lectric. One such example is explained in /13/.
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[}
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!
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Fig. 17: Tuning fork gyro principle

Many other implementations have been demonstrated and
their explanations are collected in /2/, for example, one
from Samsung /14/ and one from Bosch /16/. The prin-
ciple of operation of a gyro sensor presented in /14/ is
suggested in the left part of Figure 18. If the mass M is
suspended from the suspended frame and is vibrating in a
vertical direction as suggested, then because of Coriolis
acceleration the inner frame is vibrating perpendicular to
the direction of the vibration of the mass M: this vibration is
sensed by comb capacitors (sense fingers). Because of
imperfections, part of the driving vibrations is transferred
to the sense direction and produce output even without
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Coriolis acceleration (ZRO). This transferred movement is
in quadrature to the Coriolis movement: part of it can be
removed by electrostatic trimming. Unfortunately, remain-
ing quad-bias increases the demand for already high dy-
namic range in the measurement channel and produce
cross-talk from driving to the sensing mode. In addition,
mechanical shocks and vibrations can seriously corrupt
the operation of such sensors and reduce their usefulness,
especially in safety critical systems like automotive. Com-
panies have improved robustness by using a fully differen-
tial sensor that reduces the influence of vibrations and
shocks by order of magnitude.

Resonating mass | l I l I I
h .
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\\\
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v
Outer frame——+ T YVV¥] § g -AAA

Fig. 18: Schematic presentation of Samsung gyro and
its photomicrograph

Further improvements are possible by mechanical decou-
pling of drive and sense vibrating modes implemented in
gyro sensors produced by Bosch /16/ (Figure 19) and
further improved in other implementations (Figure 20). The
operation of the sensor presented in Figure 20 is as fol-
lows.

Driving electrostatic force applied to blue comb capaci-
tors causes the sensor to start oscillating around z-axis.
Red comb capacitors sense the rotation of the sensor
around z-axis. When no Coriolis acceleration is present,
the sensor is ideally vibrating around z-axis with no dis-
placements in z direction. Coriolis acceleration around y-
axis causes the ring to start moving vertically: these move-
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Fig. 19: x-axis vibratory gyroscope by Bosch

Fig. 20: Vibratory gyro with decoupled primary and
secondary motion

ments are transferred to the plate capacitors through the
springs that are stiff in z and y direction; Plate capacitance
change is a measure of the Coriolis acceleration around y-
axis.

Driving frequency must be precisely controlled using ap-
propriately-tuned PLL, while amplitude of oscillation in the
resonance is controlled by the AGC: the scale factor is
proportional to the velocity of the drive mode and there-
fore to the amplitude; it is constrained by material, gaps
between combs, reliability of operation, good S/N ratio,
etc. The coupling from drive mode to the sense mode owing
to Coriolis force is weak and must be amplified mechani-
cally by operating in the resonance if possible. Drive and
sense mode could be approximately described by 2™ or-
der transfer function modeling a mass-dumping-spring sys-
tem, where the dominant dumping factor comes from the
movement in the air. If proof mass is vibrating in a vacuum,
then very high Q could be realized (several 10000) and if
driving and sensing frequencies could be matched, the
coupling would be amplified by the Q factor. Unfortunate-
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ly, drive and sense resonance frequencies are different
and it is almost impossible to match them precisely, even
by using electrostatic trimming and electronic tuning, which
is suggested in experimental implementation /17/. Here,
reported performances are considerably better than any
other MEMS gyro sensor reported up to now, as far as
bias stability and noise floor are concerned. Mode match-
ing causes higher sensitivity and greater scale factor, but
the sensor becomes a very narrow band and sensitive to
vibrations and shocks. A compromise between sensitivity,
bandwidth and robustness is always necessary. Another
concern is quad-bias signal: it happens because part of
the driving movement is transferred to the sensing mode
owing to imperfections in the mechanical structure; it cor-
rupts the sensing channel. Fortunately, it is in quadrature
with bias signal and it can be almost completely removed
by appropriate signal-processing. Quad-bias signal could
be orders of magnitude bigger than bias signal, so linear-
ity and SnR requirements of the measurement channel are
very demanding.

9 Electronic systems concepts and
system integration

Electronics system concepts for accelerometers and gyro
sensors are very similar. The gyro sensor, however, requires
electronic with much better performances because of
weaker signals, Most high performance MEMS gyro sen-
sors operate in a vacuum to reduce the influence of Brown-
ian motion of the molecules of the air and thus reduce the
noise floor of the sensor. Consequently the noise floor for
that kind of device is limited by the noise floor of the sens-
ing channel of the ASIC and by analogue and digital signal-
processing of driving and sensing signals. Simulation for
efficient design of inertial system require accurate mode-
ling of sensor and electronics.

MECHANICAL
CHARGES

Fig. 21: Simplified model of a gyro sensor.

Figure 21 shows simplified coupled mechanical-electrical
model of a gyro sensor. The sensor is driven in resonance
by sine wave-like signals generated in the ASIC PLL: am-
plitude of oscillations is maintained by the use of AGC.
Rotation of the sensor is sensed through measurement of

capacitors Cmst and Cms2 (Figure 23) using HF sensing
voltages Umr and Uwmy. Sensing voltages Upy and Upp are
used to sense plate capacitances. One plate of each ca-
pacitor of a sensor is connected to the common node and
thus all charges from driving, motor sensing and plate ca-
pacitors are added together: to distinguish individual con-
tributions, different sensing frequencies can be used.
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Fig. 22: Characteristics of Gyro sensor

Figure 22 shows resonance characteristics of a sensor.
Sensing dynamics for constant rate can be described by
(6.5). For matched modes, the highest sensitivity could
be achieved but with very small bandwidth and very poor
robustness against vibrations, while for mismatched modes
the sensitivity is smaller but the bandwidth is bigger, and
robustness is increased.

y+2§co_),y+0)v‘2y =2Qw,x, sin (u)dt) (6.5)

A simplified electrical model of a sensor is presented in
Figure 23.
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Fig. 23: Simplified electrical model of a sensor

Approximate capacitances for sensor presented in Figure
20 are given in (6.6):

C,.=5-10pF
C, =0.1pF
C,. =02pF
C, =~0.05 pF

bx ~ P (66)
Cm =2pk

AC, =0.05aF (Q=0.1°/s)
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We can see that the biggest capacitor is parasitic capaci-
tance Cpar. Sensor capacitances are much smaller while
changes owing to Coriolis acceleration are extremely small:
electronics must resolve capacitance changes smaller than
0.05aF at angular speed of Q = 0.1°/s in as big a band-
width as possible, which requires the dynamic range of a
measurement channel in a range of more that 150dB.

9.1 Sensing electronics

Digital

Veeos{? voot*? veot? 1)

Sp=SQ7 27

Mixed signal

Fig. 24: Analogue and digital signal-processing block
diagram

Figure 24 shows a block diagram of analogue and digital
signal-processing needed to drive the sensor and sense
all charges. Critical element regarding noise is charge
amplifier G¢ (s), which transforms the spectrum of added
HF and LF charges from the sensor into appropriate volt-
ages. Since CMOS transistors are contaminated with 1/f
noise this is one of the reasons for using HF sensing sig-
nals, as suggested in Figure 25. Sensing components must
appear out of 1/f noise to be able to detect very small
capacitor changes. A second reason for using high

L L

f WsWd Ws+d
Ws

Fig. 25: HF sensing spectrum

sensing frequency is reduction of feedback “resistor’ in
the charge amplifier, which is needed to keep voltages
around reference level and to provide appropriate low im-
pedance virtual ground for the moving structure and com-
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mon plate of sensors capacitors. Other noise sources of
the ASIC may corrupt the measurement channel, so every
possible noise source in a system must be carefully ana-
lyzed and optimized. The following noise sources were
considered: charge amplifier thermal and 1/f noise, input
referred noise of programmable gain stages and mixers,
quantization and circuit noise of the A/D converters, 1/f
and thermal noise of sensing and driving signals, quantiza-
tion noise caused by different digital signal-processing al-
gorithms, etc. In addition, cross-talk noise coming from on
chip digital signal-processing blocks to the sensitive ana-
logue channels were among the hardest problems to solve
during the design of the MEMS inertial system.

10 Packaging

MEMS inertial sensors are mechanical elements, so it is
very important to reduce any stress during production or
during use, because mechanical stress can eventually
change the behavior of sensitive mechanical structures.
Wafer level packaging provides an appropriate level of vac-
uum for a sensor. The whole sensor is then placed in an
open cavity package or into a plastic package together
with the ASIC. Figure 26 shows the gyro sensor and ASIC
in an over-molded plastic package. In this case, the main
problems are related to mechanical stress because of dif-
ferent expansion coefficients of different materials.

Mold material

< , Asic

i - / - E \ T Leadirame

Damping Ge! Sensor

Fig. 26: Gyro sensor in plastic package

11 Calibration and test

Fig. 27: Turning table in temperature chamber
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For efficient production of MEMS inertial systems the cal-
ibration and the test are as important as all other activities.
During production, every sensor-ASIC pair is carefully cal-
ibrated and tested at different temperatures using automat-
ed test equipment (Figure 27). Companies like SensorDy-
namics are working on new equipment for handling accel-
erated tests and calibration procedures.

12 Conclusions

An overview of MEMS-based inertial systems is presented
in the article. The principles of operation of acceleration
and gyro sensors have been presented, together with
some historical background, followed by specification of
important parameters for different applications. The tech-
nology driver for inertial systems is automotive industry,
which requires reliable precise and cheap systems. MEMS
technology is the most appropriate technology at the mo-
ment and provides batch-processing possibility like ASICs
technology, which is the basis for price reduction. The fi-
nal goal of integration, however, which has not yet been
reached, is a six degrees of freedom inertial system with
three accelerometers, three gyros and all signal-process-
ing electronics integrated in a single package or even in a
single chip. Basic technology steps needed for the imple-
mentation of MEMS inertial sensors are presented, togeth-
er with possible problems and some basic structures for
acceleration and gyro sensors.

The design of MEMS-based inertial systems requires care-
ful modelling of sensor, electronics and package and opti-
mization of inter-related parameters. In vacuum-packed
sensors, the resolution is limited by noise of signal-process-
ing electronics, so the HF sensing principle can be used.
In addition, all possible noise sources must be carefully
analyzed and optimized.

MEMS inertial systems need thorough testing of all elec-
tronic blocks and sensors. To meet all specifications in
automotive temperature range extensive calibration at dif-
ferent temperatures is necessary.
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Abstract: This editorial note summarizes the topics of the Workshop on Electronic Testing, Bled, Slovenia, September 13, 2007. The workshop gathered
participants from seven European countries presenting papers on their current research in the areas of digital, sensor and mixed-signal test. Testing,
debugging and diagnosing nano-scale systems, thermal-aware SoC testing and system-in-package test were hot topics covered by the invited papers.

Sodobni izzivi na podroéju testiranja elektronskih
vezij in sistemov

Kjuéne besede: testiranje, diagnostika, nano sistemi, testiranje ob upostevanju energijske uporabe, testiranje sistemov integriranih na nivoju sestavov

lzvleéek: V okviru 43. mednarodne konference MIDEM je bila 13.septembra 2007 na Bledu organizirana delavnica o testiranju elektronskih vezij in
sistemov. Udelezenci iz sedmih evropskih drzav so predstavili svoje raziskovalne rezultate s podrodja testiranja digitainih vezij, senzorjev in mesanih
analogno digitalnih vezij. Vabliena predavanja so osvetlila aktualne probleme testiranja in diagnosticiranja vezij izdelanih s sodobnimi nano-tehnolodkimi
postopki, testiranja ob upostevanju energiiske porabe ter testiranja sistemov integriranih na nivoju sestavov (angl. System-in-Package, SiP).

Nowadays, electronic testing is addressing challenging
problems of providing high-quality cost-effective tests cop-
ing with ever-increasing design complexity of modern elec-
tronic devices. Increased interest in the above problems
and the growing needs for practical solutions led to the
decision of the programming committee of the Internation-
al Conference on Microelectronics, Devices and Materi-
als to host a workshop on this topic in the frame of the 43"
International Conference MIDEM 2007. According to the
established practice, special issue of “Informacije MIDEM”
is devoted to the key points of the event. This issue fea-
tures, among others, invited papers from the resulting
Workshop on Electronic Testing, Bled, Slovenia, Septem-
ber 13, 2007, The workshop gathered participants from
seven European countries presenting papers on their cur-
rent research in the areas of digital, sensor and mixed-
signal test. Testing, debugging and diagnosing nano-scale
systems, thermal-aware SoC testing and system-in-pack-
age test were hot topics covered by the invited papers.

In the nanometer domain, fabrication defects, variations in
device parameters and coupling effects in the intercon-
nect impact the device behavior and produce significant
variability in timing, drive, leakage, and so forth. Instead of
determinism and static analysis employed so far, the new
design process is increasingly becoming subject of statis-
tical variation, which consequently calls for a new para-
digm in verification and test. As robust design becomes
mandatory to ensure fail safe operation and acceptable
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yields, design robustness invalidates many traditional test
approaches. The new test solutions should also incorpo-
rate verification of robustness properties. The RealTest
Project presented by the first invited speaker Sybille Helle-
brand addresses the problems of robust design and assoc-
ciated efficient test procedures. The need of new fault
models comprising statistical profiles of circuit parameters
and conditions for fault detection is demonstrated in the
case study of single event transients in random logic. In
contrast to the traditional transient current model a refined
model (also referred to as UGC model) is proposed more
closely focusing on the impact of a single event transient
(SET) on a pn-junction. The analysis of the impact of UGC
model based on the simulations of a set of finite state ma-
chine benchmarks with randomly injected SET in the com-
binational logic have shown that longer duration of glitch-
es is likely to affect the behavior of the circuit and should
therefore be considered in both system design and test.

Fault diagnosis of electronic systems has been a challenge
for decades. From the early 70s marked by the fundamen-
tal reference Fault diagnosis of digital systems authored
by H.Y.Chang, E.Manning and G.Metze, technology made
tremendous progress while theoretic fault diagnosis prin-
ciples remained basically unchanged. Emerging nano-
scale systems on chip make debug and diagnosis a com-
plicated and difficult task /1/. Establishing good quality
control and improvement over the whole system life cycle
necessitates alternative descriptions and treatment of er-
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rors in individual steps of the life cycle, points out Hans-
Joachim Wunderlich in his invited paper. New approaches
are needed for description of effects originating from de-
fects in nano-scale technologies. While in the past, fault
detection and location were considered two distinct steps
for achieving diagnosis, in very deep submicron technology
their roles are indivisible and very demanding. Diagnostic
resolution is determined by the test set, hence diagnostic
ATPG focused on fault localization may lead to more pre-
cise localization of defects. Adaptive diagnosis approach
described in the paper by an illustrative example gives en-
couraging results. Design for debug and diagnosis (DDD) is
the next obvious step to increase diagnostic resolution in
practice. Major problems to be overcome by DDD are high-
lighted in the paper with some more detailed discussion re-
lated to compaction techniques and trace buffers.

Full-scan methodology supported by Automatic Test Pat-
tern Generation (ATPG) is a widely adopted test strategy
for testing integrated circuits. In this approach, considera-
ble peak power occurs periodically at the capture cycles
during input application and result capturing. Excessive test
power dissipation may permanently damage a circuit un-
der test or reduce its reliability. High temperature has be-
come a technological barrier to the testing of high perform-
ance SoC, especially when deep submicron technologies
are employed. In his invited paper, Zebo Peng discusses
several issues related to the thermal problem during SoC
testing. In the following, he presents a thermal-aware SoC
test scheduling technique to generate the shortest test
schedule such that the temperature constraints of individ-
ual cores and the constraint on the test-bus bandwidth are
satisfied. The idea is to partition the entire test set into a
number of test sub-sequences and to introduce a cooling
period between two consecutive test sub-sequences in
order to avoid overheating. Since long cooling periods may
substantially increase test time some additional test sched-
uling heuristics have been developed and are presented
in the paper. Comparison of different strategies given in
the experimental case study demonstrates the advantag-
es of the developed test scheduling heuristics.

According to the definition given by the International Elec-
tronics Manufacturing Initiative (INEMI) /2/ “System in
Package (SiP) is characterized by any combination of more
than one active electronic component of different function-
ality plus optionally passives and other devices like MEMS
or optical components assembled preferred into a single
standard package that provides multiple functions associ-
ated with a system or sub-system”. (SiP) design is gaining
importance because it can provide a number of advantag-
es over SoC in specific areas such as high-performance
consumer electronics or mobile phones. lts design inher-
ently poses problems of testing due to a broad mix of proc-
ess technologies, different types of interconnections and
3-D stacked IC. In presenting design and test issues of
SiP, Michel Renovell first outlines quality concerns for

achieving the required acceptable yield (e.g., known good
die concept). Next, problems related to bare-die testing
are addressed. New probing techniques developed due
to the limitations of traditional cantilever probe card tech-
nology are summarized. Challenges in system test imposed
by RF, analog and MEMS components are described in
the last part of the paper. Since mixed-signal and RF test
requires expensive test instrumentation alternative test
solutions such as built-in self-test or signal transformations
from analog to digital domain are often preferred. Initiative
for setting up a SiP test standard similar to IEEE Std 11491
or IEEE Std 1500 is discussed.

The Workshop on Electronic Testing brought together par-
ticipants from both industry and academia providing a fo-
rum for the exchange of ideas and dissemination of re-
search results. Since this was the first workshop on test-
ing organized in Slovenia it had also the goal of identifying
local groups and individuals working on test and establish-
ing close contacts among them. ETTTC (IEEE European
Test Technology Technical Council) /3/ fosters national
activities and encourages test society to joint collabora-
tion. An example of successful joint collaboration has been
the European IST project EUNICE-Test (European Network
for Initial and Continuing Education in VL.SI/SOC Testing
using remote automatic test equipment (ATE)), /4/, address-
ing the shortage of skills in the microelectronics industry in
the field of electronic test. In this project, 4 academic cen-
tres: Universitat Politécnica de Catalunya, Spain, Politecni-
co di Torino, ltaly, University Stuttgart, Germany and Jozef
Stefan Institute Ljubljana, Slovenia, joined the existing net-
work accessing remote test facilities (Agilent 83000 F330t
ATE for testing digital and mixed-signal integrated circuits)
located at CRTC in Montpellier. Established links offer op-
portunities for future collaboration including exchange of
information, consulting, joint experimental work of Ph.D.
thesis up to bilateral research projects and EC projects.
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Abstract: The increased number of fabrication defects, spatial and temporal variability of parameters, as well as the growing impact of soft errors in
nanoelectronic systems require a paradigm shift in design, verification and test. A robust design becomes mandatory to ensure dependable systems and
acceptable yields. Design robustness, however, invalidates many traditional approaches for testing and implies enormous challenges. The RealTest
Project addresses these problems for nanoscale CMOS and targets unified design and test strategies to support both a robust design and a coordinated
quality assurance after manufacturing and during the lifetime of a system. The paper first gives a short overview of the research activities within the project
and then focuses on a first result concerning soft errors in combinational logic. It will be shown that common electrical models for particle strikes in
random logic have underestimated the effects on the system behavior. The refined model developed within the RealTest Project predicts about twice as
many single events upsets (SEUs) caused by particle strikes as traditional models.

Testiranje nanosistemov - izzivi in strategije
zagotavijanja kakovosti

Kjuéne besede: nanoelektronski sistemi, mehke napake, robustno nacrtovanje, testiranje za zagotavijanje kakovosti, nenadni osamijeni dogodki

Izvle&ek: Povedano stevilo defektov pri izdelavi, prostorska in éasovna spremenljivost parametrov, kakor tudi rasto¢ vpliv mehkih napak v nanoelektron-
skih sistemih zahteva spremembe v njihovem nadrtovanju in testiranju. Robustno nacrtovanje postaja nujno za zagotavljanje delovanja in sprejemljivega
izkoristka. Tako nadriovanje pa zavraca do sedaj mnoge tradicionalne pristope k testiranju in tako postavija nove izzive. Projekt RealTest naslavija opisane
probleme pri CMOS nanosistemih in si za cilj zastavlja zdruzeno nadrtovanje in testno strategijo z namenom dosedi robustno naértan sistem, ki bo
proizvodljiv z zagotovljeno kvaliteto. V prispevku opiSemo raziskovalne aktivnosti v okviru tega projekta in se osredotocimo na prve rezultate glede mehkih
napak pri kombinacijski logiki. Pokazemo, da z novimi modeli, ki simulirajo nenadne osamljene dogodke, lahko bolje napovemo in simuliramo napake na
nivoju celega sistema.

1 |ntr0duction* to transient faults during system operation lead to massive
reliability problems /5, 39/.
Continuously shrinking feature sizes offer a high potential
for integrating more and more functionality into a single
chip. However, technology scaling also comes along with
completely new challenges for design and test. As in the
past, manufacturing defects are still a major problem, and
efficient test and diagnosis procedures are needed to de-
tect and sort out failing devices. While “random” or “spot”
defects, such as shorts or opens, have been the major
concern so far, the scenario has changed in the nanos-
cale era. The increasing variability of transistors, the deg- A second source of static variability is the extremely small
radation of devices, as well as the increasing susceptibility number of dopant atoms in the channel of a transistor. Al-

One major reason for static parameter variations is sub-wave-
length lithography. For nanoscale fabrication processes the
wavelength used for lithography is greater than the size of
the structures to be patterned. As in pictures with a low res-
olution, the resulting structures don’t have exactly the in-
tended contours. Even if technigues for resolution enhance-
ment (RET) such as optical proximity correction (OPC) are
applied, these effects cannot be fully compensated /24/.

*  This work has been supported by the DFG-grant “RealTest".
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though the concentration of dopant atoms in the channel
remains more or less constant, the decreasing channel
lengths lead to an exponential decrease of the number of
dopant atoms with successive technology generations, and
below 50 nm only tens of atoms are left. This implies that
the “Law of Large Numbers” is no longer valid and distur-
bances in a few atoms already result in different electric
characteristics of the transistors, as for example different
threshold voltages. This phenomenon is also referred to
as “random dopant fluctuations”.

Finally the varying power density in different components
of a system is a reason for dynamic parameter variations.
Extremely high switching activity in certain areas, e.g. the
ALY in a microprocessor, may for example cause “hot
spots” which in turn may result in voltage droops and sup-
ply voltage variations.

During the lifetime of a chip, aging and degradation of de-
vices can produce new permanent faults, which stay in the
system. Transient faults or “soft errors”, which affect the
system operation for a short time and then disappear again,
can be caused by a-particles emitted from the packaging
material or by cosmic radiation. Traditionally, soft errors
have only been considered for memories, because the
more aggressive design rules for SRAM and DRAM arrays
made them more susceptible to particle strikes. Meanwhile,
a saturation of the soft error rate (SER) in memories can
be observed, while the vulnerability of combinational logic
and latches is increasing /2, 13/.

To cope with these inevitable problems, a “robust” design will
become mandatory not only for safety critical applications but
also for standard products. On the one hand, a shift from
deterministic to statistical design is necessary to deal with
parameter variations /5, 39/. On the other hand, fault toler-
ance and soft error mitigation techniques are necessary to
compensate a certain amount of errors /2, 13, 29, 34/.

However, the changing design paradigms also reqguire a
paradigm shift in test. As “robust” systems are designed to
compensate faults to a certain extent, it is no longer suffi-
cient to classify chips into passing and failing chips. In-
stead, additional information about the remaining
robust-ness of passing chips is required (“quality binning”).
Furthermore, the “acceptable” behavior of a system may
vary within a certain range, which is possibly application
specific (e.g. accuracy or speed). Consequently, test de-
velopment cannot only be based on classical measures
such as fault coverage, but tests have to verify that mod-
ules fulfill their specifications including robustness proper-
ties. Additional problems arise, because traditional observ-
ables such as Ippq are no longer reliable failure indicators.

2  The RealTest Project

The problems explained above are addressed by the Real-
Test Project, which targets unified design and test strate-
gies supporting both a robust design and efficient test pro-

cedures for manufacturing test as well as online test and
fault tolerance. The project is a joint initiative of the Univer-
sities of Freiburg (Bernd Becker, llia Polian), Stuttgart (Hans-
Joachim Wunderlich), and Paderborn (Sybille Hellebrand),
and the Fraunhofer Institute of Integrated System Design
and Design Automation Dresden (Bernd Straube) /4/. Itis
funded by the German National Science Foundation (DFG)
and gets industrial support from Infineon Technologies,
Neubiberg, and NXP Semiconductors Hamburg. In detail
the research focus is on the following topics:

- Fault modeling,

- State monitoring in complex systems,

- Testing fault tolerant nanoscale systems,

- Modeling, verification and test of acceptable behavior.

The research activities are strongly dependent on each
other. To design for example a robust system, which can
compensate disturbances during system operation, a de-
tailed analysis of possible defect and error mechanisms is
indispensable. This analysis must take into account statis-
tical variations of the circuit parameters and provide a sta-
tistical characterization of the resulting behavior. Depend-
ing on the results the appropriate design and fault toler-
ance strategies can be selected. Particular attention must
be paid to flip-flops and latches, as they become the dom-
inating components in random logic and are extremely vul-
nerable. As the known techniques for hardening flip-flops
and latches are very costly, new efficient techniques for
state monitoring are needed. The design strategy and the
data obtained by the initial defect and error analysis deter-
mine the constraints for the test of the system. The cost for
test and design can be reduced, if it is possible to identify
critical and non-critical faults depending on the applica-
tion. For example, a fault in a DVD player resulting in only a
few faulty pixels at certain times is tolerable for the user
and need not be considered. A precise and application
specific model of the acceptable behavior of the system is
the basis for this step.

A short outline of the specific problems dealt with in each
topic is given in the following subsections.

2.1 Fault modeling

Defects, soft errors and parameter variations in future tech-
nologies cannot be accurately characterized by existing
fault models. To be able to deal with the complex physical
phenomena responsible for the circuit behavior, new fault
models must be developed comprising, in particular, sta-
tistical profiles of circuit parameters and conditions for fault
detection.

This work is based on techniques for inductive fault analy-
sis, which extract the behavior of defective layouts via the
electrical level to higher levels of abstraction /18/. As clas-
sical approaches for inductive fault analysis do not take
into account spatial and temporal variabilities, they must
be extended accordingly. A first result concerning soft er-
rors in combinational logic will be described in Section 3.
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2.2 State monitoring in complex systems

The percentage of flip-flops in logic components is rapidly
growing, which is for example due to massive pipelining or
speculative computing based on large register files. In
particular, fault tolerant architectures rely on redundant
structures and also work with an increased number of
memory elements. Already today, circuits with more than a
million flip-flops can be found both in data dominated and
in control dominated designs /21/.

Flip-flops are particularly susceptible to hard and soft er-
rors, and, as it will be analyzed in more detail in Section 3,
soft errors in the combinational logic also propagate to the
system flip-flops with a higher probability than assumed so
far. An additional problem appears in power aware designs,
where clock gating is used to keep the system state for
longer periods of time. Similar as the contents of memory
arrays, the system state is then exposed to disturbances
over longer time spans.

Ensuring the correct system state is thus a problem of major
importance. However, while online testing and monitoring
of memory arrays is already state of art, respective tech-
niques for logic circuitry are still in their infancy. Here the
goal is to investigate monitoring techniques and reconfigu-
ration strategies, which are suitable for both manufactur-
ing and online test. In particular new and robust hardware
structures for scan chains are under development. Similar
as in memory arrays, the key issue is not to harden each
single memory element but to partition the flip-flops into
appropriate subsets, which can be monitored with the help
of failure characteristics /14/.

2.3 Testing fault tolerant nanoscale
systems

On the one hand robust design styles are contradictory to
traditional design for testability rules, as they decrease the
observability of faults. On the other hand fault masking
helps to increase vield. Consequently, a "go/nogo” test
result is no longer satisfactory, instead information about
the remaining robustness in the presence of faults is need-
ed for quality binning.

As classical fault tolerant architectures such as triple modu-
lar redundancy (TMR) are very costly to implement, they are
still restricted to safety critical applications /36/. For other
systems, less hardware intensive solutions are of particular
interest. The research activities within the project therefore
focus on self-checking designs, which are able to detect
errors and initiate a recovering phase once an error has
happened /33/. Typically self-checking systems aim to
achieve the totally self-checking goal (TSC), i.e. to detect
an error when it results in a wrong output for the first time.
Strongly fault secure circuits e.g. achieve the TSC by guar-
anteeing for each fault either a test pattern or fault free oper-
ation even in the case of fault accumulation /40/. Design
guidelines for strongly fault secure circuits are already given
in /40/, more advanced techniques are described in /22/.
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In principle, tools for automatic test pattern generation
(ATPG) can be used to both verify the self-checking prop-
erties of the design and to generate test patterns for man-
ufacturing test. Clearly an ATPG tool can verify the exist-
ence of test patterns, and checking fault free operation in
the presence of faults corresponds to the known problem
of redundancy identification. However, there are several
challenges, which are not yet addressed in state of the art
tools. To deal with fault accumulation, the tools must be
able to handle multiple faults efficiently. Furthermore, self-
checking designs usually work with input and output en-
coding, and test patterns for online checking must be in
the input code and result in a circuit response outside the
output code. This requires ATPG with respective con-
straints. For manufacturing test, the fault model may be
different from that for online checking. The interaction be-
tween both fault models must be analyzed, and a test set
must be determined which can detect not only manufac-
turing defects but also reduced self-checking properties.

2.4 Modeling, verification and test of
acceptable behavior

As mentioned above, the behavior of nanoscale systems
may be “acceptable” within a certain range, which is pos-
sibly application specific (e.g. accuracy or speed). This
observation has been exploited in /6/ to introduce the con-
cept of error tolerant design. Within the framework of the
RealTest Project a more general approach is followed to
develop metrics for "acceptable behavior’ taking into ac-
count aspects of both offline and online testing.

Along with the development of respective metrics and their
integration into ATPG tools, an important issue is to pro-
vide means for estimating the impact of hard or soft errors.
The “severity” of a soft error in a sequential circuit can for
example be measured by the number of clock cycles the
system needs to return to a fault free state /12/. The re-
spective classification of soft errors in /12/ is based on a
temporary stuck-at fault model for soft errors and an efficient
estimation of the error probability P associated with each
fault. Perr reflects the probability that a soft error causes an
erroneous output or system state. It can also be used as a
guideline for selective hardening of circuit nodes /30/.

3 Single event transients -
An underestimated problem

As soft errors in random logic are a key challenge in nano-
scale systems, within the framework of the Real Test Project
special emphasis has been placed on modeling the ef-
fects of particle strikes in combinational logic /15/. The
results of this work have shown that soft errors in random
logic are still an underestimated problem. In particular, it
has been shown that in the majority of investigated cases
soft errors remain in the system about twice as long as
predicted by traditional approaches. For a better under-
standing of these results, the differences between tradi-



S. Hellebrand, C. G. Zoellin, H.-J. Wunderlich, S. Ludwig,

T. Coym, B. Straube: Testing and Monitoring Nanoscale Systems ...

Informacije MIDEM 37(2007)4, str. 212-219

tional modeling and the refined approach from /15/ are
pointed out in more detail in the sequel.

A particle strike in combinational logic can cause a glitch
in the output voltage of a logic gate /8/. Usually such a
“single event transient” (SET) only leads to a system fail-
ure, if it can propagate to a register and turn into a single
event upset (SEU) there. As a precondition, propagation
paths must be sensitized in the logic, and the glitch must
arrive at the register during a latch window /23, 31/. In
Figure 1 this is illustrated for a small example.

Fig. 1:

Logical and latch window masking.

If the particle strike at the AND gate produces a glitch at
the output, this can only be propagated through the OR
gate for w = 0. The glitch at the output of the OR gate is
not latched in the FF, because it has disappeared before
the next rising edge of the clock. In addition, depending
on the amplitude of a glitch, its propagation can also be
prevented by electrical masking /9/. Overall, it is particu-
larly important not only to predict the occurrence of an
SET but also to accurately characterize its expected shape.

State of the art device simulators allow a precise charac-
terization of SETs, but they are also highly computationally
intensive /10/. In many cases circuit level techniques of-
fer a good compromise between accuracy and computa-
tional cost /3, 20, 25, 32, 35/. They can also be com-
bined with device level analysis to mixed level approaches
/9, 10/.

3.1 Refined electrical modeling for
particle strikes

Most circuit level approaches model the effect of a parti-
cle strike with the help of a transient current source as
shown in Figure 2.

A common approximation to determine the current slope /(t)
is the double exponential function in equation (1) /28/. Here
Ta is the collection time-constant of the pn-junction, and 1,
denotes the time-constant for establishing the electron-hole
track.

strike ¢

b1y
0o )

soob
NMOS t

Transient current model.

1= fo[exp[—f}— exp(—r—fjj (1)

An alternative model is given by formula (2) with parame-
ters Q, T and K, where Q is the collected charge, T is a
pulse-shaping parameter and K is a constant /11/.

e

Both models assume a constant voltage V across the pn-
junction and do not consider the interdependence between
charge collection and the change in voltage over time. This
simplification is appropriate for modeling strikes at a signif-
icant distance from a pn-junction, where charge is collect-
ed by diffusion.

Fig. 2:

However, if an a-particle or a heavy ion generated by a
neutron strike crosses a pn-junction, this leads to a "“fun-
neling” process, which has first been described by Hsieh
for a-particle strikes /16/. Here, charge collection by drift
is the dominating phenomencn, and this process depends
on the electric field strength, and thus on the voltage.
Among several models for the charge collection by drift,
Hu's model has been selected as the basis for the work in
/15/, because it is also valid for variable field strength
/17, 27, 28/. Hu only considers o~particle strikes, but it
has been shown by device simulations that ions crossing a
pn-junction lead to similar effects /37/.

For the sake of simplicity, in the following explanations it is
assumed that the particle strikes the pn-junction at an an-
gle of 90°, and the discussion is restricted to NMOS with-
out loss of generality. The particle strike in Figure 3 gener-
ates a track of free electron-hole-pairs, which disturbs the
depletion zone.

The electrons from the track are drifting to the drain/source
region while the holes are drifting into the substrate gener-
ating an electric field. The depletion zone is gradually re-
generated in the regions where no holes are left over. This
funneling process is finished when all the holes have drift-
ed out of the original depletion zone. To model the current
flow Hu assumes an ideal voltage source V as depicted in
Figure 3.
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Fig. 3:  Funneling process.

In addition to V, the drift current lyir(t) is determined by the
diode potential Uy of the pn-junction, the voltage Upp.(t)
across the depletion zone, the resistance Rt of the elec-
tron-hole-track, and the resistance Rs of the substrate. With
G = (Rt + Rs)" the curve lain(t) is given by equation (3).

[m-m(t) =G (V + U/> - U[)I’I, (f)) (3)

To determine the voltage Uppr(t) Hu assumes that the
charge carrier density is equal to the density Nsup of ac-
ceptors in the substrate. However, Juhnke has shown by
device simulation that this approximation may not be pre-
cise enough /19/. Exploiting the condition of quasi-neu-
trality in semiconductors Juhnke derives an improved model
with equation (4) for Upp(t).

Upp (1) = NL VU, .[ Ly (2)dr (4)

ehd 0
The parameter Nep s is the line density of the electron-hole-
pairs along the track, which depends on the energy of the
particle strike. K is a technology dependent parameter
mainly determined by the mobilities of the electrons and
holes and by the density of acceptors in the substrate. In-
serting (4) into (3) pro-vides the differential equation (5) for
Larite(t).

[mv[// 0= G'(V+ U, “”A'[[S’"' hY, V+U, .[ [zlr'i/i(f')[Zf'] 5)
i)

ehd

For constant voltage V this equation has a closed form
solution and Juhnke’s model can be summarized by for-
mula (6).
: ! N,.
Ly (=G -(V+U,)- CXP(‘;] s = E?KiliiU,) ()

As observed in /15/ the assumption of constant voltage is
only necessary to derive a closed form solution for /gnd(t).
The term V + Uy in equation (5) can therefore be replaced
by a variable voltage U(t), which pro-vides equation (7).

1"//-,/: (f) = G(U([)__]\_/f__ ’VU(t) J. ]dr‘[/i(f)df] (7)

el

With ((7) :N{,,,J’,f'(K wlU(t)) equation (7) can be rewritten to
formula (8), which suggests the interpretation as a serial
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connection of a capacitance and a conductance. Since
the capacitance C(t) depends on U(t), the model is also
referred to as UGC model.

1,4(0=G -[U(r) —% I Lo (r')dz') ®
State-of-the-art circuit simulators based on advanced de-
scription languages such as VHDL-AMS allow the imple-
mentation of arbitrary two terminal networks. Thus, it is not
necessary to solve equation (7) analytically, but it can be
passed directly to the simulator for numerical analysis. A
symmetric analysis can be carried cut for PMOS devices,
but then the network must be connected with opposite
polarity and the technology parameter K must be adapted.

First experiments reported in /15/ have shown that the
traditional transient current model (based on equation (6))
and the UGC model provide significantly different results.
Analyzing for example the behavior of a transistor after an
oa-particle strike of 1 MeV, the glitches in the drain voltage
predicted by the UGC model have smaller amplitude but
longer duration. To justify this different view on single event
transients, the UGC model has been validated by compar-
ing it to the device level analysis of an NMOS transistor
reported in /9/. As shown in /15/ both the device level
simulations and the circuit level simulations using the UGC
model yield smaller amplitudes and longer du-rations than
traditional circuit level simulations based on a transient
current source.

3.2 Gate level modeling and simulation
results

The impact of the UGC model on SEU prediction can be
two-fold. On the one hand, smaller amplitudes may increase
electrical masking, but on the other hand a longer dura-
tion of glitches is likely to increase the probability of prop-
agation through the circuit. In order to analyze the impact
of the UGC model in more detail, in /15/ the gate level
behavior in the presence of SETs has been extracted us-
ing standard techniques as described in /1/. The circuit
level parameters were based on a 130 nm process, and
for each gate full parasitic information was taken into ac-
count during extraction. This way a gate library was creat-
ed and used to synthesize a set of finite state machine
benchmarks with the SIS synthesis tool, the characteris-
tics of which are summarized in Table 1 /26, 38/.

The columns show the names of the finite state machines,
the number of states, the number of primary inputs and
outputs, the number of flip-flops and the number of gates
after state minimization, state coding and logic minimiza-
tion as well as the minimum cycle times in picoseconds.

For the simulation at the gate level with a state of the art
event driven simulator, the properties of the library cells
were mapped to VHDL behavioral descriptions. To model
electrical masking at the gate level, the observations re-
ported in /7/ were exploited. Electrical masking is most
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Table 1. Characteristics of FSM examples

FSM States | PI | PO | FF | Gates | tc [ps]
bbara 10 4 2 8 90 670
dk14 7 3 S 3 145 993
dkle6 27 2 3 5 409 2068
ex5 2 2 2 18 348
ex6 8 5 8 3 123 928
fetch 26 9 1151 9 210 697
keyb 19 7 2 8 333 905
lion 4 2 1 2 20 308
me 4 3 5 9 50 381
nucpwr 29 131 27| 5 271 568
sl 20 8 6 8 199 1159
sand 32 111 9 [ 21 928 1186
scf 122 | 27| 56| 24 1280 1668
shiftreg 8 1 1 4 16 209
styr 30 9 1 10| 5 767 2677
sync 52 191 7 | 33 529 1403
trainl1 11 2 1 2 15 211

pronounced in the first two logic levels after the struck node
and after this, electrical masking effects can be neglected
and strictly Boolean behavior can be assumed.

To quantify the impact of the UGC model, the following
simulation flow is reported in /15/. The behavior of a finite
state machine is monitored during a given number of cy-
cles with a random input sequence. To compare the UGC
model to the common model based on a transient current
source, in fact three copies of the finite state machine are
simulated under exactly the same conditions. in each clock
cycle a random SET is injected into the combinational log-
ic of the finite state machine: an SET characterized by the
UGC model in one copy and an SET characterized by a
transient current source into the other copy. For compari-
son the third copy simulates the fault free case. If the SET
cannot propagate to a flip-flop in neither copy, then the
next SET is injected in the next cycle. Otherwise, a check-
point for the simulation of the good machine is generated,
and the simulation is continued until a fault free state is
reached again. This way it can be determined how long
the fault effects remain in the system, which can be used
as a measure of the “severity” of the faults /12/. If the fault
effects remain in the system for more than a given limit,
then the analysis is stopped to save simulation time. After
the states of both copies agree with the good machine or
the analysis of fault effects has been stopped, the check-
point for the simulation of the good machine is restored,
and simulation continues with the injection of the next SET.

For the first series of experiments in /15/, a clock of
maxi-mum frequency was assumed while monitoring the
finite state machine for 10 million SET injections. The re-
sults showed that once an SET manifested itself as an SEU

in the system, the average time for the SEU to stay in the
system was similar for both the UGC and the traditional
transient current model. However, comparing the number
of occurrences of SEUs showed significantly different re-
sults for both models. To simplify the discussion of the re-
sults in the following let tygc denote the number of cycles
an SET remains in the system when the simulation is based
on the UGC model, and let tyans represent the same number
for the transient current model. Furthermore, the number
of SETs with tyge > k is denoted by n(tuge > k), and the
number of SETs with tyans > k is denoted by nN{tyans > k).

In particular, a value of tygc or tians larger than zero means
that the SET has been propagated to one or more regis-
ters, consequently causing an SEU. In sequential circuits
an SEU can sometimes be tolerated, if it remains in the
system only for or a few clock cycles and the system re-
covers quickly to fault free operation /12/. But if it repeat-
edly propagates through the next state logic and stays in
the system for many cycles, then the risk of a severe sys-
tem failure increases considerably. Thus, it is also particu-
larly important to compare the results for the number of
SEUs staying in the system for more than a tolerable
number of cycles.

Figure 4 compares n(tyce > 0) and N(tians > 0) as well as
Mtuge > 20) and ntyans > 20). For each circuit, the left bar
shows the ratio n(fuge > 0)/nltians > 0), and the right bar
represents the ratio n{tugec > 20)/Nltirans > 20). There are
some cases where no SEUs stayed in the system for more
than 20 cycles in both cases. Here the respective bars
are omitted.

3
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Fig. 4: Comparing the ratios n{tugc > O)/n(tyans > 0), and
Ntuae > 20)/n(tyans > 20) for maximum
frequency.

It can be observed that the major trend is a factor of two
between the UGC model and the transient current source
model. This implies that the more realistic prediction by
the UGC model results in twice as many (severe) SEUs as
a prediction by the traditional transient current model.

The detailed results in /15/ show that there are also some
cases where the transient current source model predicts

217



Informacije MIDEM 37(2007)4, str. 212-219

S. Hellebrand, C. G. Zoellin, H.-J. Wunderlich, S. Ludwig,
T. Coym, B. Straube: Testing and Monitoring Nanoscale Systems ...

longer times for the SEUs to stay in the system. In this
case the smaller amplitudes predicted by the UGC model
result in electrical masking. But five to ten times more of-
ten the longer duration of glitches is the dominating effect.

Although the probability for an SET to be latched in a flip-
flop increases with the operating frequency, these trends
have been confirmed also for simulations based on differ-
ent clock frequencies /15/.

4 Conclusions

The increasing variability of parameters and the increasing
vulnerability to defects, degradation, and transient faults
require a paradigm shift in design and test of nanoscale
systems. A robust and fault tolerant system design becomes
mandatory also for non critical applications, and testing
has to characterize not only the functionality but also the
robustness of a system.

The RealTest Project addresses these problems by devel-
oping unified design and test strategies supporting both a
robust design and efficient test procedures for manufac-
turing test as well as online test and fault tolerance.

First results concerning the susceptibility of random logic
to soft errors have shown that the effects of SETs have still
been underestimated so far. Simulations at gate level based
on a refined electrical model for SETs have revealed about
fwice as many critical effects as simulations based on a
traditional model.
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Abstract: High temperature has negative impact on the performance, reliability and lifespan of a system on chip. During testing, the chip can be overheat-
ed due to a substantial increase of switching activities and concurrent tests in order to reduce test application time. This paper discusses several issues
related to the thermal problem during SoC testing. It will then present a thermal-aware SoC test scheduling technique to generate the shortest test
schedule such that the temperature constraints of individual cores and the constraint on the test-bus bandwidth are satisfied. In order to avoid overheating
during the test, we partition test sets into shorter test sub-sequences and add cooling periods in between. Further more, we interleave the test sub-
sequences from different test sets in such a manner that the test-bus bandwidth reserved for one core is utilized during its cooling period for the test
transportation and application of the other cores. We have developed a heuristic to minimize the test application time by exploring alternative test partition-
ing and interleaving schemes with variable length of test sub-sequences and cooling periods. Experimental results have shown the efficiency of the
proposed heuristic.

Izzivi in resSitve pri testiranju sistemov na Cipu

Kjuéne besede: testiranje elektronike, SoC sistemi na Cipu, tehnike testiranje SoC z obviadovanjem pregrevanja, ucinkovitost testiranja

Izvledek: Visoke temperature negativno vplivajo na lastnosti, zanesljivost in Zivijensko dobo sistemov na ¢ipu. Med testiranjem lahko pride do pregrevanja
Sipa zaradi povecanega stevila vklopov z namenom skrajsati ¢as testiranja. V prispevku opisemo tovrstne probleme in predstavimo tehnike, s katerimi
nacrtujemo take testne procedure, ki vodijo raduna o tem, da ne prihaja do pregrevanja posameznih delov ¢ipa. Z namenom preprediti pregrevanje smo
teste razdelili na kraje testne periode z vmesnimi pavzami za hlajenje elektronike. Dodatno smo programirali testna zaporedja tako, da so se signali §irili
preko testnih poti selektivho k posameznim delom elektronike med tem, ko so se drugi deli hladili. Izdelali smo ustrezno metodologijo, ki nam je omogodila
skrajsati testne ¢ase. Eksperimentalni rezultati so pokazali uspesnost predlagane metode.

1. Introduction lem, in order to reduce the silicon area used for test ac-
cess and to minimize the total test application time /2/,
The rapid development of System-on-Chip (SoC) tech- /3/,/4/,/5/,/6/,/7/,/8/.

niques has led to many challenges to the design and test
community. The challenges to the designers have been
addressed by the development of the core-based design
method, where pre-designed and pre-verified building
blocks, called embedded cores, are integrated together
to form a SoC. While the core-based design method has
led to the reduction of design time, it entails several test-
related problems. How to address these test problems in
order to provide an optimal test solution is a great chal-
lenge to the SoC test community /1/.

The rapid increasing test data volume needed for SoC test-
ing is another issue to be addressed, since it contributes
significantly to long test application times and huge ATE
memory requirements /7/. This issue can be addressed
by sharing the same test set among several cores as well
as test data compression. Both test set sharing and test
compression can exploit the large percentage of don't care
bits in typical test patterns generated for complex SoC
designs in order to reduce the amount of test data needed
/9/.

A key issue for SoC testing is the selection of an appropri-
ate test strategy and the design of a test infrastructure on
chip to implement the selected test strategy. For a core
embedded in a SoC, the direct test access to its peripher-
ies is impossible. Therefore, special test access mecha-
nism must be included in a SoC to connect the core pe-
ripheries to the test sources and sinks. The design of the
test infrastructure, including the test access mechanism,
must be considered together with the test scheduling prob-

The issue of power dissipation should also be considered
in order to prevent a SoC chip from being damaged by
overheating during test /2/, /9/, /10/, /11/. High tem-
perature has become a technological barrier to the testing
of high performance SoC, especially when deep submi-
cron technologies are employed. In order to reduce test
time while keeping the temperature of the cores under test
within a safe range, thermal-aware test scheduling tech-
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nigues are required, and this paper discussed several is-
sues related to thermal-aware SoC testing.

Thermal-aware testing has recently attracted many research
interests. Liu et al. proposed a technique to evenly distrib-
ute the generated heat across the chip during tests, and
therefore avoid high temperature /12/. Rosinger et al. pro-
posed an approach to generate thermal-safe test sched-
ules with minimized test time by utilizing the core adjacen-
cy information to drive the test scheduling and reduce the
temperature stress between cores /13/. In our previous
work /14/, we proposed a test set partitioning and inter-
leaving technique, and employed constraint logic program-
ming (CLP) to generate thermal-aware test schedules with
the minimum test application time (TAT).

In our work, we assume that a continuous test will increase
the temperature of a core to pass a limit beyond which the
core may be damaged. In order to avoid overheating dur-
ing tests, we partition the entire test set into a number of
test sub-sequences and introduce a cooling period be-
tween two consecutive test sub-sequences. As the test
application time substantially increases when long cooling
periods are introduced, we interleaved different partitioned
fest sets in order to generate a shorter test schedule. In
/14/, we restricted the length of test sub-sequences that
belong to the same test set to be identical. Moreover, we
also restricted the cooling periods between test sub-se-
qguences from the same test set to have equal length. The
main purpose of these restrictions was to keep the size of
the design space small and, by this, to reduce the optimi-
zation time, so that the CLP-based algorithm will be able to
generate the optimal solutions in a reasonable time.

However, these restrictions have resulted in less efficient
test schedules, and longer test application times. In our
recent work, we have eliminated these restrictions so that
both test sub-sequences and cooling periods can have
arbitrary lengths. Since breaking the regularity of test sub-
sequences and cooling periods dramatically increases the
size of exploration space, the CLP-based test scheduling
approach proposed in /14/ is not feasible any more, es-
pecially for practical industrial designs. Therefore, new, low-
complexity heuristics are needed which are able to pro-
duce efficient test schedules under the less restricted and
more realistic assumptions.

The rest of this paper is organized as follows. The next
section discusses the thermal issue related to SoC test-
ing, and some solutions. It will also motivate the impor-
tance of test partitioning and interleaving with arbitrary par-
tition/cooling lengths. Section 3 defines formally the ther-
mal-award test scheduling problem we are addressing in
this paper. Section 4 presents the overall strategy of our
thermal-aware scheduling approach, and Section 5 the
proposed test scheduling heuristic. The experimental re-
sults are described in Section 6, and conclusions in Sec-
tion 7.

2. The thermal issue

High temperature can be observed in most high-perform-
ance SoCs due to high power consumption. High power
consumption results in excessive heat dissipation, and el-
evates the junction temperature which has large impacts
on the operation of integrated circuits /15/, /16/, /17/,
/18/.

The performance of the integrated circuits is proportional
to the driving current of CMOS transistors, which is a func-
tion of the carrier mobility. Increasing junction tempera-
ture decreases the carrier mobility and the driving current
of the CMOS transistors, which consequently degrades
the performance of circuits /19/.

At higher junction temperature, the leakage power increas-
es. The increased leakage power in turn contributes to an
increase of junction temperature. This positive feedback
between leakage power and junction temperature may re-
sult in thermal runaway and destroy the chip /19/.

The long term reliability and lifespan of integrated circuits
also strongly depends on junction temperature. Failure
mechanisms in CMOS integrated circuits, such as gate
oxide breakdown and electro-migration, are accelerated
in high junction temperature. This may results in a drop of
the long term reliability and lifespan of circuits /18/ .

Advanced cooling system can be one solution to the high
temperature problems. However, the cost of the entire sys-
tem will substantially increase, and the size of the system
is inevitably large.

The thermal issue becomes even more severe in the case
of testing than in normal functional mode, since testing dis-
sipates more power and heat due to a substantial increase
of switching activities /18/. In order to prevent excessive
power during test, several techniques have been devel-
oped. Low power DFT and test synthesis techniques can
be utilized, including low-power scan chain design /20/,
/21/, as well as scan cell and test pattern reordering /21/,
/23/,/24/. Although low power DFT can reduce the power
consumption, such techniques usually add extra hardware
into the design and therefore can increase the delay and
the cost of the produced chips.

For many modern SoC designs, when a long sequence of
test patterns is continuously applied to a core, the temper-
ature of this core may increase and pass a certain limit
beyond which the core will be damaged. In such scenari-
0s, the test has to be stopped when the core temperature
reaches the limit, and can be restarted later when the core
has been cooled down. Thus, by partitioning a test set into
shorter test sub-sequences and introducing cooling peri-
ods between them, we can avoid the overheating during
test. Figure 1 illustrates the temperature profile of a core
under test when the entire test set for the core is parti-
tioned into four test sub-sequences, TSy, TS2, TS3, and
TS4, and cooling periods are introduced between the sub-
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sequences. In this way, the temperature of the core under
test remains within the imposed temperature limit.

Temperature
Completion Time
Temp.
Upper
Limit
e~ TS1 -—rk—Cooling —i TS2 ++— Cooling —i+ T83 +k—Cooling —{TS4}—
Time

Fig. 1. lllustration of test set partitioning

It is obvious that introducing long cooling periods between
test sub-sequences will substantially increase the test ap-
plication time (TAT). To address this problem, we can re-
duce the TAT by interleaving the partitioned test sets such
that the test-bus bandwidth reserved for a core C;, during
its cooling periods, are utilized to transport test data for
another core C; (j # /), and thereafter to test the core C;. By
interleaving the partitioned test sets belonging to different
cores, the test-bus bandwidth is more efficiently utilized.
Figure 2 gives an example where two partitioned test sets
are interleaved so that the test time is reduced with no
need for extra bus bandwidth.

Temperature Completion Time
Temp.
Upper
Limit
; Testing,
: “l(Core 2?'_‘
¥—Cooling (Core 1) Time

Fig. 2. Illustration of test set interleaving

There are many design alternatives which can be used to
implement the above basic ideas of test partitioning and
interleaving for thermal-aware test scheduling. in general,
the objective is to minimize the test application time by
generating an efficient test partitioning/interleaving scheme
and to schedule the individual test sub-sequences which
avoids violating the temperature limits of individual cores,
and, at the same time, satisfies the test-bus bandwidth
constraint. This is a complex optimization problem, and
we have developed, as mentioned in the previous section,
a solution for the problem with the restriction that the length
of the test sub-sequences from the same test set should
be identical and the cooling periods between test sub-se-
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quences from the same test set should have equal length
/14/. However, this restriction has resulted in less efficient
test schedules, and thus longer test application times.

To illustrate the usefulness of eliminating this restriction so
that both test sub-sequences and cooling periods can have
arbitrary lengths, each test sub-sequence can be consid-
ered as a rectangle, with its height representing the re-
quired test-bus bandwidth and its width representing the
test time.

Figure 3 gives an example where three test sets, TSy, TSy,
and TS3, are partitioned into 5, 3, and 2 test sub-sequenc-
es, respectively. Note that the partitioning scheme which
determines the length of test sub-sequences and cooling
periods has ensured that the temperature of each core will
not violate the temperature limit, by using a temperature
simulation /19/. Figure 3(a) shows a feasible test sched-
ule under the regularity assumption (identical test sub-se-
quence length and identical cooling periods for each core).
In Figure 3(b), an alternative test schedule is depicted,
where the test sub-sequence and the cooling periods can
have arbitrary lengths. This example shows the possibility
to find a shorter test schedule by exploring alternative so-
lutions, where the number and length of test sub-sequenc-
es, the length of cooling periods, and the way that the test
sub-sequences are interleaved are different from those in
Figure 3(a).

Bandwidth Bandwidth Limit Test Completiom—
TS TS3;
TS2t TSy TS23
N N = N
NS TS TS (791 1%
WONN \-,\: S ) \\\ oy
0 Time
(a) A test schedule with regular partitioning
scheme
Bandwidth Bandwidth Limit Test Completion-——
TS31 T83 TS
TSy TSz TS
N NN L
\:\\TS 1, TSy2] ~T8 13t
N N N
0 Time
(b) An alternative test schedule with irregular

partitioning scheme

Fig. 3. Comparison of two different test schedules

3. Problem formulation

We have assumed a test architecture using a single test
bus to transport test data between the tester and the cores
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under test. A tester can be either an external automated
test equipment (ATE) or an embedded tester integrated on
the chip. Each core under test is connected to the test
bus with a number of dedicated TAM wires. The test pat-
terns, together with a generated test schedule, are stored
in the tester memory. A test controller controls the entire
test process according the test schedule, sending test
patterns to and receiving test responses from the corre-
sponding cores through the test bus and the TAM wires.

Suppose that a system S, consisting of n cores
Cy, Co, ..., Cp, employs the test architecture defined
above. In order to test core C;, a test set TS; consisting of
I generated test patterns is transported through the test
bus and the dedicated TAM wires to/from core C;, utilizing
a bus bandwidth W;. The test bus is designed to allow trans-
porting several test sets in parallel but has a bandwidth
limt BL(BL>=W,, i=1,2, ..., n). We assume that contin-
uously applying test patterns belonging to TS; may cause
the temperature of core C;to go beyond a certain limit TL;
so that the core can be damaged. In order to prevent over-
heating during tests, as discussed before, we partition a
test set into a number of test sub-sequences and introduc-
ing a cooling period between two partitioned test sub-se-
quences, such that no test sub-sequence drives the core
temperature higher than the limit and the core tempera-
ture is kept within a safe rage.

The problem that we address in this paper is to generate a
partitioning scheme and a test schedule for system S such
that the test application time is minimized while the bus
bandwidth constraint is satisfied and the temperatures of
all cores during tests remains below the corresponding
temperature limits.

4. Overall strategy

We have proposed an approach to solve the formulated
problem in two major steps. First, we generate an initial
partitioning scheme for every test set by using tempera-
ture simulation and the given temperature limits. Second,
the test scheduling algorithm explores different test sched-
ules by selecting alternative partitioning schemes, inter-
leaving test sub-sequences, and squeezing them into a
two-dimensional space constrained by the test-bus band-
width.

In order to generate thermal-safe partitioning schemes, we
have used a temperature simulator, HotSpot /17/, /25/,
/26/, /27/, to simulate instantaneous temperatures of in-
dividual cores during tests. HotSpot assumes a circuit pack-
aging configuration widely used in modern IC designs, and
it computes a compact thermal model /27/ based on the
analysis of three major heat flow paths existing in the as-
sumed packaging configuration /26/, /27/. Given the
floorplan of the chip and the power consumption profiles

1 The value of k can be experimentally set by the designers.

of the cores, HotSpot calculates the instantaneous tem-
peratures and estimates the steady-state temperatures for
each unit. In this paper, we assume that the temperature
influences between cores are negligible since the heat
transfer in the vertical direction dominates the transferring
of dissipated heat, which has been validated by the simu-
lation results with HotSpot /14/, /19/.

When generating the initial thermal-safe partitioning
scheme, we have assumed that a test set TS; is started
when the core is at the ambient temperature TMams. Then
we start the temperature simulation, and record the time
moment th1 when the temperature of core C; reaches the
given temperature limit TL;. Knowing the latest test pattern
that has been applied by the time moment t51, we can eas-
ily obtain the length of the first thermal-safe test sub-se-
quence TS that should be partitioned and separated from
the test set TS;. Then the temperature simulation contin-
ues while the test process on core C; has to be stopped
until the temperature goes down to a certain degree.

Usually a relatively long time is needed in order to cool
down a core to the ambient temperature, as the tempera-
ture decreases slowly at a lower temperature level (see
the dashed curve in Figure 4). Thus, we let the tempera-
ture of core C; go down only until the slope of the temper-
ature curve reaches a given value k ', at time moment te1.
At this moment, we have obtained the duration of the first
cooling period dis = 1 - tpy. Restarting the test process
from time moment tz1, we repeat this heating-and-cooling
procedure throughout the temperature simulation until all
test patterns belonging to TS; are applied. Thus we have
generated the initial thermal-safe partitioning scheme,
where test set TS; is partitioned into m test sub-sequenc-
es{TS;|j=1,2, .., mand between every two consec-
utive test sub-sequences, the duration of the cooling peri-
odis{dyj | j=1, 2, ..., m-1}, respectively. Figure 4 depicts
an example of partitioning a test set into four thermal-safe
test sub-sequences with three cooling periods added in
between.

Temperature Test Completion

_TNamb L

i TSt bt COOlinG ol TS2 e COONINGtes TSi3e— Co0liNG i TSidlo—

fh1 fe1 th2 te2 th3 t3 tha Time

Fig. 4. An example of generating initial partitioning
scheme

Once the initial thermal-safe partitioning scheme is ob-
tained, our focus is on how to schedule all the test sub-
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sequences such that the test application time is minimized
under the constraint on the test-bus bandwidth. In this pa-
per, since we consider each test sub-sequence as a rec-
tangle, the problem of generating a test schedule with min-
imized TAT while satisfying the constraint on the test-bus
bandwidth can be formulated as a rectangular packing (RP)
problem /28/, /29/, /30/. However, our test scheduling
problem is not a classical RP problem, since the length of
the sub-sequences, and the cooling periods are not fixed
/31/. This makes our problem even more difficult to be
solved.

Interleaving test sub-sequences belonging to different test
sets can also introduce time overheads /32/, /11/, when
the test controller stops one test and switches to another.
Therefore, partitioning a test set into more test sub-se-
quences may lead to a longer test application time, since
more time overheads and more cooling periods are intro-
duced into the test schedule. On the other hand, partition-
ing a test set into more test sub-sequences results in a
shorter average length of the individual test sub-sequenc-
es, which in principle can be packed in a more compact
way and thus lead to shorter test application times. Thus,
we need a global optimization algorithm, in which different
numbers and lengths of test sub-sequences as well as var-
iant cooling periods are explored, while taking into account
the time overheads introduced by test sub-sequence in-
terleaving.

5. Test scheduling heuristic

We have proposed a heuristic to do the test scheduling
with test set repartitioning and interleaving. Since the or-
der in which the test sets are considered for test schedul-
ing has a large impact on the final test schedule, we con-
struct an iterative algorithm to obtain a good scheduling
consideration order (SCQO) for all partitioned test sets, and
thereafter schedule the test sub-sequences according to
the obtained SCO /31/.

Figure 5 shows a simple example illustrating the impact of
different scheduling consideration order on the test sched-
ule of three test sets, TS1, TSe, and TS3, each of which is
partitioned into two test sub-sequences. Figure 5(a) and
Figure 5(b) respectively depicts the test schedule when
the test sets are considered for scheduling in the order of
{TS1, TSz, TS3} and {TS3, TS2, TS1}. It is obvious that us-
ing the second SCO results in a shorter test schedule.
Note that in this example the test sets are scheduled to the
earliest available time moments.

it should also be noted that the scheduling consideration
order refers to the precedence of partitioned test sets to
be considered for scheduling. However, when a test set is
taken into account for scheduling, we do not schedule all
the test sub-sequences of this test set at one time. Instead,
we always take the first unscheduled test sub-sequence
of the currently considered test set for scheduling, and
thereafter take the first unscheduled test sub-sequence of
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(a) Test schedule with the SCO = {TSy, TS2, TS3}
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(b) Test schedule with the SCO = (TS, TSz, TSy)

Fig. 5. lllustration of how SCQ affects test length

the next test set info account. Thus, in this example, the
overall scheduling consideration order (OSCO) for all test
sub-sequences of all test sets is {TS+11, TS21, TS31, TSq2,
TSQQ, TSsz} and {T831, TSQ1, TS11, TS32, TSQQ, TS12}, for
the case of Figure 5(a) and Figure 5(b) respectively. The
main concern of not scheduling all test sub-sequences of
one test set at one time is to avoid generating low efficient
test schedule due to unnecessarily long cooling periods,
inappropriate partition length, and inefficient test-set inter-
leaving.

The basic idea of the proposed heuristic is to iteratively
construct a queue that finally consists of all partitioned test
sets in a particular order. Given a set of test sets
U=ATSi|i=1,2,..,n}, the heuristic iteratively selects
test sets and inserts them into a queue Q. The positions of
the test sets in Q represents the order in which the test
sets are considered for test scheduling (SCO); the closer
to the queue head, the earlier to be considered.

The heuristic starts with an empty queue Q = ¢. At each
iteration step, the objective is to select one test set TSk
from U, and insert it into Q at a certain position POS, such
thatthe | Q| + 1 test sets are put in a good order while the
precedence between test sets excluding the newly insert-
ed one remains unchanged. The algorithm terminates when
all test sets in U have been moved into Q, and thereafter it
schedules the partitioned test sets according to the SCO
obtained in Qpest.

For each iteration step, there are |U] alternative test sets
for selection, where |U| is the current number of test sets
remaining in U. For each selected test set, there are
IQ| + 1 alternative positions which the selected test set
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can be inserted to, where | Q| is the current number of
test sets that have already been inserted into Q in the pre-
vious iteration steps. Thus, at one iteration step, there are
|Ul x(}]Q] + 1) alternative solutions, in which a selected
test set is associated with an insertion position in Q.

The proposed algorithm evaluates the obtained schedul-
ing consideration order by the efficiency of the generated
partial test schedule; the higher efficiency, the better the
SCO. The partial test schedule is generated by a basic
scheduling algorithm. Based on the test-schedule efficien-
cy, we explore different solutions and make decisions ac-
cording to the efficiency of the generated partial test sched-
ules.

We define the efficiency of a test schedule, denoted with
1, as follows. Suppose x is the size of the area covered by
all scheduled test sub-sequences, and y is the total area
size constrained by the bus bandwidth limit and the com-
pletion time moment of the test schedule. The efficiency
of the test schedule is the value of x / y. The larger value
of 1 represents the better test schedule.

Given a queue Q of test sets, the basic scheduling algo-
rithm takes the first unscheduled test sub-sequence from
every test set for scheduling, in a round-robin fashion. More
concretely, the strategy of the basic scheduling algorithm
is explained as follows. According to the SCO given in Q,
the scheduler considers one test set at a time for schedul-
ing. When considering each test set, the scheduler only
schedules the first unscheduled test sub-sequence to the
earliest available time moment, and thereafter turns to con-
sider the next test set. When one round is finished for all
the test sets in Q, the scheduler takes the next round for
consideration of scheduling test sub-sequences of all the
test sets, in the same SCO. This procedure repeats until
all test sub-sequences are scheduled. The detailed de-
scription of the heuristic and the basic scheduling algo-
rithm and their pseudo-code can be found at /31/.

6. Experimental results

We have done experiments using SoC designs with ran-
domly selected cores from the ISCAS'89 benchmarks. The
designs for our experiments have 12 to 78 cores.

The main objective of our experiments is to check how
efficient the test schedules generated by our heuristic are.
We compare the results of our heuristic with those of other
two algorithms, a straightforward algorithm (SF) and the
simulated annealing algorithm (SA). All the three algorithms
employ flexible partitioning of test sets and arbitrary length
of cooling periods.

Further more, all the three algorithms employ the same
basic scheduling algorithm used in the inner iteration of
the algorithms. The difference between them is therefore
how they generate the SCO for all test sets. The straight-
forward algorithm sorts all test sets decreasingly by the

lengths of the entire test sets with the initial partitioning
schemes. According to the obtained SCO, the scheduler
chooses each test set and schedules the first unsched-
uled test sub-sequences to the earliest available time mo-
ment, until all test sub-sequences of every test set are
scheduled.

In the SA algorithm, the SCO of test sets is generated based
on a simulated annealing strategy. When a randomly gen-
erated SCO is obtained, the scheduler is invoked to sched-
ule the test sub-sequences according to the current SCO.
During iterations, the best SCO that leads to the shortest
test schedule is recorded and the algorithm returns this
recorded solution when the stopping criterion is met.

The experimental resuits are listed in Table 1, where col-
umn 1 lists the number of cores for the SoC. Column 2
shows the test application time of the generated test sched-
ule when the straightforward algorithm is employed, and
column 3 lists the corresponding CPU times to obtain the
test schedules. Similarly, columns 4 and 5 are the TAT and
CPU times for our heuristic, respectively. Columns 6 and
7 list the TAT and execution times for the simulated anneal-
ing algorithm. In columns 7 and 8, the percentage of re-
duced TAT of the test schedules generated by our heuris-
tic are listed, compared to those generated by the straight-
forward algorithm and the simulated annealing algorithm,
respectively.

Table 1. Comparison of different approaches.

SF Our heuristic SA TAT gain (%)
s Ccru U SV I
“F TAT | Times | TAT | Times | TAT | Times rom rom
) . SF SA
(s) (s) (s)
12 1213 0.01 1048 2.74 992 148.31] 13.6% | -5.6%
18 1716 | 0.01 1535 | S.41 1513 [ 208.06 | 10.5% | -1.5%

24§ 2632 | 0.01 2318 | 21.88 | 2234 22994 11.9% | -3.8%

306§ 2274 1 0.01 1915 | 32.41 1869 | 417.08] 15.8% | -2.5%

36§ 361 0.0t 2539 | 6752 | 2494 | 54048] 19.7% | -1.8%

0.01 3334 [ 10139 ) 3292 | 631.00} 13.3% | -1.3%

48 | 4328 | 0.01 3509 | 15133 ] 3485 | 898.77 | 18.9% | -0.7%

54 § 4877 | 0.01 4290 | 244.36 1 4051 | 67544 12.0% [ -5.9%

60 | 5274 | 0.01 4692 | 371731 4457 |2171.73] 11.0% | -5.3%

66 ) 5725 | 0.01 5069 | 31188 4917 {2321.39} 11.5% | -3.1%

72} 6538 | 0.01 5822 [ 720.53 1 5689 [1994.56] 11.0% | -2.3%

78 | 6492 | 0.04 5769 { 987.75( 5702 {3301.45 11.1% | -1.2%

AVG ] N/A N/A N/A N/A N/A N/A | 13.4% | -2.9%

The comparison between our heuristic and the straightfor-
ward algorithm aims to show how much TAT can be re-
duced by the advanced heuristic we have developed. On
the other hand, the comparison between our heuristic and
the simulated annealing algorithm is to find out how close
our generated test schedule is to a solution which is very
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close to the optimal one. In order to generate close-to-
optimal solutions, the SA aigorithm has been run for long
optimization times.

It can be seen that, when using our heuristic, the TAT is in
average 13.4% shorter than those using the straightfor-
ward algorithm. The TAT is in average 2.9% longer than
those using the simulated annealing algorithm which how-
ever needs much longer execution times.

7. Conclusions

In this paper, we have discussed several issues related to
the thermal problem when a SoC is being tested. We have
also proposed a heuristic to generate thermal-safe test
schedules for SoC in order to minimize the test application
time. Based on the initial partitioning scheme generated
by a temperature simulation guided procedure, the heuris-
tic utilizes the fiexibility of changing the length of test sub-
sequences and the cooling periods between test sub-se-
quences, and interleaves them to generate efficient test
schedules. Experimental results have shown the efficien-
cy of our heuristic.
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Abstract: System-in-Package (SiP) is now becoming a significant technology in the semiconductor industry. In this talk, the basic SiP concepts are first
discussed, showing difference between SiP and SoC, illustrated by some examples, drawn from real-life cases. The specific challenges are considered
from the testing point of view, focussing on the assembled yield and defect level for the packaged SiP.

Nacrtovanje in testiranje sistemov v enem ohisju

Kjuéne besede: sistem v ohisju, testiranje SiP, izkoristek SiP

lzvlecek: lzdelava sistemov v ohidju (SiP) dandanes predstavija eno od pomembnih tehnologij polprevodniske industrije. V prispevku najprej opisemo
osnovne koncepte SiP, kjer predstavimo razliko med SiP in SoC na nekaj primerih iz prakse. Se posebej predstavimo posebne izzive s stali$éa testiranja

in se osredotocimo na izkoristek in gostoto defektov montaze SiP.

1 Introduction

Around the year 2000, the mobile phone applications have
induced a paradigm shift in multi-chip packaging: the SIP
has now become the fastest growing area in the packag-
ing domain due to its associated system integration bene-
fits. in the mobile phone applications, the system integra-
tors have to face short product life cycles and they came
1o the first evidence that integrating existing and available
ICs when a SiP can be used, is easier than to reinvent new
ICs from scratch.

The International Technology Roadmap for Semiconduc-
tors published by the Semiconductor Industry Association
defines a system-in-package (SiP) as any combination of
semiconductors, passives, and interconnects integrated
into a single package /1/. As a matter of fact, the defini-
tion can be even larger: A SiP can combine different die
technologies and applications with active and passive com-
ponents to form a complete system or sub-system, where
the embedded components are interconnected by wire-
bond, flip-chip, stacked-die technology, or any combina-
tion of the above.

A SoC is created from a single piece of substrate, i.e., a
single die; the single die is fabricated in a single process
technology with a single level of interconnections from the
die to the package pads or to the interposer, whereas a
SiP is created from several different dies, i.e., multiple parts;
these dies can come from a broad mix of multiple process
technologies, such as CMOS, GaAs, or BICMOS, with mui-
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tiple levels of interconnections from die/component to die/
component, or from die/component to the package pads
or to the interposer. One could say that everything is ‘sin-
gle’ for a System-On-Chip while everything is ‘multiple’ for
a System-in-Package.

Figure 1 shows an example SiP in a global system for mo-
bile communications (GSM) application where multiple
dies, components, and leadframe connections are embed-
ded in a single package. The multiple dies as well as the
multiple levels of interconnections are clearly visible on this
example.

In recent years, many types of SiP have been developed,
differing by their type of carrier or interposer to be used for
holding the bare die {(or component) and the type of inter-
connections to be used for connecting components. The
carrier or interposer can be a leadframe, an organic lami-
nate, or siliconbased as illustrated in Figure 2. Another
possibility is to stack components on top of each other,
called stacked dies. Stacked dies are represented in Fig-
ure 3.

SiP offers a unigue advantage over SoC in its ability of in-
tegrating not only any type of semiconductor technology
and passive components into a single package, but also
micro-electromechanical system (MEMS) with circuitry to
provide a fully functional system.
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Fig. 1:  Multiple dies, components and
interconnections in one package

a) Leadframe b) Laminate  c) Silicon-based

Fig. 2: Examples of carrier style

Fig. 3:  Example of stacked components /2/

2 SiP Challenges

The fabrication and test flow of a standard SiP is more com-
plex than the SoC flow. A SiP is basically the assembly of
N dies (die #1 to die #n), and possibly some passive com-
ponents, using a carrier or interposer. The resulting SiP
can be a very sophisticated and expensive product. In ad-
dition to these costs, it is important to note that typically a
defective SiP cannot be repaired. All these arguments lead
to the following statement:

‘The SiP process is economically viable only if the associ-
ated yield Ygip of the packaged SiP is enough high’

The ‘production’ yield of the packaged SiP can be defined
by the number of correct SiPs (Ac) divided by the total
number of assembled SiPs (A):

Ysip = Ac / A

In order to optimize the vield Ygip of the packaged SiP, it is
obviously necessary to minimize the number of defective
parts. The origins for these defective SiP are numerous
and diverse, among them, a defective substrate, an incor-
rect placement or mounting of the dies and components,
a defective soldering or wirebonding of the dies and com-
ponents, a stress on dies during assembly, defective dies,
etc. Consequently, for an n-die SiP, the vield can be ex-
pressed as follows:

Ysip = 100% [ Py x P2 x,..x Pp] x Pg x Py

where Pi is the probability that die #i is defect-free, Ps is
the probability of substrate being defect-free, and Pa is the
probability of assembly process being defectfree.

The above equation demonstrates the cumulative effect of
the different defect levels. The substrate used as a carrier
is generally made of a mature technology with a high level
of quality, whereas, the assembly process and the quality
of the mounted dies are particularly critical.

Indeed, SiP are only viable if the quality of the assembly
process is sufficiently high. In the IC fabrication context,
yields (Yic) of around 75% are quite common. But the SiP
assembly context is totally different, because the yield as-
sociated to the assembly process Ya must be very high.
For example, a viable assembly yield for SiP is typically
around 99%.

Moreover, an acceptable assembly vield requires that every
die inthe SIP exhibits a very low defect level. In other words,
only high gquality components are used in the SiP assem-
bly process. Consequently, the bare dies used in the SiP
assembly process must exhibit the same, or better, quality
levelthan a packaged IC. This is known as the Known Good
Die (KGD) concept, which can be stated as follows:

‘KGD: A bare die with the same, or better, quality after wafer
test than its packaged and ‘final tested’ equivalent

The majority of the challenges to achieve the KGD quality
lie in the testing of the mixed signal and RF blocks.

Under the assumption that only high quality components
(KGD) are used in the assembly process, the test process
of the packaged SiP must focus on the faults that originate
from the assembly process itself. Therefore, testing a SiP
with KGD is a combination of functional test at the system
level with structural test and more precisely ‘defect orient-
ed test at the die and interconnect level..

3 Bare-die testing

Two major factors have to be considered by the manufac-
turers in bare die testing: test escapes of the die and infant
mortality in the final package, at system level. Meeting the
KGD target for high-volume markets represents a big chal-
lenge for the industry, because high pin count, high speed
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and high frequencies can be handled more easily with a
packaged stand-alone device than at wafer level /3/. In
this section we present several solutions to help achieve
this target, successively based on advanced probing tech-
niques, alternative test methods, and reliability screening.

3.1 Advanced probing techniques

The so-called ‘cantilever’ probe card technology has been
used for a long time and still represents the biggest market
share in this segment /3/.

However, the development of very complex devices, com-
bined with the expansion of multi-site (parallel) testing,
pushes the fabrication of probe cards towards the limits of
the technology, while the size and the pitch of the pads
regularly decreases, pulling the probe cards towards nov-
el, but expensive, technologies /4/. On top of those re-
quirements, the growth of chip-scale and wafer-level pack-
ages puts further demands on probes, which contact sol-
der bumps instead of planar pads.

Some solutions are now available able to push the me-
chanical limits forward. Among them, MEMS-based imple-
mentations of probe cards are now starting to replace the
traditional macroscopic technologies /5/. An example of
a MEMS-based probe card is shown in Figure 4.

Another solution for KGD wafer testing is also emerging,
which consists of replacing the traditional probe card by a
non-contact interface /7/ to avoid any scrubbing of the
bond pads.

Fig. 4: View of probe tips in MEMS technology /6/

From an electrical perspective, KGD cannot be achieved
for most of RF and high-speed mixed-signal ICs. So far,
analog ICs are mainly tested against their specified param-
eters. This strategy has proved to be effective, but places
a lot of requirements on the test environment including ATE,
test board, and probe card. Indeed, testing RF and high-
speed mixed-signal ICs represents a big challenge, be-
cause the propagation of the signal along the path may be
disturbed by parasitic elements. The integrity of the RF
signals can be guaranteed only with short, impedance-
matched connections between the source and the load.
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Compared to the traditional cantilever probe card, the
"membrane”’ technology can solve many problems, by re-
ducing the distance between the pads and the tuning com-
ponents. Micro-strip transmission lines are designed on a
flexible dielectric material in order to connect the test elec-
tronics from the ATE to the DUT /8/, /9/, /10/. This tech-
nology already offers a number of significant advantages
for high-performance wafer test, from both electrical and
mechanical perspectives.

Another approach to KGD for RF/analog products relies
on alternative test methods. A representative example is
given by a technique that consists of ramping the power
supply and observing the corresponding quiescent cur-
rent signatures /11/.

Other approaches propose to re-use some low-speed or
digital internal resources of the DUT, and to add some DfT
features in order to get rid of RF signals outside of the DUT
/12/ /13/. The combination of such methods in conjunc-
tion with some structural testing technigues will help reach
very high defect coverage for analog, mixed-signal and RF
chips.

3.2 Reliability screening

Burn-in testing is the traditional method for eliminating in-
fantile defects. It is done by applying abnormally high volt-
age and elevated temperatures to the device, usually above
the limits specified in the data sheet for normal operation.
Burn-in test is an effective method, but too costly for high
volume ICs for low cost consumer and mobile markets.
Novel reliability screens need to be developed, that can
be applied at the wafer level and that may fulfill the targets
without burn-in testing. In recent years, diverse alternate
methods were developed and published to reduce the in-
fantile mortality of the dies, such as IDDg /14/, high-volt-
age stress /15/, /16/, or statistical-based methods /17/
. Screening methods are not unique and the trend is to
couple them in order to achieve a reliability level that fulfills
the requirements for KGD.

4  System test

System test at the SiP level can be considered in two ways:
functional system test, and access methods.

41 Functional system test

in a traditional system test, the application specifications
of the system are tested and the overall functionality is
checked. The biggest advantage of this test method is the
good correlation at system level between the measurement
results of the SiP supplier and those of the SiP customer
(end-integrator). Also, the required quality level can be
reached in very short time. However, this approach suf-
fers from many drawbacks, such as a complex and expen-
sive test setup, long test times, and lack of diagnosis ca-
pabilities.
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Enhanced solutions have been proposed in recent years,
mainly driven by wireless communications applications.
Basically, we consider a system made of a transmitter and
a receiver, as shown in Figure 5. In this example, we con-
sider a SiP made of three dies: digital plus mixed-signal
circuitry, an RF transceiver including a low-noise amplifier
(LNA), and finally a power amplifier (PA). Other elements,
such as switches, or filters, can also be placed on the sub-
strate.

In this typical architecture, two paths are considered: the
transmitter (Tx) path, and the receiver (Rx) path. To meas-
ure the system performance, the test is split in two paths,
the receiver path (BER, bit error rate) and the transmitter
path (EVM, error vector magnitude), respectively. In prac-
tice, a receiver is tested using sources able to generate
digitally-modulated RF signals, and a transmitter is tested
using a demodulator and a digitizer.

TXFEM  Transceiver
Fig. 5: A typical transceiver system

An original method is proposed in /18/, where the signals
propagated through the analog paths are used to test the
digital circuitry. Loop-back techniques are also increasingly
proposed in literature. Most of these technigues are com-
bined with alternate test methods, in order to reduce the
test time and to be more predictable. Several solutions were
recently published /19/, /20/, /21/.

As previously discussed, testing bare dies after assembly
is a critical phase to achieve an economically viable SiP
and to give some diagnostic capabilities. The test consists
of two complementary steps, structural testing of intercon-
nections between dies, and structural or/and functional
testing of dies themselves.

The main challenge is to access these dies from the pri-
mary 1/0 of the SiP. The total number of effective pins of
the embedded dies is generally much higher than the
number of 1/0 for the package. Moreover, in contrast to
SoC where it is possible to add some DfT between IP to
improve controllability and observability, the only available
active circuitry for test in the SiP are the connected active
dies. Consequently, improving testability places require-
ments on the bare dies used for the SiP and the definition
of a specific SiP Test Access Port (TAP).

4.2 SijP Test Access Port

The SiP context imposes some specific constraints on the
TAP. This SiP-TAP must afford several features, mainly,

Analog/Ms

&

| Cost = 1U |

L

Fig. 6: Conceptual view of an example of SiP

among them, the access for die and interconnection tests,
SiP test enabling at system level as it would be for a SoC,
and additional recursive test procedures during the assem-
bly phase.

Taking all the requirements into consideration, the SiP TAP
controller must have two configurations: one during the
recursive test and the other for the end-user test. Follow-
ing the ordered assembly strategy, the first die will inte-
grate the SiP TAP controller and, as a result, the ID code
of the SiP will be the ID code of this first die. Figure 7
shows the conceptual view of the multimode SiP TAP with
switches and multiplexers to implement the star or the ring
configuration. The ‘star’ configuration allows a direct ac-
cess to each die to facilitate recursive testing during the
assembly. The ‘ring’ configuration is designed such that
the end-user cannot detect the presence of several dies,
either for identification (there is only one ID code), or for
boundary scan test.

Thus far, no SiP TAP standard exists, but architectures have
been proposed based on the IEEE 1149.1 standard /22/
or the IEEE 1500 standard /23/.

Fig. 7. Multi-configuration TAP
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4.3 Interconnections

There are two types of interconnections: interconnection
between dies and interconnection between die and SiP
bond pads. The test method for interconnections is equiv-
alent in both cases but the access issues are obviously
different.

Concerning digital interconnections, the test of intercon-
nection is performed through the boundary scan (IEEE
1149.1) with the external test mode.

Similarly to SoC with internal IP, we face the problem of
accessing the inputs and the outputs of internal dies. In
fact, SiP with four times less external pads than internal
pins of embedded dies is very common. Consequently,
we rely on boundary scan facilities for testing the internal
dies. By activating the bypass function in dies, it is possi-
ble to reduce the length of the scan chain. However, “at
speed testing” requires using technigques such as com-
pression, DfT, and BIST. Unfortunately, in the SiP context,
no additional active silicon is available and so no additional
circuitry can be implemented. Consequently, either BIST
or DfT should already exist in the die itself. Obviously, there
is very little chance to have this DIT facility available on the
hardware of one of the other dies because the design of
each die is completely independent. A solution consists of
using the software or programmable capabilities available
on the other digital dies to implement a fully configurable
DfT. Another method uses a transparent mode of the other
dies to directly control and observe from the primary |/O
of the package.

Unfortunately, we might find a SiP configuration where none
of these technigues can be applied. In this case, the only
solution to access the specific internal pin is to add direct
physical connection SiP I/0 pins while attempting to meet
all the associated requirements in terms of signal integrity.
in the specific case of a memory die, the access problem
is critical since these embedded memories are generally
already packaged. These Package-on-Package (PoP) or
Package-in-Package (PiP) configurations have no BIST
capabilities and thus the BIST has to be implemented in
another digital core for application to the embedded mem-
ory.

4.4 Analog, RF and MEMS components

For the test of analog, mixed-signal, or RF dies, the two
most significant challenges are the cost reduction of the
required test equipment, and the test of embedded dies
because of difficulty to access to these dies after SiP as-
sembly.

From the point of view of the test engineer, the possibility
of assembling heterogeneous components might be a test-
ing nightmare since the test equipment has to be able to
address the whole set of testing requirements in all do-
mains: digital, RF, analog, etc, resulting in unacceptable
test costs (ATE options, test time, etc.). The functional tests
are required to achieve a satisfactory test quality and to
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give some diagnostic capabilities at the die level. Even if
all the tests previously performed at the wafer level for each
die are not necessarily required after assembly, the price
of the test equipment and the very long test sequences
usually make the test cost prohibitive. As a result, specific
approaches must be considered to reduce the testing time
and the test equipment cost.

A common approach is to move some or all the tester func-
tions onto the chip itself. Based on this idea, several BIST
techniques have been proposed where signals are internal-
ly generated and/or analyzed /24//25//26//27//28/.
However, the generation of pure analog stimuli and/or
accurate analog signal processing to evaluate the system
response remains the main roadblock.

Another proposed approach is based on indirect test tech-
nigues. The fundamental idea is to replace the difficult di-
rect measurements by easier indirect measurements, pro-
vided that a correlation exists between what is measured
and what is expected from the direct measurements. This
approach looks promising for testing RF systems, for exam-
ple the techniques using artificial neural networks /35/.

Other techniques consist of transforming the signal to be
measured into a signal that is easier to be measured by
ATE. For example, timing measurement is easier for ATE
than a precise analog level evaluation and so, a solution is
to on-chip convert an analog signal to a proportional tim-
ing delay. Another possible solution consists of using DfT
techniques to internally transform the analog signals to dig-
ital signals that are made controllable and observable from
the chip I/Os /29//25/. As a result, only digital signhals
are externally handled by less-expensive “digital” test equip-
ment (a Low Cost Tester for example). These techniques
are limited by the accuracy of the conversion of the analog
signal. A similar approach attempts to avoid the problem of
conversion accuracy by assuming several digital-to-analog
converters (DACs) and analog-to-digital converters (ADCs)
are already available to obtain a fully digital test /30/. All
the SiP including RF, low-frequency analog, and/or mixed-
signal devices can benefit from these above techniques;

Micro-Electric-Mechanical-Systems (MEMS) represent the
extreme cases of heterogeneous systems. Indeed, in a
typical MEMS, we can find accelerometer, pressure sen-
sor, temperature or humidity sensors, micro-fluidic system,
bio-mems, etc.

The first problem for MEMS testing begins with the required
test equipment. MEMS are generally dedicated to gener-
ate or actuate non-electrical signals. Consequently, test
equipment should allow generation and measurement us-
ing sound, light, pressure, motion, or even fluidics. Be-
cause of their price, the difficulty to implement them, and
the very long associated testing time, the use this type of
equipment for production test (especially at wafer level) is
rarely an option /31/. In production test environment, only
fully electrical signals are actually viable.
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In this context, two approaches are likely: perform an indi-
rect structural or functional test on an electrical signal that
would be an image of the physical signal associated with
the MEMS under test, or implement some DfT circuitry
allowing one to convert the physical signal associated with
the MEMS to an electrical signal /32/, /33/.

Another major challenge in MEMS testing is due to the
significant package influence. Indeed, MEMS character-
istics depend on the properties and the quality of the pack-
age used. As a result, the cost of MEMS testing can be
prohibitive /34/.

For MEMS integration into a SiP, the classical problems of
MEMS testing are exacerbated. From the package stand-
point, the SiP concept poses new challenges. For mono-
lithic MEMS in CMOS technology, direct integration of the
bare MEMS onto the passive substrate is conceivable. For
more complex MEMS, the bare die can be flipped onto
the passive substrate. Achieving a perfect etching and seal-
ing of the cavity, and guaranteeing the cavity quality during
the life of the system represent the new challenges. In this
context, one solution consists in adding an additional and
simple MEMS into the cavity to monitor the cavity charac-
teristics as illustrated in figure 8.

MEMS under test

Sensor

Substrate Sealing

Fig. 8: Cavity monitoring thanks to additional sensor
(MEMS).

Considering access to MEMS in the SiP, for both smart
MEMS composed of significant digital processing and for
simple analog sensor, the problem is equivalent to digital
and mixed-signal die. As a result, the solutions are thus
similar to those described earlier according to the nature
of the electric signal to be accessed.

5 Conclusion

A system-in-package (SiP) is a packaged device comprised
of two or more embedded bare dies and, in most cases,
passive components. This technology has found many
applications in recent years, providing system or sub-sys-
tem solutions in a single package, using various types of
carriers and interconnect technologies.

In this paper, we describe several emerging solutions to
achieve the KGD target, based on advanced probing, al-
ternate methods, and enhanced screening technigues. The

test at system level is also addressed, from two different -
but complementary - viewpoints, functional test and test
access.

Currently, SiP is moving towards ever more sophisticated
packaging technologies, which will require new test solu-
tions. The trend towards more functionality combined with
more communication features for emergent applications,
such as healthcare, smart lighting, or ambient computing,
drives the integration of a large variety of sensors and ac-
tuators. Consequently, very heterogeneous SiP implemen-
tations will be developed, posing new test challenges.
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Abstract: Rising design complexity and shrinking structures pose new challenges for debug and diagnosis. Finding bugs and defects quickly during the
whole life cycle of a product is crucial for time to market, time to volume and improved product quality. Debug of design errors and diagnosis of defects
have many common aspects. In this paper we give an overview of state of the art algorithms, which tackle both tasks, and present an adaptive approach
to design debug and logic diagnosis.

Special design for diagnosis is needed to maintain visibility of internal states and diagnosability of deeply embedded cores. This article discusses current
approaches to design for diagnosis to support all debug tasks from first silicon to the system level.

Diagnoza in odkrivanje napak: obvladovanje zivljenjske dobe
nanosistemov na Cipu

Kjuéne besede: diagnoza, odkrivanje napak, vgrajeni test

I1zvie€ek: PoveCevanje kompleksnosti in vse manjde strukture na &ipu stalno postavijajo nove izzive pri testiranju in odkrivanju napak. Hitro odkrivanje
napak in defektov tekom Zivijenjske dobe izdelka je pomembno pri uvajanju izdelka na trg, povecevanju proizvodnje in izboliSevanju izdelkove kvalitete.

V prispevku podajamo opis trenutnega stanja sodobnih algoritmov za odkrivanje napak in diagnozo defektov. Zavzemamo se za poseben pristop k nadrto-
vanju, ki omogoca diagnozo in vidljivost tako notranjih stanj kot globoko vgrajenih sredic. Na ta nacin olajSamo odkrivanje napak od prvega silicija do

sistemskih nivojev.

1 introduction

For the economic success of a product three factors are
crucial: fast time to market, low cost per unit and high prod-
uct quality. The relevance of debug and diagnosis to opti-
mize these factors is obvious, in each phase of a product's
lifecycle, defects and bugs have to be found quickly and
special equipment and automatisms are necessary to
achieve this goal. In the development phase of a product,
debug is the essential mean to find and locate bugs, in the
production and support phase the appropriate mean is di-
agnosis.

Debug is the process of locating logical and functional flaws
in specifications, hardware and software. As logical and
functional flaws remain the main cause of today's design
respins, verification is turning into a critical bottleneck with
increasing complexity of Systems on Chip (SoC) /1/, /2/.
Despite the efforts spent on advanced verification and val-
idation techniques, the percentage of designs with func-
tional errors has increased between the years 2002 and
2004 /3/.

Diagnosis is the process of locating faults in a physical chip
at the various levels down to real defects. Numerous para-
sitic and timing effects may show up in the first silicon /4/

and have to be located and eliminated to enable a fast yield
ramp up. But even after successful production diagnostic
technigues have to be applied to returns to further improve
the product quality and learn for future products.

Design verification and diagnosis of microelectronic cir-
cuits have long been viewed as separate tasks with indi-
vidual challenges and techniques. However, in recent years
more and more attention is paid to the interaction of indi-
vidual design steps in verification, diagnosis in production,
and field return analysis. Since diagnosis and debug have
the common objective of achieving high diagnostic resolu-
tion, improving accessability of internal signals and cores
helps with all aspects of verification, debug and diagnosis.

Techniques which were formerly employed for test and af-
terwards discovered for diagnosis - like the scan design
method and test point insertion - are now reused for de-
sign validation /5/, /6/. Additionally it becomes more and
more obvious that yield ramping starts with design for man-
ufacturability /7/, /8/, /9/, thus many precautions have
to be taken on the designers side to enable debugging
and diagnosis.

Taking a look at the progress of nanometer technology,
designs have to be more robust due to increased varia-
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tions of nano-scaled silicon. Automated maintenance and
built in self-repair become strong requirements to achieve
high reliability, but employing this, designs get both hard
to test and hard to diagnose. Future work will have to over-
come these challenges.

In this paper we give an outline of recent research chal-
lenges and developments in the area of debug and diag-
nosis. In the following chapter, debug and diagnosis tasks
throughout the life cycle of a SoC are discussed. In chap-
ter 3, algorithms are presented to locate faulty structures
in circuits and defects on chips. In chapter 4, methods are
discussed to improve accessability to internal states of
devices.

2 Life cycle debug and diagnosis

Designing and manufacturing is an error prone process.
Some of the errors are due to misconceptions and human
mistakes, others are unavoidable due to unknown condi-
fions. Even under the assumption of no human mistakes
there is a strong necessity for quality control and improve-
ment during the complete life cycle of the system. This
section discusses tasks, challenges and requirements for
tackling faults occurring during design, manufacturing and
operation.

2.1 Specification

Functional errors caused by the designer are mostly due
to an inconsistent or incomplete specification. After spec-
ification, we have functional simulation models for all ma-
jor system components. But with growing system complex-
ity, simulation time for the complete system grows to an
extend where simulation covers only a small portion of the
design space. Despite all efforts to find functional errors
as early as possible, functional errors may then show up
later in prototypes and during system-level debug.

Increased accessibility introduced by design for diagnosis
helps tracking down functional errors during system-level
debug. Though system-level debug itself is beyond the
scope of this article, we spent a paragraph on trace buff-
ers in chapter 4.

2.2 Implementation

Implementation is the design of hardware according to the
available models or specification. The implementation has
to be verified to avoid respectively find design-errors, which
are defined as deviations of the implementation from the
specification. Estimates today are that more than 70% of
the total design time is spent on verification /1/, /2/. Stand-
ardized debug methods and algorithms have to be devel-
oped to decrease verification and thereby design time.

Today, assertion based verification is used and supported
by commercial tools. Most often, this task relies on simula-
tion and becomes very expensive. Again, some design
errors may only show up during emulation, in prototypes

236

or even during mass production, where then an increased
accessability introduced by design for diagnosis during the
implemenation phase has to help tracking down design
errors.

The variety of design-errors is infinite, nevertheless the most
common design flaws can be made out as violated timing
constraints or altered logic functions due to manual opti-
mizations. Design debug is the task of finding those flaws
in a design. Though design errors are defined relative to
the specification, design debug does not depend on a fault-
free specification to track down deviations.

To gain a deeper understanding of today's debugtech-
nigues, a different view on the problem is helpful: A design
fault is the logic function of the smallest circuit part which
needs to be rectified. This view bridges debug and diag-
nosis, where fault-modeling is applied to describe possi-
ble mishbehaviours of a circuit, caused by design-errors or
defects.

One way to describe design errors are conditional stuck-
at faults as proposed in /10/. Conditional stuck-at faults
are stuck-at faults with an additional activation condition. If
multiple conditional stuck-at faults are assigned to a single
line or a multiple line, then an arbitrary combinational faulty
behavior can be described. Figure 1 amplifies how to model
a design error, where an AND gate is exchanged by an OR
gate with the help of a conditional stuck-at fault.

Specification: Faulty net list:

A et f p—
& Z =1 z
B = B =
Model:
A o cs@1
& p—— 7L
B ]
condition(cs@1) = A+B
Fig. 1: Example of a conditional stuck-at fault

Among all the approaches to describe malfunctioning de-
signs by fault models, there is no fault model matching every
possible design fault.

The last step in implementation is the final layout of a de-
sign. Layouts are verified by extracting a netlist and debug-
ging the extracted netlist with the same design debug
methods used before.

2.3 Prototyping

With the masks from the implementation phase, first chips
are produced. Due to various unknown effects, not all of
the prototypes produced will work properly. This problem
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is getting more severe with shrinking structures, as now
systematic and random variations are increasing. In con-
sequence, the actual behavior of physical chips gets more
and more difficult to predict and simulate /11/, and addi-
tionally it is harder to decide whether a device works within
a given specification or not /12/.

A physical disorder which leads to a behavior different from
the implementation is called a defect. Systematic defects
must be identified and avoided by altering the design or
the process parameters. The new behavior of the internal
signals due to a present defect is called a fault. In recent
technologies, the complexity and variety of possible faufty
behaviors is increasing, and fault models cannot reflect
reality any more.

The increasing variations in nano-scale silicon lead to com-
plex defect mechanisms, hence the actual behavior of faulty
chips and designs becomes not only difficult to predict but
also difficult to model /13/, /14/, /15/. Rising variations
for instance lead to lower signalto-noise ratios, to complex
defect mechanisms and indeterministic behavior.

Stuck-at, delay, bridging and statistical fault models are
used today in commercial tools. However there are strong
efforts towards a fault model independent diagnosis.

Defects can also be expressed in conditional stuckat faults
as long as they result in a combinational malfunction. Fig-
ure 2 shows an example of a bridge or short. However like
in design debug, a fault model which can describe all pos-
sible defect mechanisms is unknown. Fault models must
be determined by the diagnosis algorithm itself to describe
the defect mechanisms. As an additional precondition for
diagnostic algorithms, a high diagnostic resolution has to
be provided to find exact defect mechanisms to guide the
physical inspection accurately.

Faulty circuit: Model:
A A Y
Condition: B=1
s@1
Condition: A=1
B B L

Fig. 2:  Example of a conditional stuck-at fault modeling
a resistive bridge

On a chip, there can be faults in combinational logic, in
scan chains or in the clock tree. Finding possible defect
locations in random logic based on the observed behavior
of the chip is called logic diagnosis. Logic diagnosis to-
gether with scan chain diagnosis and interconnect (bus,
network) diagnosis forms the precision diagnosis.

2.4 Manufacturing

“Time-to-volume” and “time-to-market” are essential for the
economic success of a product. “Yield ramping” is a tradi-
tional application area of diagnosis as it is used to find yield
limiters.

Modern manufacturing processes strongly interact with the
design characteristics. This necessitates vield learning for
each new design. Adapting process and product requires
analysis of root causes for failures and outliers /16/, /17/.
The extracted knowledge is used to support vield ramping
and vyield learning in advanced process technologies by
improving design for manufacturability /16/.

Prior to expensive diagnosis and physical failure analysis,
spot defects must be ruled out by volume diagnosis. In
volume diagnosis, test data of a large number of failing chips
are recorded and analyzed to find vyieldlimiting systematic
defects and design issues. Diagnostic data from a single
chip is not sufficient since systematic problems need to
be differentiated from sporadic random defects. First at-
tempts to establish standards in volume diagnosis have
been made /18/.

Research in this area is quite mature, nevertheless with
growing design complexity again new problems arise.
Complex designs need more patterns to test and testing
time is a crucial cost factor. Additionally in modern designs
many cores are deeply embedded and test access is a
severe problem. The test-solution developed aiming at this
issue is built-in self test (BIST). BIST reduces traffic and
helps cutting testing time, and many chips can be tested in
parallel on one tester. However, classic BIST infrastruc-
tures may limit the visibility from outside and gathering di-
agnostic data may become more difficult. Often, only very
limited diagnostic information is available like the number
of the first failing pattern.

2.5 Support

Even after successful manufacturing, diagnostic techniques
are needed to detect and locate defective modules /19/
before repair. As customer satisfaction and warranties are
a strong economic factor, the diagnosisinfrastructure of a
silicon product facilitating diagnosis in field is also of great
importance.

3 Logic debug and diagnosis

Logic debug and diagnosis is concerned with finding the
most reasonable root causes within a random logic net-
work that explain the failing flip-flops of this circuit as good
as possibie. This circuit can either be a design containing
errors or a core on a chip with defects. The only difference
is that the root causes are induced by different defect or
error mechanisms. The traditional way to tackle these root
causes first to create simple fault and error models to cut
on the complexity of the problem, and then to develop
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special debug and diagnosis algorithms for each of these
models.

Due to rising complexity of possible defect mechanisms,
new approaches are currently explored which are not re-
stricted to a specific fault or error model. Such algorithms
are based on the observation, that simple, local defect
mechanisms are more reasonable root causes than com-
plex, distributed ones. An easy metric for resonability is
provided by the number of conditional stuck-at faults need-
ed to explain all failures. This observation holds for both,
design errors and physical defects. Therefore fault model
independent approaches are suitable for both, design de-
bug and logic diagnosis.

Design debug and logic diagnosis have the common goal
of not only deriving possible root causes but also to keep
the number of suspects as low as possible: The lower the
number of returned suspects, the higher the achieved di-
agnostic resolution. The applied test set itself determines
the achievable resolution by the number of faults which
cannot be distinguished any further /20/, /21/, /22/. The
effectiveness of pattern response analysis algorithms is
evaluated by comparing the achieved diagnostic resolu-
tion to the resolution of the test set.

Pattern response analysis algorithms are divided into cause-
effect and effect-cause approaches. These two fundamen-
tal paradigms will be discussed in the next two subsec-
tions. Most debug and diagnosis methods employ at least
one of these approaches and some even combine pattern
analysis with diagnostic ATPG to provide maximum diag-
nostic resolution. This concept is called adaptive diagno-
sis and is covered in the third subsection.

3.1 Cause-Effect Analysis

In cause-effect analysis, a fault model is chosen to enu-
merate all possible root causes in a circuit. Fault simula-
tion is performed on each fault in the model, and the be-
havior is matched with the failing responses observed
/23/, /24/.

To cut on simulation time, the erroneous output for each
fault and each pattern is stored in a dictionary /25/ but
depending on the complexity of the chosen fault model
and the size of the circuit, such a dictionary may explode.
Significant research effort has been spent for reducing the
size of fault dictionaries /26/, /27 /. The size can be re-
duced by omitting the erroneous output and storing only
pass-fail information for each pair or by limiting the diag-
nostic resolution of the dictionary and performing fault sim-
ulation for each case to distinguish the remaining candi-
dates /28/.

Dictionary based cause-effect approaches today can han-
dle industrial-sized designs /29/ but the main drawback—
the dependency on simplistic fault models like stuck-at or
bridges—remain. However, some advanced methods still
use cause-effect analysis as a final stage in the diagnosis
process to improve diagnostic resolution.
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3.2 Effect-Cause Analysis

In effect-cause analysis, possible defect locations are de-
rived directly from the observed failing outputs by taking
the logic structure of the circuits into account /30/, /31/.
This approach does not depend on the enumeration of all
possible faults, thus it can be used to implement fault model
independent diagnosis. As mentioned above, such algo-
rithms assume a certain locality of the root cause.

The most simple effect-cause algorithms rely on the strong-
est locality possible: the so-called single fault assumption
or single fix condition. This assumption states, that there is
a single signal within the circuit which value needs to be
altered to explain all failing patterns. Based on this, algo-
rithms were proposed which are based on the intersection
of input cones of failing outputs /32/ or backirace critical
paths from failing outputs to focus on delay faults /33/.
After finding such a signal in an erroneous design, its logic
behavior can be extracted and rectified /34/.

The 'Single Location At a Time’ (SLAT) approach introduced
by /35/, /36/ relaxes the single fault assumption. This
approach determines for each pattern single stuck-at faults
that can explain the failing response by fault simulation.
Those explaining faults can be different for each failing
pattern and are used to derive more complex fauits. Hence
SLAT is a fault model independent approach which merely
uses the stuck-at fault model in fault simulation to localize
the suspicious region of the circuit.

The main drawback of the SLAT paradigm is the fact that
information for fault location is only extracted from patterns
which fulfill the single fix condition. All the other patterns
are not taken into account, neither failing nor passing ones.

To overcome this limitation, many algorithms work in two
passes: First, a fast effect-cause analysis like SLAT is per-
formed to constrain the circuits region where possible cul-
prits may be located. Second, for each of the possible
fault sites, a cause-effect simulation is performed for iden-
tifying those faults, which match the real observed behav-
ior /23/, /24/.

3.3 Adaptive Diagnosis

There is no concise test set which provides the best reso-
lution for every possible faulty behavior. Since the maxi-
mum achievable diagnostic resolution is determined by the
test set, many appreaches already employ diagnostic or
focused ATPG to distinguish remaining suspects or extract-
ing defective behavior completely /23/, /34/.

By integrating pattern generation more tightly into the whole
diagnosis process, fault location can be even more pow-
erful. This general idea of alternating pattern analysis and
pattern generation steps is called adaptive diagnosis /37/.

Here, faulty and fault free responses are used in order to
guide the automatic generation of new patterns for increas-
ing the resolution. A pattern analysis step extracts informa-
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tion from responses of the DUD and accumulates them in
a knowledge base. This knowledge in turn guides an auto-
matic test pattern generator (ATPG) to generate relevant
patterns for achieving high diagnostic resolution. The loop
ends, when an acceptable diagnostic resolution is reached
(Fig. 3). The definition of the exact abort criterion depends
on the number and confidence levels of fault candidates.

resolution
acceptable?

yes

done

Fig. 3:  Adaptive diagnosis flow

One way to implement such an adaptive diagnosis flow is
by the generalization of the SLAT paradigm. Where SLAT
only considers perfect matches for each pattern, a meas-
ure can be defined to quantify how well a stuck-at signal
explains a response of the circuit under diagnosis /38/.
Let FM(f) be a fault machine, i.e. the circuit with stuck-at
fault f injected. For each test pattern t € T, the evidence

e(f, 1) = (Ao, Aw, Att, Av)

is defined as as tuple of numbers where Act is the number
of failing outputs f can explain, Ay is the number of addi-
tional failures f induces, ATt is the number of failing outputs
not explained by f (see fig. 4), and Ay is the minimum of
Act and At

A failing pattern t which is completely explained by a stuck-
at signal f will lead to evidence e(f, t) = (Ac: > 0, 0, 0, 0).
So the SLAT approach is only a special case in this nota-
tion. Note, that Act will be maximum for all evidences of t.

Fig. 4: Definition of evidence e(f, t) = (Acy, Au, AT, Ay)

The evidence of a fault f and a test set T is simply the sum
of all evidences for f:

B(f: T) = ((IT? L, T, ",’T), with

ap = ZAU{,, L = ZALt,

teT teT
T o= E A7y and yp = E Ay
teT €T

If A was maximum for a stuck-at signal fand eachte T,
G is also maximum. In addition, a candidate is more suspi-
cious if it causes less additional failures in places where
the observed response shows the correct values. So the
ranking is derived by sorting evidences first by ¢ and then
byt . Table 1 provides an example of such a ranking.

Table 1: A ranking with 1 as the best candidate.

[ stuck-atsig. [ op [ vr [ 70 [ 1 |
T B0 00
f2 20350 | 0
fs 213500
i 203500
s 42 38 0 0
Yo 30219 0
/1 B 23| w0

This ranking shows, that f is the only stuck-at signal, which
can explain every observed failure and induces no addi-
tional ones. Hence, all pattern responses analyzed so far
can be explained by this single stuckat fault in the circuit
under diagnosis. The failures of stuck-at signal f is a prop-
er superset of the observed failures because ¢ is maxi-
mumand 1 is positive. Moreover since v is O for this stuck-
at signal, f explains all failing patternt € T T completely
(Ao maximum, At = Q) but not every passing pattern (AG
=At =0and At >0 forsomete T, T). This leads to the
only conclusion, that f can explain all the responses as a
conditional stuck-at fault.

Table 2 shows suspect evidences for some classic models.
v , T andy areall zero, a single stuckat fault explains the
DUD behavior completely. With 1 =y = 0, such a stuck-at
fault explains a subset of all fails, but some other faulty be-
havior is present in the DUD. If T and y are zero, a faulty
value on a single signal line under some patterns T' < T
provides complete explanation. With only y = 0, a faulty
value on the corresponding single signal line explains only
a part of DUD behavior. If only T is zero, the suspect fails
are a superset of DUD fails. If all suspects show positive
values in all components 1, T, v, all simplistic fault mod-
els would fail to explain the DUD behavior.

Table 2: Fault models and evidence forms for e(f, T)

with or >0
| classic model | vor T [ |
single stuck-at 0 0 0
stuck-at, multiple fault sites 0 >0 10

single conditional stuck-at >0 0 0
cond. stuck-at, multiple fault sites | >0 | >0 | 0
delay fault, i.e. fong paths fail >0 0 >0
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By simple iteration over the ranking, pairs of suspects 2, o
are identified with equal evidences e(f®, T) = e(f®, T). In
table 1, the stuck-at signals f2, f3 and f4 are not distinguished
yet. To improve the ranking, fault distinguishing patterns
are generated /20/, /21/ and applied to the circuit. Dur-
ing analysis of these responses, different values will be
added to the evidences under consideration and the rank-
ing will improve. However, this may also introduce other
sets of equal evidences, the approach iterates until all re-
maining pairs of equal evidences can not be distinguised
by diagnostic ATPG. To reduce the number of suspects
and the region under consideration further, diagnostic pat-
tern generation algorithms have to be employed which
exploit layout data /23/.

This generalization of SLAT provides a consistent, single-
pass adaptive diagnosis algorithm which extracts evidence
from every pattern and the diagnostic results are very en-
couraging /38/. The consideration of every pattern is im-
portant especially if there is only limited failure information
available.

4  Design for debug and diagnosis

Diagnostic capabilities are needed during the whole life
cycle of a system /9/. Besides the techniques and algo-
rithms to find the actual locations of faults or defects there
is the need to provide access to the internal states of a
device and to record and evaluate diagnostic data. The
fulfilment of this tasks is done by Design for Debug and
Diagnosis (DDD).

Two major problems have to be overcome by DDD:
1) Diagnostic data may reach an enormous bandwidth,

due fo the requirement of high diagnostic resolution.

2) The diagnosis or debug of so-called hard-to detect

faults requires long observation periods.

Generally the problem complexity can be broken down by
the same means as applied for design-for-testability: scan-
design to provide access to internal states, compression

and compaction to reduce the data-volume. To guarantee
the correctness of a scanned out diagnosis response, the
diagnostic equipement has to be faultfree. The diagnosis
of shift-registers respectively scanchains is nowadays quite
mature /39/, /40/, /41/, /42/.

Figure 5 shows the embedded test equipement reused
for diagnosis and a schematic of volume diagnosis reusing
the multi-site test structure.

Compaction of diagnosis responses on the other hand is
and will be a major research topic.

41 Compaction Technigues

Special precautions are necessary to gain more valuable
information while keeping the traffic as low as possible. As
detailed knowledge on the diagnosis responses is not avail-
able, compaction techniques have to be applied to reduce
the amount of necessary tester channels on the outputs of
the circuit.

Compactors can be classified due to different properties.
The simplest classification separates timeand space com-
pactors. Space compactors reduce the amount of output
channels of a circuit by employing parity trees. Thus space
compactors preserve the length of a test response. Time
compactors reduce the length of a response vector by
compaction of several shift-out cycles and employing mem-
ory cells. Combinations of time- and space compactors
consisting of a space compaction stage and attached to
this a time compaction stage can also be employed to re-
duce both, response length and width.

Compaction may discard valuable information for diagno-
sis and may reduce diagnostic resolution. Unknown val-
ues in the response vectors, caused by buses or uninitial-
ized logic, may additionally cause faultcancellation and -
aliasing after compaction.

Special compactors were proposed to preserve diagnos-
tic resolution and capability of X-tolerance. Parity check
matrices of error correcting codes were employed to con-
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Fig. 5:  Multi-Site Test
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struct space compactors able to tolerate a certain amount
of X-states and able to detect and locate a certain amount
of errors. The first approach implementing this was pro-
posed in /43/. Nowadays a large variety of extensions to
this approach and similar approaches is available. A popu-
lar representative is the X-Compact compactor proposed
in/44/.

Besides the pure employment of coding theory, the inter-
action of compactor design with the ATPG was proposed.
I-Compact for instance /45/ first employs coding tech-
nigues to gain X-tolerance and further enhances X-toler-
ance by storing all possible X-positions in addition to the
fault-free response vectors calculated during ATPG. By
reusing the parity check matrix this can be done very space-
efficiently.

A different approach uses the ATPG to determine scan-
chains, which have to be switched off by a selection logic
on scan-out. This can be used on the one hand to enable
error propagation for any error /46/ and in more recent
work to allow for X-tolerant compaction /47/, /48/.

The different compactor designs are already integrated in
commercial tools. Despite all the enhancements in com-
paction the problem of error-masking is not solved com-
pletely and will increase with growing circuits. Application
of coding theory and the interaction with ATPG will reach
its limits with growing cicuits and the demand of fault-mod-
el independent or adaptive diagnosis.

4.2 Trace Buffers

Contrary to the scan-design method in prototypes, for sys-
tem-level debug and silicon debug (fault location before
destructive probing) a different approach is often applied.
Trace buffers are an on-chip instrumentation supporting
at-speed sampling and a low bandwidth connection to ex-
ternal debug software which for instance uses a JTAG in-
terface /49/.

This approach was influenced by software debugging used
in embedded systems /50/. Trace buffers can be classi-
fied in special purpose trace buffers designed for a spe-
cial architecture—e.g. /51/—or generic trace buffers ap-
plicable to any SoC /52/.

In contrast to scan-chains trace buffers monitor only a sub-
set of internal signals. They are implemented on chip us-
ing the available memory to store failing pattern respons-
es. This is area efficient on the one hand, but affects diag-
nostic respectively debug capabilities on the other hand
as the buffer’s size limits the observation window. in con-
sequence the window might be too small to locate faults
manifesting themselves only after a long execution time.

One of the most recent approaches to overcome this prob-
lem was proposed in /53/. In cases where the debug ex-
periment can be repeated a cyclic debugging used to zoom
into the interesting intervals is employed.

5 Conclusion

Today’s challenges in diagnosis and debug can be seen in
two different areas. First shrinking structures may cause
unpredictable circuit behavior. This fact requires diagno-
sis algorithms and test pattern generation independent of
an underlying fault model to enable reliable test and diag-
nosis. In this paper an overview of the existing methods
meeting these requirements was presented.

Second the growing complexity of circuits makes access
to and transfer of internal states for debug and diagnosis
more complicated. Basically, test equipment like scan
chains and compactors can be reused to overcome this
problem, but special care has to be taken to keep a high
diagnostic resolution. Here we gave an overview of com-
paction approaches and debug facilities aiming at this is-
sue.
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43. Mednarodna konferenca o mikroelektroniki, elektronskih
sestavnih delih in materialih - MIDEM 2007
ZAKLJUCNO POROCILO
43"9 International Conference on Microelectronics, Devices
and Materials - MIDEM 2007
CONFERENCE REPORT

12.09. 2007 - 14.09. 2007, Hotel ASTORIA , Bled, Slovenija

Triinstirideseta mednarodna konferenca o mikroelektroni-
ki, elektronskih sestavnih delih in materialih - MIDEM 2007
(43" International Conference on Microelectronics, De-
vices and Materials) nadaljuje uspesno tradicijo mednar-
odnih konferenc MIDEM, ki jih vsako leto prireja MIDEM-
Strokovno drustvo za mikroelektironiko, elektronske ses-
tavne dele in materiale.

Na konferenci je bilo predstavijeno 45 rednih in 6 vabljenih
predavanj v petih sekcijah in delavnici na temo Testiranje v
elektroniki.

Na konferenci so bili predstavijeni najnovejsi dosezki na

naslednjih podrodjih:

- Fizika elektronskih elementov, modeliranje in teh-
nologija

- Debeli in tanki filmi

- Elektronika

- Testiranje v elektroniki

- Optoelektronika

- Integrirana vezja

letos je bila v okviru konference Ze deseti¢ zapored or-
ganizirana enodnevna delavnica, tokrat na temo Testiranje
v elektroniki, ki jo je letos organiziral Odsek za racunalni-
ske sisteme [JS. Na delavnici je 5 vabljenih predavateljev
predstavilo nekatere najnovejse dosezke s podrodija testi-
ranja kompleksnih elektronskih sistemov in naprav v luci
znizevanja stroskov in povecevanja ucinkovitosti testiranja.
Teme delavnice so med drugimi bile bile : testiranje, od-
krivanje napak, diagnostika nanosistemov, visokotemper-
aturno testiranje SoC sistemov, testiranje sistemov v enem
ohigju, testiranje MEMS in testiranje analogno digitalnih
sistemov ...
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Letos so bili podani naslednji vabljeni referati:

S.Hellebrand, C. G.Zoellin, H. J.Wunderlich, S.Ludwig,
T.Coym, B.Straube

Universitat Paderborn (D)

Testing and monitoring nanoscale systems - Challeng-
es and strategies for advanced quality assurance

Z.Peng, Z.He, P.Eles
Linkoping University (S)
Challenges and solutions for thermal-aware SoC testing

P.Cauvet1, S.Bernard, M.Renovell
LIRMM (F)
Design & test of system-in-package

H. J. Wunderlich, M.Eim, S.Holst

Universitat Stuttgart (D)

Debug and diagnosis: mastering the life cycle of nano-
scale systems on chip

Paolo Prinetto
Politecnico di Torino (1)
Testing of SoC Systems

Drago Strle
FE Ljubljana
MEMS Inertial Systems

Pred konferenco je bil izdelan zbornik referatov v obsegu
25 ap (priblizno 400 strani), ki je podobno urejen kot prej-
$nja leta.

Nekaj statisticnih podatkov:
Stevilo udelezencev: 60, iz tujine 12
Stevilo referatov v zborniku: 51, iz tujine 10
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