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Abstract. In this paper we present a comparison of the two dominant image pessiog techniques for
palmprint recognition, namely, histogram equalization and mean-variaoenalization. We show that both
techniques pursue a similar goal and that the difference in recognifioiee€y stems from the fact that not all
assumptions underlying the mean-variance normalization approaelwags met. We present an alternative
justification of why histogram equalization ensures enhanced verificatidarmance, and, based on the findings,
propose two novel preprocessing techniques: gaussianization cdlthenint images and gaussianization of
image patches. We present comparative results obtained on the Paghasaand show that the patch-based
normalization technique ensures stat-of-the-art recognition results withgde feature extraction method and the
nearest neighbor classifier.
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Normiranje slik za u Cinkovito razpoznavanje dlani

Povzetek. V Elanku predstavljamo primerjavo dveh uveljavl-1 Introduction
jenih postopkov normiranja slik za samodejeno razpoznavanje

dlani, t. j. izravnave histograma in normiranja srednje vreds: : . :
nosti ter variance. Oba postopka spadata v skupino pogostng’éometr'c recognition systems represent an emerging

uporabljenih néinov normiranja slik dlani, préemer izravnava technology which holds the potential of substituting (or at
histograma na spfmo zagotavlja bade rezultate razpozna- |east complementing) the classical token- and knowledge-

vanja. Einkovitost normiranja z izravnavo histograma pogost : e
pripisemo izboanju kontrastnih razmer v sliki, medtem ko Zcbased security schemes. Many such systems exploiting

normiranjem srednje vrednosti in variance svetilnosti slikovnitbiometric traits such as fingerprints, the face, the iris, th
elementov slike zagotovimo podobna olijeovrednosti, s ka- voice, palmprints, etc. have already been presented in

Leonsr;?lSjﬁkg\?;]siﬁngesrwé%g\%gotg\gn‘;cr)egggggﬁivrggngg&;getulfhe literature. While each of these biometric character-

porazdelitve svetilnosti slik dlani po obliki podobne (in se redstics has its own strengths and weaknesses, palmprints
zlikujejo kvecjemu po vrednosti parametrov, ki porazdelitevhave an advantage over other modalities, as recognition

dolocajo), lahko oba postopka normiranja obravnavamo kg ool .
transfromaciji vhodne porazdelitve svetilnosti slike. Pri te ystems based on palmprint images are considered both

z izravnavo histograma (poljubno) vhodno porazdelitev preddser-friendly as well as sufficiently accurate [1].

likamo v enakomerno porazdelitev, z normiranjem srednje vred- . - :
nosti in variance pa preslikamo zgolj parametre vhodne po- Palmprint recognition systems have received a great

razdelitve. Na podlagi povedanega lahko sklepamo, da f@eal of attention from the scientific community in re-
razlika v Einkovitosti obeh postopkov normiranja posledicacent years. However, most of the research is focused

neprimernih predpostavk postopka normiranja srednje vred- s . .
nosti in variance, ki zahtevajo zgolj transformacijo parametro n the recognition step (i.e., the feature extraction and

vhodne porazdelitve in ne predvidevajo preslikave celotne pdnatching-and-decision procedures) rather than on prepro-
razdelitve svetilnosti slike dlani. lanku tako predstavljamo cessing (i.e., enhancement) of palmprint images, which

nova postopka noramiranja, ki vhodno porazdelitev svetilnos : - . e
slike (v celoti) preslikata v standardno normaino (t. j., po_Has, without a doubt, a great impact on the final verifica

razdelitev s srednjo vrednostjogrin varianco ena) in zagotavl- tion performance. Up until the present, two techniques
jata podobne rezultate razpoznavnja kot normiranje z izravnavgave commonly been employed for the enhancement of

histograma. W@inkovitost predlaganih opstopkov smo preverili P ot
na javno dostopni podatkovni zbirki PolyU in pri tem doseglipalmp”nts' histogram equalization (HQ) and the trans-

spodbudne rezultate. formation of the pixel intensity distribution to a specific

Lo . . . mean and variance (MV) [1]. While the employment of
Klju €ne besede: normiranje slik, razpoznavanje vzorcev, . o e "

razpoznavanje dlani, podatkovna zbirka PolyU HQ is usually justified with its contrast enhancing prop-

erty, MV is used with the goal of transforming the pixel

Received 14 July 2009 intensity distribution of a specific palmprint to a com-

Accepted 6 September 2009 mon distribution and, hence, making it easier to recognize
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palmprints of different classes. "
In this paper we will show that both HQ as well
as MV pursue the same goal and that the difference it
the verification performance stems from the fact that not|
all assumptions underlying the MV technique are met.
in the task of palmprint recognition. We present an al-
ternative justification of why histogram equalization entigyre 1. Initial histogram (left), the histogram after ZMUV
sures enhanced verification performance and, based processing (right)
the findings, propose two novel preprocessing technique%”ka 1. Izvirni histogram slike (levo), histogram po normiranju
A - S postopkom ZMUV (desno)
namely, Gaussianization (GS) of palmprints and Gaus-
sianization of image patches (GP). Both techniques were

successfully evaluated on the PolyU database. sent a significant obstacle for palmprint recognition sys-
tems and, therefore, scaling the pixel intensities to a sim-
2 Global preprocessing ilar range does not justify its deployment. The most obvi-

ous explanation for its deployment is a common distribu-
Consider a palmprint RQlI(z, y) of the sizea x b pixels.  tion to which the palmprint images are mapped to. This
The goal of preprocessing (or image enhancement) tectiistribution then serves as a common ground to compare
nigues in palmprint verification systems is to transforndifferent palmprints.
the pixels (or their distributions) ifi(z, ) in such a way Unfortunately, this justification implies that the ini-
as to enhance the similarity of palmprints belonging to theal distributions of the pixel intensities are identical f
same class, i.e., person, while simultaneously decreasiafy palmprint images (regardless of the identity they cor-
the similarity of palmprints belonging to different classe respond to) and furthermore that these distributions are

symmetri¢. If the images deviated from the presented
2.1 Zero-mean and unit-variance normalization assumptions, the normalization procedure would have no

beneficial effect on the recognition rates. A similar find-
Zero-mean and unit-variance (ZMUV) normalization is @ng can also be made for the case where the initial distri-
specific case of MV normalization where the target meabution of the pixel intensities for different palmprint im-
and variance correspond to the values of 0 and 1, respegges is very similar. In such situations the normalization
tively. Without the loss of generality we can focus ourprocedure would perform a scaling operation with similar
reasoning to ZMUV normalization rather than MV, as thestimates of. ands on all palmprint images and again
choice of the values 0 and 1 is as valid as any other.  having only a minimal or no effect at all on the recog-

To normalize a palmprint ROI to ZMUV, each pixel nition performance. To effectively improve the perfor-

intensity value inl(z,y) is transformed in accordance mance with a normalization technique, the entire distri-

with the following expression: bution of the images should be rendered to a common one
(not just its parameters), as it is done with the procedures
(2, y) = I(z,y) —p (1) Presented in the remainder of this section.

wherel*(z, y) stands for the normalized image gmdnd 2.2 Histogram equalization
o denote the mean value and standard deviation of t

pIXT:|S ,nI(§7y)6respectIV6_|Y- is clear that ZMUVY nop PNt ROIS contrast by transforming the distribution of
rom the above equation It is clear that NOMthe pixel intensity values iti(x, y) into a common, uni-

ma!lzanon performs a_llnear transfprm to _a common, p_reform distribution. The main difference between ZMUV
defined mean and variance. By doing so, it ensures a si

lar i ; fih Imorint-pixels of diff - SIMiAg HQ lies in the fact that ZMUV presumes a certain
ar intensity range of the paimprint-pixels of different-im shape of the initial distribution of the pixel intensitiesha

ages and cgmpens.ates for po;s?ple illumination chang s to adjust the mean and variance, while HQ performs
present during the image acquisition stage. An examp remapping of the pixel intensity values to render the

of the deployment of ZMUV n_ormaliz_ation on _the_his-the distribution ofI(x,y) and not just the mean and
togram of a sample palmprint image is shown in Fig. 1\'/ariance

istogram equalization (HQ) tries to improve the palm-

In practice, HQ is implemented via the rank transform,

The normalization technique is often used in the field, \ hich each pixel value in tha = ab dimensional im-
of face recognition, where illumination variations repre-

sent one of the biggest problems; however, its use in *Note thatif the distribution of the pixel intensities is mytmmetric,

palmprint recognition systems has (to the best of oyt 29 In (1) represent poor estimates of the first and second order
. L . . . Statistical moments and the resulting distribution is notsue for all

knowledge) not been theoretically justified, since IIIumI‘|mages-especially if the pixel intensity distribution \ein shape from

nation changes during the acquisition stage do not reprirage to image.
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Figure 2. Visual examples of the deployment of different histogramamping techniques (upper row from left to right): original
palmprint image, histogram equalized image, image after gaussianizatioimage after gaussianization of image patches. The
lower row shows the corresponding histograms.

Slika 2. Primeri slik dlani po transformaciji porazdelitve svetilnosti slikgofnja vrstica od leve proti desni): izvirna slika dlani,
slika dlani z izravnanim histogramom, slika dlani po transformaciji pgetitve svetilnosti slike na standardno normalno, slika dlani
po transformaciji porazdelitve svetilnosti delov slike na standardno aloonV spodniji vrstici so prikazani ustrezni histogrami.

agel (z,y) is replaced with the index (or rank to which  prior assumptions.

the pixel intensity \{vould correspond if the pixels intensi-  \ynen mapping a target distribution to an image, the
ties were ordered in an ascending manner. For exampig< step is rank normalization (as described in the pre-
the most negative pixel value is assigned a ranking of 1,5 section). Once the rank of each image pixel is
while the most positive value is assigned a rankingvof determined, the general mapping function to match the

The result is then simply rescaled to the 8-bit interval. A'ﬂarget distributionf (x) may be calculated from [2]:
example of the deployment of histogram equalized and

its effect on the histogram is shown in the second row of .

Fig. 2, where the first row corresponds to the original, N-R+05 — /

unprocessed palm-print image and its histogram. N P
While the use of HQ as a preprocessing technique for

palmprint verification systems is commonly justified bywhereN denotes the number of pixels iifz, y) and the

its contrast enhancing property, there is another aspectgéal is to findt via the inverse of the cumulative distribu-

it as well. We argue that the main reason that HQ imtion function,CDF = f;}oo f(z)dz. Obviously, f(x)

proves the verification performance of a palmprint recogrepresents the probability density function for the normal

nition system is the common distribution that the pixel indistribution withy, = 0 ande = 1. An example of the

tensities of the palmprint ROIs are mapped to. By remaggleployment of the presented gaussianization procedure is

ping the pixel intensities to an uniform distribution, Ilbca shown in the third row of Fig. 2. Here the image in the

characteristics potentially intrinsic to a specific palinpr upper row depicts the transformed image, while the image

class are revealed and, hence, the discriminative informén-the lower row shows its corresponding histogram.

tion in the images is enhanced. However, these character-

istics are not necessarily linked to the image contrast. To

examine this assumption, we propose to map a nonurj-

form distribution to the palmprint ROIs, as will be done

in the next section.

f(z)dz, @)

=—0C

Local preprocessing

Considering our assumption that a common distribution

can help the verification task by emphasizing local char-
2.3  Gaussianization acteristics of the palmprints, we can apply the same rea-

soning to smaller image patches. As long as these patches
Let us again focus on the ZMUV normalization techniqueare not too small, mapping a common distribution to
presented in Section 2.1. We can generalize this techniqtieese subimages should further enhance the performance
to a histogram remapping approach, where the whole disf palmprint verification systems. It is clear that if the im-
tribution of the palmprint ROIs is rendered to the normahge patches correspond to a predefined distribution, i.e.,
distribution with zero-mean and unit-variance. Such athe pixels intensities of each patch are drawn from the
approach is insensitive to the initial distribution of thepredefined distribution, the global distribution also eerr
pixel values in the palmprint ROIs and works without anysponds to the predefined distribution.



248  Struc, Pavsic

3.1 Gaussianization of image patches

Following the procedure presented in Section 2.3, we prc
pose to map the Gaussian distribution with zero-mean ar
unit-variance to image patches of the palmprints. Consic.
ering the size of the palmprint ROIs to be0 x 100 pixels

as used in our experiments, we apply the GP technique to
image patches af0 x 50 pixels, while drawing the image
patches with &0% overlap in the horizontal and vertical
directions from the images. After the normalization we
combine the patches using a weighting window to ensure
that there are no sharp transitions between the patches. Of

course, this process affects the global distribution; howFigure 3. ROI extraction procedure: (a) a hand-image from the

- . . . . PolyU database, (b) the binary image of the hand region, (c) the
ever, ItS' 'mpa}Ct is minimal, Performlng Iocal. hIStOgra_mimage of the hand region contour, (d) extraction of the palmprint
remapping without patch overlapping would induce disROI, (e) the extracted palmprint ROI o
tortions at patch borders and would limit the choice of th&lika 3-|_kp%5|t09¢k d%ﬁiilf(lla pOdl;!VJJEl ZPaf}lTJaf(‘éﬁ)l éROl): (al)k

: rimer slike alani Iz podatkovne zpirke FPolyuU, Inarna slika
feature extractor_. An e_xample of the_ deployment of 'm_godrcf:ja roke, (c) obris podiga roke, (d) dolGitev podraja
age patch gaussianization together with the correspondignimania, () izrezano podie zanimanja

histogram is presented in the fourth row of Fig. 2.

image based on these points (Fig. 3d), &uiithe final
extraction of the palmprint ROI (Fig. 3e).

In this section, we present comparative palmprint- The segmented palmprint ROl is rescaled to a standard
verification experiments using the preprocessing teclsize of100 x 100 pixels and forms the foundation for the
nigues introduced in the previous sections, namely, higssessment of the preprocessing techniques.
togram equalization (HQ), zero-mean and unit-variance 1o measure the efficiency of the tested preprocessing
(ZMUV) normalization, gaussianization (GS) of the pixeliechniques, we use the three standard error rates com-
in_tensity Qistribution and the. Io_cal .preprocessing tec%only employed for assessing the performance of bio-
nique which performs gaussianization on patches (GRetric verification systems, i.e., the false rejection erro
of the palmprint image. As a reference we also providgyie (FRR) defined as the frequency with which a client
results obtained in \_/erl_f|cat|on experiments with UNProauthorized user) is falsely rejected, the false acceptanc
cessed (UP) palmprint images. error rate (FAR) defined as the frequency with which an
impostor (unauthorized user) is falsely accepted and the
4.1 PolyU database half total error rate (HTER) defined as the mean of the
FAR and FRR. As both, the FAR as well as the FRR de-
To assess the performance of the preprocessing ted¥end on the value of the decision threshol(selecting
niques for palmprint verification, we make use of thed value oft which ensures a small FAR results in an in-
publicly available PolyU palmprint database [3]. Thecrease of the FRR and vice versa), an operating point is
database was recorded at the Hong Kong Polytechnitgually chosen to ensure predefined values of the FAR
University and containg752 grey-scale images that cor- and FRR. In our experiments we selected the equal error
respond taB86 subjects. Each subject in the database igperating point, where the FAR equals the FRR.
accounted for with approximately 20 palmprints, the ex- |n addition to the presented error rates, we also pro-
act number, however, varies from case to case. vide graphical results in the form of receiver operat-
To extract the region-of-interest (ROI), i.e., the palming characteristic (ROC) curves, which plot the FAR
print region, from the images contained in the databasagainst the FRR at various decision thresholds, and the
we employed the segmentation procedure proposed bypected performance curves (EPC) [5], which plot the
Zhang et al. in [4]. The procedure, which is shown irHTER against the parameter which controls the rela-
Fig. 3, is tailored to the image characteristics induced btjve importance of the two error rates in the expression:
the recording setup and comprises the following stéips: «F AR + (1 — «)FRR. To produce the EPC curves, an
the conversion of the original grey-scale palmprint imagevaluation image set and a testimage set are required. For
(Fig. 3a) into its binary form (Fig. 3bJji) the extraction eacha a decision thresholdlis computed on the evalua-
of the hand region contour from the binary image (Figtion image set which minimizes the weighted sum of the
3c), (iii) the detection of the reference points between thEAR and FRR; this threshold is then used on the test im-
little and ring fingers and the middle and index fingersages to determine the value of the HTER employed for
followed by a subsequent alignment (i.e., rotation) of theonstructing the EPCs.

4 Experiments and results
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--up the common distribution rather than contrast enhance-
G (50% overi) ment is the main reason for achieving enhanced recog-
nition results. To achieve results comparable to HQ, the
: whole pixel intensity distribution of the palmprints had to
be rendered tav (0, 1).
The second series of our experiments focused on the
local preprocessing techniques. To this end, the pro-

posed GP approach as described in Section 3, i.e., with

L a 50% overlap of image patches, was implemented and
compared to the GP approach without patch overlapping.

Figure 4. ROC curves of the experiments Again, only images from the evaluation images set were
Slika 4. ROC krivulje poizkusov used in the experiments. Fig. 4 (right) shows the ROC

curves generated during the assessment. Here, the ROC
. curve obtained with unprocessed palmprints is also given
4.2 Experiments as a reference. While both tested implementations of the

For th . t ted in th ind ¢ th.GP technique resulted in a similar performance, the vari-
or the experiments presented in the remainder ot ig yith a50% overlap of image patches is still prefer-

section, the PolyU database was partitioned into twgble, as it does not induce sharp borders between indi-

groups in the ratio of approximately 6:4 (in terms Ofvidual patches and is, therefore, suitable for employment

subjects). d Thhe first g(rjoup V\r/]as.con3|dered as th? CIIeWith other feature extraction techniques like, for example
group and the second as the Impostor group. IMages, ..\ avelet-based methods, which might be suscepti-
from these two groups were then assigned to image S§I8, 1o spurious lines in the palmprints

used for training, evaluation and testing. The training . . : .

. . In the third series of experiments we aimed at assess-

images (three per subject) were employed for construct- . . o
ihg the computational complexity of the normalization

ing the principal component (PCA) transformation ma'echniques. To this end, we measured the time needed

trix and building the client templates, i.e., the mean o ; e
; Lo 0 normalize 2000 palmprint images and calculated the
the feature vectors corresponding to the training images . : . . .
. S S average time for a single image. The results of this series
of a given client; the evaluation images were used for de-

termining the decision threshold which was then em- of experiments are presented in Table 1. Recall that all of

. ) our experiments were conducted on a HP desktop com-
ployed in the final performance assessment on the teslfI P P

; . . puter (HP Desktop dc7600 Convertible) with a Intel Pen-
image set. The presented experimental protocol, whi

. . L ium 3.2GHz duo-core processor and that all the assessed
is presented in more detail in [6], resulted 80 gen-

uine and279910 impostor verification attempts during theteChquIes were implemented with Matlab R2007b.
evaluation stage ang230 genuine andl42750 impostor
verification attempts during the test stage. As already in-
dicated above, PCA was used for the feature extraction ’ t (ms) ‘ 0.7 ‘ 2.9 ‘ 3.4 ‘ 10.6 ‘ 23.9 ‘
in our experiments and the nearest neighbor classifier in
conjunction with the cosine similarity measure was em¥able 1. Average time needed to normalize a single palmprint
ployed for the matching score calculation. The length dfi20° GSURSIesuer 2000 amRes), L e
the feature vectors was set to its maximum value. For th@ani (ocenjen na populaciji 2000 slik)
experiments we used a HP desktop computer (HP Desk-
top dc7600 Convertible) with an Intel Pentium 3.2GHz  |n the fourth series of our verification experiments we
duo-core processor running Windows XP. All techniquesnade use of the test image set. By using the test images,
were implemented with Matlab R2007b. we produced a number of EPC curves shown in Fig. 5.
In our first series of verification experiments we comdn addition, the three standard error rates for the decision
pared the performance of the global preprocessing tectiwreshold that ensured an equal value of the FAR and FRR
niques HQ, GS and ZMUV to that of unprocessed palmen the evaluation image set are presented in Table 2.
prints (UP). At this stage only images from the evalu- We can see that the local preprocessing techniques
ation image set were used. From Fig. 4 (left), wherelearly outperformed the global ones. The GS approach
the results of the experiments are presented, we can gesrformed similarly as the HQ technique, both improving
that ZMUV normalization did not improve the verifica- upon the error rates obtained with UP and ZMUV. The
tion performance when compared to unprocessed palmproposed GP technique performed best and resulted in re-
prints. Gaussianization, on the other hand, resulted induction of the HTER (with the threshold set at the equal
similar performance as histogram equalization clearly imerror operating point) of more tha%% when compared
proving the verification efficiency upon ZMUV normal- to the unprocessed palmprints and more tb@% when
ization. The presented results confirm our hypothesis thabmpared to normalized palmprint images using the HQ

| Method | zMuv | HQ | GS | GRyy, | GPiox




nigue which can be combined with any of the assessed
45 R Gs J recognition methods.
4 MUV === GPy, N
Fe. *rer HQ = GhRyy, N
S O 5 Conclusion
8 1 SRS
5 3_ .. LS A R o e In this paper we presented two novel preprocessing tech-
T2 ) niques for palmprint recognition. The techniques are
I AP s ] based on the gaussianization of the pixel intensity dis-
15 . tributions and serve as means to enhance the discrimina-
AN L s e e e '/'_, tive information contained in the palmprints. In verifica-
05 ‘ ‘ ‘ ‘ ‘ ‘ ‘ tion experiments (with a PCA-based feature extractor and
04 02 03 04 05 06 07 08 09 the nearest neighbor classifier) performed on the PolyU
‘ database, the techniques were shown to significantly re-
Figure 5. EPC curves obtained on the test image set duce the half total error rate when compared to unpro-

Slika 5. EPC krivulje poizkusov na testnem delu zbirke PolyU cessed palmprint images.

| Method | UP | HQ | &S | zMuv | GRy,

GP509
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