MetodoloSki zvezki, Vol. 7, No. 2, 2010, 95-106

“Please Name the First Two People you Would
Ask for Help”: The Effect of Limitation of the
Number of Alters on Network Composition

Tina Kogovsek Maja Mrzef, and Valentina Hlebéc

Abstract

Social network indicators (e.g., network size, natkv structure and
network composition) and the quality of their me@snent may be affected
by different factors such as measurement methople tyf social support,
limitation of the number of alters, context of tlg@estionnaire, question
wording, personal characteristics of respondentshsas age, gender or
personality traits and others.

In this paper we focus on the effect of limitingethumber of alters on
network composition indicators (e.g., percentagdiof friends etc.), which
are often used in substantive studies on sociabaup epidemiological
studies and so on. Often social networks are omlg among many topics
measured in such large studies; therefore, limitatf the number of alters
that can be named is often used directly (e.gerhdtional Social Survey
Programme) or indirectly (e.g., General Social ®yjvin the network
items.

The analysis was done on two comparable data sets different years.
Data were collected by the name generator apprdgctstudents of the
University of Ljubljana as part of various sociatience methodology
courses. Network composition on the basis of ditex (i.e., already in the
guestion wording) of limitation on the number ofteab is compared to
network composition on full network data (i.e.,@mted without any
limitations).
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1 Introduction

Social network indicators (e.g., network size, nmtkv structure and network
composition) and the quality of their measurement rha affected by different
factors such as measurement method (e.g., FeréigdjHlebec, 1999; Kogovsek
and Ferligoj, 2005; Kogovsek, 2006), type of socapport (Ferligoj and Hlebec,
1999; Kogovsek and Ferligoj, 2004), limitation diet number of alters (e.qg.,
Holland and Leinhardt, 1973; van Groenou et al, @98lebec and Kogovsek,
2005; Kogovsek and Hlebec, 2008), considering closextended network (e.g.,
Morgan et al., 1997; KogovSek and Ferligoj, 200egntext of the questionnaire
(e.g., Bailey and Marsden, 1999), question wordiegy,( Straits, 2000), personal
characteristics of respondents such as age, geadgversonality traits (e.g.,
Kogovsek and Ferligoj, 2005) and other factors.

In this paper we focus on the effect of limitatiohthe number of alters on
network composition indicators (e.g., percentagekiof, friends etc.), which are
often used in substantive studies on social supa®nvell as in large studies of a
more general kind, such as the General Social §urPeevious studies (e.qg.,
Holland and Leinhardt, 1973; van Groenou et al,@99ave shown that limiting
the number of alters may lead to differences in ekwsize, composition and
structure as well as data quality. In most studiest texplicitely used such a
limitation, it usually ranges between three and eiglters. Respondents may use
different strategies for naming their alters depgagdon whether the limitation is
put to them or not. Any information in the questimording may be an element
that the respondent uses in formulating his/hepwoase (e.g., Hippler et al., 1987;
Sudman et al., 1996). Therefore, despite a potiytiarger survey, theno limit
condition regarding the number of named altersssally advised (van der Poel,
1993). However, network measurement items are ofteg part of larger survey
instruments (e.g., International Social Survey Paogne, General Social Survey,
or Generations and Gender Programme), where liraitatas to the number of
alters are often used and even necessary for reasbnsconomy, reduced
respondent burden, etc. The limitation may be dirfgcy., International Social
Survey Programme), by which we mean that the linotais put to the respondent
directly within the question itself (e.g., pleasenmaaup to five people with whom
you socialize regularly). On the other hand, theitltion may be indirect (e.qg.,
General Social Survey), which means the respondenbi aware of the limitation
(it is not explicit in the question itself), but tdded data are collected by the
interviewer only for the first few alters later o@.§., Burt, 1984}.

4 Another possibility for an indirect limitation maarise in the phase of analysis. For different
reasons (e.g., issues of comparability owing to uke of different data sets), a researcher may
limit analysis to the first n named alters (e.gag¢vSek and Hlebec, 2005).
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Several recent studies (e.g., Hlebec and KogovalQ5; Kogovsek and
Hlebec, 2008) have shown that network compositairtained by théimit/no limit
condition is to some extent comparable. Howeveerghwere a number of other
methodological differences (e.g., question wordiagproach to network members
collection) in the instruments used, which coulahfound the effect of limitation
in the number of alters with the effect of othercttas. Therefore, a
methodological experiment was done using identncabsurement approaches, but
one with and one without the limitation regardimg humber of alters.

The analysis was done on two comparable data sems two different years.
In both cases data were collected by the name gemempproach by students of
the University of Ljubljana as part of various sdsaience methodology courses.
Network composition on the basis of direct use.(i&ready in the question
wording) of limitation in the number of alters i®rmpared to the composition
based on full network data (collected without liatibns).

2 Research design and data
Three types of social support were measured witmsiwork generators:

1. Some tasks in the apartment or in the garden aopecmannot do by
him/herself. It may happen that you need someoneotd the ladder for
you or help you move the furniture. Whom would you #&sk help first?
Whom would you ask for help as the second? (instnualesupport)

2. Say you have the flu and have to lie down for a faysd You would need
help with various household tasks, such as shoppimd) similar. Whom
would you ask for help first? Whom would you ask faip as the second?
(instrumental support)

3. Now imagine you needed to borrow a larger sum of eyoWhom would
you ask for help first? Whom would you ask for help the second?
(instrumental support)

4. Say you have problems in the relationship with yousdand/wife/partner
which you cannot solve on your own. Whom would you &mkhelp first?
Whom would you ask for help as the second? Even uf e not married
and do not have a partner, try to answer what youldvda in such a case.
(emotional support)

5. What about the case when you felt a little blue epréssed and would like
to talk to someone about it. Whom would you ask lietp first? Whom
would you ask for help as the second? (emotionapsrip

6. Say you needed advice with regard to an importardg tecision, for
instance getting a job or moving to another plaaom would you ask for
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help first? Whom would you ask for help as the seléoifinformational
support)?

Data was collected within the academic processndunarious courses on
social science methodology, first in 2006 (FacultySafcial Sciences) and then
again in 2008 (Faculty of Social Sciences and FgcoftArts). In both instances
guota samples from the general population defineddnder and three age groups
were used.In 2006 there was no limitation regarding the nembf alters. Data
was collected by two different approaches: the nageeerator and the role
relation approaches were used once in the first@mzk in the second wave (the
waves were two weeks apaft)n 2008 data was collected only once and by only
the name generator approach, with direct limitatjionthe question wording itself)
to the first two alters.

Table 1: Information on data sets.

Year 2006 2008

Limitation — N. of alters | no limitation first 2 ats

Method Name generator Name generator

N 232 331

Sample Quota (gender, age) Quota (gender, age)
Collected by Students of FSS Students of FSS and FA

Although the data was collected in two different nieave assume that data
obtained by name generators are comparable for rdetbgical tests, since the
same type of sample was used and the wordings ofn#mee generators were
identical.

Firstly, some parts of the data sets had to be haized, since there were
slight differences in question wording between the sets (marital status, type of
community, education and relation to ego). Becah®zet was a limitation to the
first two alters in 2008, network composition indiors used in further analyses
are only an approximation.

The network composition obtained in both years wasmgared and tested with
three methods that are presented in the followmgiens. First, a t-test was done

® Here the 2008 version of the question wording liwlimitation to the first two alters) is
presented. In 2008 workplace support was also nredsuiut not in 2006; therefore, it is omitted
from the analyses in this paper.

® Panel design was not used. In each year a diffesenof respondents was used.There are no
statistically significant differences between owngples regarding gender, age, education and
marital status.

" The role relationship approach is beyond the soofphe present study and is therefore not
considered here.

& Another interesting possibility would be to comeahe indirect limitation in the 2006 data
(i.e., using data on only the first two named ajetio the other two conditions. Unfortunately, in
2006, no data was collected about the rank ordeoingamed alters; therefore, extraction of the
first two named persons was impossible.
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to find significant differences in network compasit assessed with the
limit/nolimit condition. Second, multiple regression was cal@dawith network
composition indicators as dependent variables awkral independent variables
including the questionnaire design and demographaracteristics of respondents
(the limit/no limit condition, gender, age, education and maritalusdatThird, the
MCA?® was obtained to assess the effects of limitatiothe number of alters, type
of social support and strength of tie on networkposition.

3 Results

3.1 T-test

Firstly, independent samples t-tests were done éwark composition indicators
as dependent variables (e.g., % of partner, motled father) with
presence/absence in limitation of the number adralas the independent variable.
T-tests were done for the overall network anddach type of support separately.
Altogether 84 t-tests were done. Mean differenc2306 — 2008) are shown in
Table 2. Statistically significant (at 5% level) féifences are shaded in grey.

Table 2: Mean differences (statistically sig. in grey).

All ntw. | Hshold. lllness Money Partner Depress. Advice
Partner -4,2 -,2 2,7 1,4 2,3 6,6 4,3
Mother -3 -9 -7 2,1 5,3 4,2 -9
Father -4 -2,8 -9 3,6 1 7 -7
Daughter 1,0 2,8 -5 ,6 -8 1,2 ,6
Son 2,3 ,2 ,9 1,7 1,6 ,9 ,8
Sister -1,2 5 -,9 -1,3 -4.,8 -2,1 -1,5
Brother -1 ,2 ,9 -3,3 ,2 4 -4
Other kin* 2,6 ,9 -7 -,8 -3,8 -3,0 5
Friend 3,6 51 4.6 3 4,8 -1,7 ,8
Neighbor 7 -1,5 -,8 -2 1 4 1
Co-worker 3 -1 ,0 5 -,6 1 -2
Other* 1,1 -4 -8 2,2 2,8 -7 ,8

* The categories grandfather, grandmother, grandgoenddaughter, other kin from my

family and other kin from my partner’s family frothe original question wording were

collapsed into the category “other kin” in the aysss. The category “other” represents

all other types of relations besides those spealiffdisted and was used as such in the
original question wording and in the analyses |ater

Within the whole network, partner had significanthss importance (lower
percentage) in thao limit condition, whereas son, other kin, friend and otmad

o Multiple Classification Analysis, see a more didiexplanation in Section 3.3.
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significantly more (higher percentage) importancatiivi instrumental support in
the no limit condition, friends had significantly greater immorte (help in the
household, illness), while brother had significgntéss importance (borrow a
larger sum of money). Statistically significant diéaces appear most commonly
within emotional support. In the case of problem#hva partner, mother and other
had greater importance in tm® limit condition, sister and other kin had greater
importance in thdimit condition. In the case of depression, other kiaiagad
greater importance in thiemit condition, whereas partner and mother had greater
importance in theno limit condition. For informational support, there were n
significant differences between conditions.

3.2 Multipleregression analysis

The next step in our analysis was to determine wdrediifferences in means really
depend to a great extent on using limitation in aagenerators or if the effects of
other factors, such as demographic variables (eggnder, age, education or
marital status), are greater. Therefore, OLS regjoms analyses were done for
network composition indicators as dependent vaegabland with the

presence/absence of limitation of the number ofraliand demographic variables
as control variables (gender, age, education andtahastatus) as independent
variables. As with the t-tests, analyses were damettie overall network and for
each type of support separately. Altogether 84 resjpesanalyses were performed.

Table 3: Strength of effects (statistically sig. effecttbk limitation in grey).

All ntw. Hshold. lliness Money Partner Depses | Advice
Partner All ctrls All ctrls Some ctrls| Some ctrls  Some ctrls| Some ctrls

Mother All ctrls All ctrls All ctrls Some ctrls) Some ctrls Some ctrls| Some ctrls
Father All ctrls Some ctrils All ctrls Some ctrls| Some ctrls Some ctrls| All ctrls
Daughter | All ctrls Some ctrls Some ctrls All ctrls All ctrls Some ctrls| Some ctrls
Son Some ctrls| All ctrls Some ctrls ' Some ctrls| Some ctrls Some ctrls| Some ctrls
Sister Some ctrls Some ctrls Some ctrls Some ctrls| Some ctrls Some ctrls| Some ctrls
Brother All ctrls Some ctrls Some ctrls Some ctrls| All ctrls Some ctrls All ctrls

Other kin* _ All ctrls All ctrls All ctrls Some ctrls. Some ctrls| Some ctrls

Friend _ Some ctrls _ All ctrls _ All ctrls Some ctrls

Neighbor ' Some ctrls’ Some ctrls Some ctrls Some ctrls| Some ctrls Some ctrls| All ctrls
Co-worker  Some ctrlsl Some ctrls All ctrls Some ctrils| All ctrls All ctrls Some ctrls
Other* Limit | Some ctrls Some ctrls Some ctrls| Limit Some ctrls | Some ctrls

* The categories grandfather, grandmother, grandgwanddaughter, other kin from my family
and other kin from my partner’s family from the giral question wording were collapsed into the
category “other kin” in the analyses. The categtther” represents all other types of relations
besides those specifically listed and was useduab & the original question wording and in the
analyses later on.
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The results are summarized in Table 3. Three typsdalations appear in the
table. “All ctrls” means that all control variabldsd stronger effectsthan the
limit/no limit condition, “some controls” means that some contariables had a
stronger effect than thimit/no limit condition. Where the effect of tHemit/no
limit condition was the strongest, “limit” appears inethable. If Table 3 is
compared to Table 2, it can immediately be seen #iatistically significant
effects (shown in grey) appear practically at the esgmositions in the tables.
Where the effect of the limitation is statisticaHignificant, the standardized beta
coefficients vary between -.063 and -.150 on theatigg side and between .069
and .175 on the positive side. In five of theseesathe betas are significant at the
1% level (dark grey), and in eleven cases they ayeifstant at the 5% level (light
gray)™ In most cases, neither the effects of control atalés nor the effect of the
limit/no limit condition is statistically significant. It can albe seen that the effect
of thelimit/no limit condition is stronger than the effect of all catvariables in
only two out of 84 analyses.

It may be somewhat counterintuitive that the catgdother” should emerge

as statistically significant. However, this resulaynbe precisely an indicator of
the effect of using a limitation in the questionndimg. Thus, a larger percentage
of “other” is obtained under theo limit condition than under thiemit condition.
If a respondent is allowed to freely name as mang@es as he/she wants, it is
more likely that a weak tie may appear on the lisg.(ea psychotherapist) in
comparison to limiting him/herself to the two moshportant persons, where
strong ties are more likely to be named (e.g., Bt&86, see also Discussion
section in this paper).

Until this point the analyses were done on the irdiial level, i.e. the units of
the analysis were the actual respondents in theegurin the next section we
proceed with analyses on a higher, aggregated I@avehe sense that the units of
analysis are no longer individual respondents, mitork composition indicators.
Therefore, we are performing a kind of meta-analgsighe variables with the aim
of testing the effects of some factors that we douobt test on the level of
individual respondents.

10 Comparison of the strength of effects was dondghmnbasis of comparison of the absolute
value of standardized beta coefficients in each ehod
1 Since we are dealing with multiple comparisonspatobal risk was considered. If 5% global
risk is taken as an acceptable limit, individuaskrican be calculated, for instance, as the
Bonferroni correction (Bonferroni, 1936) - globaisk divided by the number of tests:
5/84=0.05%. Therefore, the effect of thienit can be considered as statistically significant in
cases, where the significance level does not exfe@@l, which means in 5 out of 84 cases.
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3.3 Multipleclassification analysis

The third part of our analysis was done by MultipléasSification Analysis
(Andrews et al., 1973). It is a multivariate methathere relationships between
multiple independent variables (predictors) andepahdent variable are analyzed.
It is similar to multiple regression, with the adwvage that nominal measurement
level variables do not need to be dichotomized.
MCA gives us the following information:
- the grand (total) mean and group means of the digrdanvariable for each
combination of categories of predictors;
- tests of significance of the effects of single pctars;
- Ps: the effect of each predictor (with other predistheld constant);
- deviations from the grand mean of the dependentkbe for each category
of a predictor and
- R?% the percentage of explained variance for all jrteds.

Firstly, the means of network composition indicatg?s of partner, friends
etc.) were estimated separately for each support type for each of the two
conditions (with/without limit) - this was our depegent variable. In the MCA
analysis it was then tested, with which predictorsd @ao what extent these
differences could be explained. Explanatory variable the analysis were as
follows:

- limitation of the number of alters (none or firgtd),

- type of social support (instrumental, emotionalmfiormational),

- strength of tie (strong (partner, friend or closm)k weak (other kin,

neighbor, co-worker or otheryj.

There are several different ways in which the stteraf a tie can be defined
and assessed. For instance, it can be defined #fplaxity — a tie is strong if it
contains many different kinds of interactions (eaxchanges of different types of
social support) between the respondent and an @tgr, Wellman and Wortley,
1990). Strong ties are usually named first, sin@y tlre more salient and therefore
more quickly retrievable from memory (e.ddurt, 1986; Brewer, 1993, 1995;
Brewer and Yang, 1994). The closest ties can also be defined by the type
of relationship between the respondent and the alter (e.g., Wellman et al.,
1988/1997; Wellman and Wortley, 1990). The closest network usually
consists of the partner, close kin (parents, children and siblings) and
friends, whereas the extended network contains extended kin, coworkers,
neighbors and so on. The latter definition of a strong tie is the one used in
this paper.

2 Mother, father, son, daughter, brother and sistere collapsed into the category “close
kin”. Grandmother, grandfather, granddaughter, gsmm, other kin from my family and other kin
from my partner’s family were collapsed into theeggory “other kin”.
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The results are presented in Table 4. It can ba Heat only strength of tie has
a statistically significant effect on the mean ofwerk composition indicators. As
already shown in previous studies (e.g., Hlebec #&mdjovSek, 2005; 2009,
KogovSek and Hlebec, 2005), differences in meamslarger for strong ties and
lower for weak ties. Differences as a result of #féect of the limitation and
support type are weak and rather small. Altogethe’5% is explained by all
predictors in the model.

Table 4: Multiple classification analysis.

Network composition
Grand mean = 8.10

N multivariate

sig. level B deviation
LIMIT
Without 72 .23
With 72 .026 -.23
STRENGTH OF TIE *kx
Strong 96 2.59
Weak 48 418 -5.19
SUPPORT TYPE
Instrumental 72 .03
Emotional 48 -.07
Informational 24 .006 .05
Multiple R 175

*.10<p<.05, ** .01<p<.05, *** p<.01

4 Discussion and conclusions

Quite contrary to previous studies, the presentyssltbws no clear-cut or easily
interpretable differences regarding limitation retnumber of alters. On the other
hand, this may not be entirely surprising since:

- some studies on representative samples of theeetsdf Slovenia (e.qg.,
Kogovsek, 2001; Kogovsek et al., 2003; Dremelj, 208how that social
support subnetworks tend to be relatively small §oprage between 1 and
2 and mode 1jand that

- respondents tend to name most important network Imeesnfirst (e.g.,
Verbrugge, 1977, 1979; Burt, 1986; Brewer and Yah@94) and that the
boundary between close and more distant ties seenfallt at the third
named person (Burt, 1986).

3 In our data from 2006 averages of social suppobinetwork size are between 2.1 and 3.3
and modes are between 1 and 2.
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However, it seems that several larger (and stati significant) differences
appear if we take into account the overall netwdrke differences seem to come
mainly from the emotional support part of the netk@oroblems with partner and
depression). Larger and statistically significanffediences are mostly on the part
of strong ties (e.g., partner, mother or friendheTmajority of the significant
differences are positive, which means that perggdaare greater in theo limit
condition. It seems that some types of social supgpbe., instrumental and
informational) tend to be relatively insensitive tsing direct limitations in
obtaining members of a network, while with otherdgp(i.e., emotional support),
more differences are possible. Therefore, usingectllimitation seems not to be
a universally advisable option and we would adviseng it only after careful
consideration of the aims of a study.

A potential problem may be the distribution of thepdndent variable when
using very low alter number limitations, e.g., tootwersons only, as in the case of
the 2008 data in this experiment. If the networkesis small and almost uniform,
then the distribution of network composition vatiedis also usually non-normal.
For instance, if network size is two for the majprof the sample, then the
percentage of friends in a network can only be 0p6Q00% for a certain support
type. We are at the present not yet sure to whanexites may affect the results of
our analyses, but this consideration perhaps desemvare attention in similar
future experiments.

Other further studies are possible in the futundorimation could be collected
on the rank order of the named alters in tleelimit condition, therefore producing
a third group for comparison: network compositiantbe first two alters in theo
limit condition (indirect limitation of the number oftats in the analysis). Also,
comparison could be done with other approachesgusia limitation, such as role
relation approach, where data are usually also cmte on first two network
members, but with respondents providing personsy @d role relations (e.g.,
partner, friend or mother) and not actual nameswa$ the name generator
approach.
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