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0  INTRODUCTION

In permanent-magnet synchronous motor (PMSM) 
the variable speed can be controlled by pulse-
width modulation (PWM), which composes current 
waveforms of the desired fundamental frequency 
component together with a number of higher 
switching harmonics [1]. The latter enriches the 
Maxwell force spectrum, escalating the vibrations 
and the noise of electromagnetic origin [2]. 
Electromagnetic noise depends on the different motor 
types, motor powers, rotor speeds, PWM techniques 
and the carrier frequency [3]. The influence of the 
PWM carrier frequency on the structure-borne noise 
was experimentally researched in [4], where densely 
spaced carrier frequency measurements indicated a 
strong variation in the total emitted noise. However, 
the influence of the PWM carrier frequency on 
the structure-borne noise can also be estimated 
numerically, as shown in this article. 

An accurate assessment of the noise in 
electrical machines requires a multiphysics analysis 
encompasing electronic, electromagnetic, mechanical 
and acoustic field problems, which can be solved 

by using an analytical or a numerical approach. 
Analytical methods allow quick computation, but 
suffer from poor accuracy and are usually limited 
to simple geometries [5] to [7]. In contrast, a finite 
element analysis (FEA) can obtain accurate results, 
but requires substantial computational resources 
[8] to [10]. The most time-consuming part in 
this multiphysics analysis is the electromagnetic 
transient simulation, which can be replaced with the 
computationally efficient field reconstruction method 
(FRM). 

The FRM utilizes the field generated by one stator 
slot and a permanent magnet (PM) over one pole to 
construct the entire field distribution in the air gap 
[11]. Therefore, by using the FRM, the magnetic flux 
density for an arbitrary stator current excitation can 
be reconstructed efficiently. Sutthiphornsombat et al. 
[12] used the FRM to compute the electromagnetic 
forces and employed an optimization method to 
minimize the force pulsation and consequently reduce 
the acoustic noise. However, the coupling between 
the electromagnetic and the structural model was 
not involved. Furthermore, Torregrossa et al. [13] 
proposed an efficient computational model for a fast 
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Pulse-width modulation (PWM) represents a carrier-frequency-dependent structural excitation. The PWM’s excitation harmonics are also 
reflected in the air gap’s electromagnetic forces, the vibration response and the resulting structure-borne noise. The last of these can be 
numerically predicted with a multiphysics finite element analysis (FEA) containing electronic, electromagnetic, mechanical and acoustic field 
problems. The multiphysics FEA are precise, but computationally inefficient and consequently inadequate for parametric studies. This paper 
introduces a method for a fast structure-borne noise prediction at PWM excitation. The presented approach contains the Extended field 
reconstruction method (EFRM) to handle the magnetic saturation and slotting effects in magnetics, and the modal decomposition to couple 
the electromagnetic and mechanical domains. Finally, the structure-borne sound power level is calculated via the vibration-velocity response. 
Indeed, this approach demands a pre-calculation of the basis functions and modal parameters from the FEA, but afterwards the effect of the 
different PWM excitation cases can be evaluated in a few seconds. The proposed method can calculate the structure-borne noise at PWM 
excitation accurately and is more than 104 times faster than the conventional multiphysics FEA approach.
Keywords: carrier frequency, electromagnetic forces, extended field reconstruction method, modal decomposition, structure‑borne noise

Highlights
• The structure-borne noise of PWM controlled machines can be reduced by the appropriate carrier-frequency selection in 

accordance with the structural dynamics.
• Based on the extended field reconstruction method, a fast method for structure-borne noise prediction at PWM excitation is 

introduced.
• The proposed method was shown to calculate the structure-borne noise at custom PWM excitation accurately and efficiently.
• Parametric study with densely spaced PWM carrier-frequency show a 30 dB(A) difference in total sound power level.
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and accurate calculation of the electromagnetically 
induced vibrations in a PMSM using the FRM and 
knowledge of the mechanical impulse response. The 
vibration response was calculated with a convolution 
of the excitation force and the mechanical impulse 
response, which could be better handled directly in 
the frequency domain by using a frequency-response 
matrix.  

The listed investigations show the great 
usefulness of the FRM, which reduces the computation 
time compared to the FEA, but is only applicable 
within the linear magnetic region of ferromagnetic 
materials [11]. To consider the magnetic saturation 
and slotting effects, an extended field reconstruction 
method (EFRM) was recently introduced by Gu et al. 
[14], where the field density distribution in the air gap 
can be reconstructed by using a set of pre-calculated 
basis functions. Comparisons with the FEA showed 
that the EFRM has an acceptable accuracy and takes 
significantly less time to compute [14]. However, there 
is a lack of vibro-acoustic investigations using the 
EFRM, which could expand the usage of previously 
investigated FRM-based methods.

The aim of this investigation is to establish 
a fast multiphysics numerical modeling of the 
structure-borne noise at PWM excitation. The 
proposed method is programmed with our own code 
and includes FEA imports, necessary for the EFRM 
and the structural model calculations. The manuscript 
is organized as follows. Section 1 presents the 
conventional method to simulate the structure-borne 
noise at PWM excitation with the multiphysics 
FEA. Section 2 presents the steps of the proposed 
fast multiphysics numerical simulation method, 
based on the EFRM and the modal decomposition. 
Section 3 shows the case study and the validation of 
the proposed method with the FEA. Section 4 shows 
the parametric study at different PWM excitations to 
emphasize the computational efficiency. Section 5 
draws the conclusions.

1  SIMULATION USING FINITE ELEMENT ANALYSES

The conventional method to simulate structure-borne 
noise at PWM excitation, which is used later to 
compare the results to the newly proposed approach, 
is made with a multiphysics FEA containing all these 
domains:
• Electronic model: controlling the power 

electronics to generate a 3-phase PWM voltage 
excitation.

• Electrical model: the voltage excitation will 
cause electrical currents in the 3-phase windings, 

inducing spatially distributed electromagnetic 
flux waves in the air-gap of the motor.

• Electromagnetic model: the induced rotating flux 
density waves will cause both the tangential and 
radial force components generating the motor 
torque and unwanted vibrations.

• Structural model: the response of the structure 
depends on the frequency harmonics of the 
electromagnetic forces and the corresponding 
structural behavior of the motor.

• Acoustic model: surface vibrations will cause the 
pressure variations in the surrounding air, leading 
to radiated acoustic noise.
Different models can be weakly coupled since 

there is no significant feedback from the mechanical 
domain to the electromagnetic domain, and also none 
from the acoustic domain to the mechanical domain 
[15]. The case study presented in Section 3 is modelled 
with the commercial software package ANSYS 18.1 
using the following modules:

1.1  Simplorer and Maxwell

A co-simulation with Maxwell and Simplorer is used 
to link the electromagnetic model with the electrical 
circuit for a 3-phase voltage-source inverter, as shown 
in Fig. 1. Transient simulation at PWM voltage 
excitation demands a small time step (≤ 1 μs) to 
obtain the well-discretized PWM voltage pulses and, 
therefore, the appropriate frequency domain of the 
electromagnetic forces. To analyze the machine in a 
steady state, a transient simulation must accomplish at 
least a few electric cycles (at least 3 for the case study 
in Section 3). The electromagnetic forces acting on 
the tips of the stator’s teeth are calculated within the 
last simulation cycle and transformed in the frequency 
domain for further analyses. 

Fig. 1.  Co-simulation using Maxwell and Simplorer in ANSYS 18.1

1.2  Modal and Harmonic Response

The Modal analysis and Harmonic response modules 
are used to couple the electromagnetic forces and 
the structural model, resulting in vibrational and 
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acoustic responses, as shown in Fig. 2. The Modal 
analysis of the 3D mechanical model is used to obtain 
the structural dynamics parameters, i.e., the mode 
shapes, mode frequencies and mode damping, which 
represent the basis for further response calculations. 
By importing the modal results and the excitation 
magnetic forces, the vibration-velocity response 
is calculated with the Harmonic response module 
using the mode-superposition method. Finally, the 
vibration-velocity response of all the external surfaces 
is imported into another Harmonic Response module 
to simulate the acoustics and to calculate the sound 
power level of the structure-borne noise. 

Fig. 2.  Using the modal analysis and Harmonic response modules 
to calculate the vibration response and simulate acoustics  

in ANSYS 18.1

2  FAST MULTIPHYSICS SIMULATION METHOD,  
BASED ON EFRM AND MODAL DECOMPOSITION

As the conventional FEA multiphysics simulation is 
time consuming, an efficient multiphysics method, 
combining the EFRM and modal decomposition, 
is proposed in this investigation. The EFRM has 
been used to model the electric and electromagnetic 
domains, while the vibration velocity is calculated 
with the mechanical response model, defined by the 
modal decomposition. This approach requires some 
data pre-calculation from the FEA, but then the 
structure-borne noise at custom PWM excitation can 
be predicted efficiently.

2.1  Custom PWM Excitation

The PWM time domain presents a sequence of 
positive and negative voltage pulses, which result in 
a broadband frequency excitation. The program code 
to generate the PWM phase excitations (ua, ub, uc)  
for different PWM parameters, i.e., carrier type, 
carrier frequency, fundamental frequency and 

amplitude, was developed from scratch [4]. The PWM 
excitation frequency contents involve the fundamental 
component f1 with additional switching harmonics at 
the frequencies fh [16]:

 f n f k fh c= ⋅ ± ⋅
1
,  (1)

where n = 1, 2, 3, ..., and fc is the carrier frequency. 
When n is odd, k = ±2, ±4, ..., and when n is even, 
k = ±1, ±5, ... Fig. 3 shows the voltage harmonics for 
sine-triangle PWM with the fundamental at 100 Hz 
and the carrier frequency at 3000 Hz.

Fig. 3.  Frequency contents for a sine-triangle PWM 

2.2  Electric Model of the PMSM

In order to implement the EFRM, the 3-phase 
quantities (voltages, currents and flux linkages) 
are transformed into the dq rotor reference frame, 
as shown for the voltages in Eq. (2) using the 
transformation matrix T, defined in Eq. (3):
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where ud, uq are the d and q components of the stator 
voltage vector, θ is the angle between the stator 
fixed a axis and the rotor rotating d axis. The vector 
representation of the transformation is presented in 
Fig. 4, where ωe is the synchronous electrical speed. 
The a axis points towards the center of the flux 
linkage A, the d axis is pointed at the center of the 
PM, and the q axis is defined as being 90 electrical 
degrees ahead of the d axis.
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Fig. 4.  Vector representation of the abc to dq  
frame transformation

The voltage equations of the PMSM in the rotor 
reference dq-axis frame are defined in Eq. (4) [17]:
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where id, iq, Ld, Lq, Ldq, Lqd are the d and q axis 
currents, self and mutual inductances, respectively. Rs 
is the phase resistance, ψm is the flux linkage due to the 
permanent magnets and p = d/dt. Like in [18], we used 
the field components in the air gap to estimate the flux 
linkages, which can be calculated by integrating the 
radial flux density Bn under each stator phase i [18] 
and [19]:

 ψ θ
π

i

P

n skPN B L r i a b c= =∫
0

2 /

, , , ,d  (5)

where P represents the number of magnetic pole pairs, 
N is the number of conductors in each coil, Lsk is the 
stack length and r is the radius of the closed contour in 
the air-gap. Furthermore, the values of ψd and ψq can 
be defined using the transformation matrix, Eq. (3). 
The incremental self and mutual inductances can be 
then determined according to Eq. (6):
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As shown in Section 2.3, the magnetic flux density 
can be reconstructed using the EFRM. Therefore, the 
flux linkages and inductances can also be calculated 
with Eqs. (3), (5) and (6). Lastly the custom PWM 
voltage excitation causes the transient currents id 
and iq, which can be numerically calculated step-by-
step using the electrical model, Eq. (4) together with 
magnetic coupling, which is included via the EFRM 
based flux linkages and inductances.

2.3 Magnetic Field Reconstruction with EFRM

The FRM enables an efficient calculation of the 
normal and tangential flux densities in the air gap, 

assuming that the ferromagnetic material operates in 
a linear magnetic region. This is not the case for an 
interior mounted PMSM (IPMSM), which includes 
the saturation effect. The latter can be considered with 
an extended FRM, introduced by Gu et al. [14]. Unlike 
the traditional FRM, the EFRM considers the stator 
and rotor flux at the same time. The flux linkage in 
the air gap is decoupled into the d and q axis fluxes 
and the saturation effects in these two directions are 
modeled independently [19]. The d axis flux density is 
the result of both the Id and PM flux, while the q axis 
flux density originates only from Iq and is obtained 
after replacing the PM with air. The flux densities 
in the d and q axis (Bd, Bq) are obtained using the 
decoupling principle, Eq. (7) [14]:
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where Bdn, Bdt, Bqn, Bqt represent their normal and 
tangential components, and the Id, Iq single current 
values. While neglecting the cross-coupling effect 
between the d and q axis, the normal and tangential 
components of the flux density distributions (Bn, Bt)  
can be expressed as a superposition of the d and q axis 
flux densities:
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As seen from Eq. (8), the EFRM reconstructs 
the flux density components Bn and Bt by summing 
their d and q contributions, Eq. (7). These are treated 
separately and depend on the flux density distributions 
along the air-gap contour, which are pre-calculated 
with FEA and stored as a basis functions. The latter 
represent a look-up table including Bdn, Bqn, Bdt, Bqt  
distributions along the air-gap contour at different 
rotor positions to take into account the spatial machine 
harmonics and different Id or Iq current levels to 
consider the saturation effect. With the basis functions, 
the magnetic field density distribution at any rotor 
position with any current values lower than rated can 
be interpolated and rebuilt according to Eq. (8).

2.4  Electromagnetic Forces

The electromagnetic forces in electrical machines 
can be calculated with the Maxwell stress tensor 
(MST) method, which provides a detailed local force 
distribution. According to the MST, the tangential and 
normal force densities in the air gap can be expressed 
as [11] and [12]:
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 f B Bt n t= ( )1

0
µ

,  (9)

 f B Bn n t= −( )1

2
0

2 2

µ
,  (10)

where μ0 is the permeability of air. The cumulative 
tangential and radial forces acting on the tip of each 
stator tooth k can be computed by integrating the 
force density components Eqs. (9) and (10) over the 
respective surface area Sk:
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2.5  Vibration Response Using Modal Decomposition

The dynamics of an arbitrary system with N degrees 
of freedom (DOF) is determined by the equation of 
motion in the time domain [20]:

 M D K f x t x t x t t( ) + ( ) + ( ) = ( ),  (13)

where M, D, K are the mass, damping and stiffness 
matrices, x(t) is the displacement, x t( )  is the velocity 
and x t( )  is the acceleration vector. The excitation 
forces are denoted by f(t). Using a Fourier 
transformation, Eq. (13) can be transformed into the 
frequency domain as:

 − + +  ( ) = ( )ω ω ω ω2M D K X Fi ,  (14)

where ω represents the angular velocity, i the 
imaginary unit and X(ω), F(ω) the response and 
excitation vectors in the frequency domain, whose 
amplitudes are complex numbers characterizing the 
amplitude as well as the phase delay. Eq. (14) can be 
further rewritten into the response model [21]: 

 X H Fω ω ω( ) = ( ) ( ),  (15)

where the response matrix H(ω) contains all the 
combinations of the Frequency response function 
(FRF) between the input excitations and the output 
response points, as shown in Eq. (16):
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The individual displacement FRF Hjk(ω) of a 
response point j to an excitation at point k is defined 
as [20]:
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where r Ajk = ϕjrϕkr is the modal constant, ϕr is the mass-
normalized eigenvector of mode r, λr are the system 
eigen-values containing the angular eigenfrequencies 
ωr and the damping ratios ζr according to:

 λ ζ ω ω ζr r r r r= − ± −i 1
2
.  (18)

The formulation of Eq. (17) indicates the modal 
decomposition, where the response equals the sum 
of the modes (λr , r Ajk) and their complex conjugates  
(λ*r , r A*jk). Finally, the vibration velocity vector ν(ω), 
i.e., the time derivative of the displacement vector 
X(ω) is expressed in the frequency domain using Eq. 
(15) as:
 v H Fω ω ω ω( ) = ⋅ ( ) ( )i .  (19)

2.6  A‑Weighted Airborne Sound Power Level

The A-weighted airborne sound power radiated by a 
machine caused by the structure vibrations of its outer 
surface PA is determined with ISO/TS 7849-1 [22]:

 P cSvA a=σρ 2
,  (20)

where σ represents the radiation efficiency, ρ is the air 
density, c is the speed of sound in the air, and va

2  is 
the squared spatial average of the A-weighted 
vibration velocity component perpendicular to the 
outer surface of the machine S. Eq. (20) can be 
rewritten for the surface segments Sj and their 
A-weighted normal velocity components νaj and thus 
the A-weighted sound power level LWA can be 
calculated with Eq. (21), where the reference value P0  
is 10–12 W:

 L
c S
PWA

j aj= ∑
10

2

0

log .
σρ ν

 (21)

3  CASE STUDY: PWM EXCITATION OF THE IPMSM

Section 2 shows the steps of the proposed method, 
which are programmed with our own code and used in 
the case study. This method requires a pre-calculation 
of the basis functions and the modal parameters, 
which are imported from the commercial FEA, but 
afterwards the effect of different PWM excitation 
cases can be evaluated within a few seconds. To 
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prove the credibility of the proposed method, the 
same case study is also set up with commercial FEA 
tools, presented in Section 1. Then the results of both 
approaches are compared, and the main advantage of 
the proposed method, i.e., computational efficiency, is 
emphasized. All the calculations are made on the same 
desktop computer with an Intel Core i7 2.5-GHz CPU 
and 16 GB RAM.

The IPMSM used for the case study involves 
partial magnetic saturation, which can be considered 
with the EFRM. The main parameters of the used 
IPMSM are listed in Table 1. The rated value of the 
phase current is 3.6 A; therefore, the basis function 
is obtained at different Id and Iq values, within ±5 A. 
Details of the 2D electromagnetic and 3D mechanical 
models are presented in Sections 3.1 and 3.2.

Table 1.  Main parameters of the used IPMSM

Outer diameter of stator 135 mm
Inner diameter of stator 65.8 mm
Number of stator slots 12
Stator / rotor material M400-50A
Rotor diameter 65 mm
Thickness of magnet 8 mm
Magnet remanence 0.4 T
Stack length 22 mm
Airgap length 0.4 mm
Number of phases 3
Number of coil turns 116
Rated current 3.6 A
Rated torque 1.7 Nm
Rated speed 1500 RPM

3.1  2D Electromagnetic Model

Fig. 5 shows the 2D electromagnetic finite element 
(FE) model. The flux-density variation repeats every 
3 stator teeth; therefore, only one-quarter of the 
IPMSM needs to be considered to obtain the complete 
flux-density distribution. As shown in Fig. 5, the 
rotor rotates anticlockwise and contains permanent 
magnets, whereas the stator is fixed and contains 
3-phase windings (A, B, C). The rotor and stator 
generate the common rotating magnetic field.

The 2D electromagnetic FE model is used to 
obtain the basis functions for the EFRM and is also 
included in the conventional multiphysics FEA 
approach. The basis functions in this case study 
are spatially discretized with 900 points along the 
air-gap and obtained for 400 different rotor positions 
(to include the spatial machine harmonics) and 21 
different current levels Id or Iq from –5 A to 5 A (to 

consider the saturation effect). The whole basis 
functions are pre-calculated in 42 h. By using the 
basis functions, the flux-density distribution at any 
rotor position with any current value lower than the 
rated current can be interpolated and rebuilt with Eqs. 
(7) and (8). Fig. 6 shows the basis functions at rotor 
position 0° contributed by the d axis flux, which are 

Fig. 5.  2D electromagnetic FE model

Fig. 6.  Radial flux density distribution contributed by Id

Fig. 7.  Radial flux density distribution contributed by Iq
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the result of both the PM and the different Id current. 
The curve at Id = 0 A represents the flux-density 
distribution due to the PM flux only. The curves 
in Fig. 6 show that the PM flux density distribution 
increases with positive Id and decreases with negative 
Id. The curve at Id = 5 A indicates the saturation effect, 
since the increment of the flux density is degraded 
compared to the curve at Id = 2.5 A. Similarly, Fig. 
7 shows the basis function at rotor position 0° for 
different Iq currents without considering the d axis 
flux. The flux density at Iq = 0 A represents the zero 
array, while the positive and negative Iq values result 
in the opposite magnetic flux distribution.

The EFRM was validated with a co-simulation 
using Maxwell and Simplorer in the ANSYS 
commercial package. The tested case used PWM 
voltage excitation with the fundamental component 
at a frequency of 100 Hz and a switching frequency 
at 3000 Hz, shown in Fig. 3. To compare the results 
in steady state at least 3 electrical cycles must be 
accomplished. Using a small time step (1 μs) results in 
3 · 10000 = 30000 steps, which are computed in 75 h 

with a 2D electromagnetic FEA or 3 s with the EFRM. 
Figs. 8 and 9 show the resulting phase current and 
magnetic force in the time and frequency domains. 
The frequency-domain contents show that the PWM 
switching harmonics are also transmitted in the phase 
current and magnetic force. Although the EFRM is 
approximate, good agreement with the FEA results 
is seen with respect to both the time and frequency 
domains.

3.2  3D Mechanical Model

The electromagnetic and mechanical models are 
coupled with a response model. The latter can be 
calculated using exported modal data from the FEA. 
A 3D mechanical FE model is meshed with almost 
120,000 nodes, but the response model can be reduced 
since the only needed FRFs are between the excitation 
and response locations, shown in Fig. 10:
• Excitation locations  

The air-gap force density around each stator-tooth 
tip causes the resultant net force and torque 
on its center. To involve both excitation type 
sources, every stator-tooth tip surface is halved, 
containing the net force on both halves. The stator 
has 12 teeth and therefore 24 excitation locations 
(index k).

• Response locations  
The size of the response surfaces is defined in 
accordance with the well-known six-elements- 
per-wavelength criterion [23]. To predict the 
noise up to 20 kHz, the maximum response 
surface length should be less than one-sixth of 
the corresponding wavelength, which is around 
2.8 mm. As shown in Fig. 10, the model contains 
1360 response locations on its outer surface 
(index j).

Fig. 10.  3D mechanical FE model of the stator

Using the modal decomposition, the response 
matrix Eq. (16) is described in terms of modal 

Fig. 8.  Phase current at PWM excitation in a) time domain and  
b) in the frequency domain

Fig. 9.  Magnetic force at PWM excitation in a) time domain and  
b) in the frequency domain
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shapes, frequencies and damping. The modal data 
are imported from the commercial FEA only for the 
selected locations, forming the reduced response 
model. Thus, the length of the array for the reduced 
response matrix is 24 · 1360 · 3 · 3 = 293760, where 
the last two multipliers stands for the 3 excitation 
directions of each excitation location and the 3 
response directions of each response location. After 
importing the modal data, all these displacement FRFs 
are calculated using Eq. (17) in 3 minutes. It should be 
noted that the FRFs are calculated only once and then 
reused for coupling different PWM excitations with 
structural dynamics. 

Fig. 11 shows an example of the displacement 
FRF Hjx,ky(ω) of a response point j in the x direction 
to an excitation at point k in the y direction, which are 
marked in Fig. 10. The FRF curve, calculated with 
modal decomposition (MD), was also validated by 
using the Harmonic response module in the ANSYS 
18.1. 

Fig. 11.  FRF Hjx,ky(ω) from the stator-tooth tip “k“  
to the outer subsurface “j”

3.3  Vibration Response and Sound Power Level

Similarly as shown in Fig. 9 for single magnetic 
force, now magnetic forces are calculated for all 24 
excitation locations in three coordinate directions 
(x, y, z) and transformed in the frequency domain 
to build the force excitation vector F(ω). By using 
the force excitation vector and the response matrix, 
Eq. (16), the vibration-velocity response vector is 
calculated efficiently with matrix multiplication, Eq. 
(19). Fig. 12 shows the vibration-velocity response 
in the x direction for location j, including both, the 
EFRM-MD and FEA results. The frequency contents 
in both curves are in a good agreement, showing that 
the proposed method approximates the FEA results 
with a small error.

Further, the vibration-velocity response vector, 
calculated for all the response locations in three 
coordinate directions (x, y, z) , is transformed in the 
surfaces’ normal direction, shown in Fig. 13. These 

vibration-velocity components represent the input for 
the acoustic field simulation, e.g., using the boundary-
element method [15]. However, by using the outer 
surface segments Sj and the vibratory components 
perpendicular to them νaj, the sound power level can 
also be estimated via Eq. (21). Fig. 14 shows the 
sound power level calculated with the FEA and with 
Eq. (21) using the radiation efficiency σ = 1. This 
assumption leads to a conservative estimate of the 
radiated air-borne sound power, but it is valid at higher 
frequencies [24]. Since the article is focused on the 
high-frequency PWM switching noise, the presented 
estimation of the sound power level is acceptable.

Fig. 12.  Vibration response at PWM excitation  
in the frequency domain

Fig. 13.  Vibration response in the surfaces’ normal direction

Fig. 14.  Sound power level at PWM excitation  
in the frequency domain
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4  PARAMETRIC STUDY AND COMPUTATIONAL EFFICIENCY 

The proposed method enables a fast sound power 
level estimation and therefore a parametric study 
can be made within a few minutes. To show the 
computational efficiency, an example with many 
different PWM excitations is used, where each 
contains the same fundamental component, but a 
different PWM carrier frequency. The included PWM 
excitations result in the same motor speed and torque, 
but contain different PWM switching harmonics, Eq. 
(1). The proposed approach is used for different PWM 
excitations to estimate the total sound power level. Its 
dependency on the PWM carrier frequency is shown 
in Fig. 15, which contains 197 different excitation 
cases (400 Hz, 500 Hz, …, 20000 Hz). The excitation 
case, where any of the PWM switching harmonics 
excite the stator natural frequency, results in greater 
noise. However, there are also excitation cases where 
the PWM switching harmonics interact with the anti-
resonant regions in the FRF curves (Fig. 11), resulting 
in low total sound power levels. Fig. 15 shows that an 
appropriate PWM carrier frequency can decrease the 
total sound power level by more than 30 dB(A). 

To proove the general usage of the proposed 
approach, a few characteristic excitation cases were 
validated also with FEA, shown with black markers 
in Fig. 15. Mean difference in total sound power level 
betwen the proposed method and the FEA results is 
1.5 dB(A), while the standard deviation is 0.8 dB(A). 

Good agreement prooving that carrier-frequency 
selection has a great impact on structure-borne noise.

The main advantage of the proposed method is the 
computational efficiency. At the beginning the basis 
functions and the modal data must be pre-calculated 
using the FEA, which takes around 43 h, but then the 
sound power level for any PWM excitation can be 
calculated in a few seconds. For example, the curve 
in Fig. 15 contains 197 different excitations and is 
calculated in 10 minutes. The same parametric study 
using only the conventional FEA tools in an identical 
computational platform would take more 600 days, 
i.e., 197 · 75 h = 14775 h.

5  CONCLUSION

This article introduces a fast multiphysics numerical 
modeling of the structure-borne noise at PWM 
excitation. Firstly, the PWM excitation is used with the 
EFRM to obtain the electromagnetic forces on the tips 
of the stator teeth. Then these electromagnetic forces 
are coupled with the structural model to calculate the 
vibration-velocity response. The coupling between the 
electromagnetic and mechanical domains is made with 
the response model, which can be calculated directly in 
the frequency domain. Finally, the vibration-velocity 
response of all the outer surfaces is used to estimate 
the sound power level of the structure-borne noise. 
To prove the credibility, each step of the method is 
validated with the corresponding FEA. 

Fig. 15.  Parametric study: LWA at different PWM carrier frequencies
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Detailed influence of the PWM carrier 
frequency on the structure-borne noise has been 
researched experimentally already before, but 
proposed manuscript shows how it can be estimated 
also numerically. Other researchers used different 
analytical and numerical approaches, where the first 
are less acurate but the second are time consuming. 
Instead of electromagnetic FEA an efficient EFRM 
can be used. EFRM was proposed in 2016, but we 
upgraded and validated it into the multiphysics method 
to calculate the structure-borne noise accurately and 
efficiently. If the data pre-calculation is not taken into 
account, the proposed method is more than 104 times 
faster than a conventional multiphysics FEA and is 
therefore very useful for parametric noise studies at 
different PWM excitations.
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0  INTRODUCTION

Image analysis plays a vital role in modern computer-
aided systems. Images can be obtained from 
different modalities, such as cone beam computed 
tomography (CBCT), magnetic resonance imaging 
(MRI), positron emission tomography (PET), single-
photon emission computed tomography (SPECT), 
ultrasound, etc. These can provide three-dimensional 
(3D) image datasets that contain accurate information 
for the generation of surface 3D models, even when 
compared to optical 3D digitizing methods [1]. 
Surface 3D models are a very useful resource for 
accurate diagnosis, but also for further action such as 
preparation of surgeries, designing different types of 
implants, etc. The most critical step for the generation 
of a surface 3D model is the accurate segmentation for 
extracting objects of interest from the surroundings, 
thus enabling 3D surface reconstruction [2] and [3].

Information acquired from medical images has a 
significant impact on proper diagnosis and treatment. 
For this purpose, the segmentation of medical images 
is performed, which can be either manual or automatic 
[4]. Nowadays, due to the large amount of data obtained 

using medical imaging systems, methods used for 
semi-automatic or fully automatic segmentation are 
more favourable but still refer to manual results for 
verification and training purposes [5]. When a 2D 
image is acquired, some information may be lost, and 
this information loss degrades the image quality, and 
more importantly affects the accuracy of segmentation 
and geometry reconstruction, eventually endangering 
proper diagnosis. Therefore, accurate reconstruction of 
geometry is required and depends on several factors, 
including spatial resolution, which is determined by 
the layer thickness [6], and slice thickness, which 
affects loss of resolution quality on the reconstructed 
data [7]. Without some form of image enhancement, 
segmentation of medical images becomes very 
difficult and sometimes does not provide accurate 
results. This occurs as a result of the vague structures 
in poorly displayed medical images, or with the 
presence of homogenous surrounding structures. Thus, 
to improve the segmentation accuracy, it is necessary 
to preprocess image and to enhance its quality. With 
the breakthrough of additive manufacturing (AM) 
technologies in the medical field, it enabled physical 
fabrication of anatomical structures, which strongly 
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depends on the input data. The development of 
medical imaging and especially imaging software 
has made it possible to create various kinds of 3D 
models from medical images [8]. The entire process 
can, into three steps, which are data acquisition, 
image processing, and model manufacturing [9]. This 
integration propelled the barriers and possibilities for 
applications of medical implants used for different 
types of trauma, disease, bone damage and defects 
which need to be reconstructed [10]. Therefore, 
adequate image segmentation and reconstruction of 
3D models is vital for their applications in this field. 

There are several methods used for image 
enhancement, and one of the most commonly 
used for contrast enhancement of medical images 
is histogram equalization [11]. Besides this, other 
improved methods for histogram equalization such 
as Type II fuzzy set theory [12] or bi-histogram 
equalization with a plateau level [13] are presented, 
thus improving quality and reducing the time required 
for image enhancement. However, with the further 
development of computer technologies, intelligent 
systems employing genetic algorithms, fuzzy logic, 
machine learning, neural networks, and swarm 
intelligence are finding their place and are applied in 
different scenarios and in different fields [14] to [17]. 
Many researchers have combined different methods 
to maximize their advantages and to solve current 
drawbacks regarding segmentation of CT images, 
even going as far as implementing 4D architecture for 
motion estimation [18], thus improving performance. 
A combination of different methods can improve 
data extraction from CT images, as seen in [19] by 
implementing a deep learning model or by combining 
spatial fuzzy clustering and level-set methods [20]. For 
the segmentation of MRI images, the authors in [21] 
proposed a new method for joint bias field estimation 
and segmentation of MRI images.

Regarding common drawbacks of thresholding 
methods where images are corrupted with artefacts 
and noise, the authors in [22] proposed a new multi-
region thresholding methodology by using fuzzy sets. 
Concerning the various implementations of the fuzzy 
C-means clustering (FCM) method, many researchers 
have combined this method with other methods 
such as region-based active contour [23], the level 
set method [24], self-organizing maps [25], region 
growing and particle swarm optimization method [26]. 
The main goal of their implementation was to improve 
segmentation accuracy in each of these fields. 

In contrast to previous investigations, the present 
paper proposes a hybrid method that combines fuzzy 
C-means clustering and automated region growing 

methods to enhance and segment medical 3D image 
datasets with higher accuracy. The novelty in this 
paper is in the newly developed method for automatic 
initial seed selection for region growing, which 
incorporates the value of standard deviation (STD) 
as a measure for seed selection. This, in combination 
with image enhancement based on FCM, completes 
the entire process for the segmentation of 3D image 
datasets. The presented method focuses on the 
enhancement of poorly visible structures present 
on CBCT and MRI datasets, which will improve 
segmentation and surface extraction. Two CBCT 3D 
image datasets and two MRI 3D image datasets were 
used for testing purposes and analysis of the proposed 
method.

1  METHODS

The approach is based on incorporating two methods 
that are used in image processing: FCM and the region-
growing (RG) method. Their integration leads to the 
segmentation that consists of two stages. In the first 
stage, FCM is used as a tool for the enhancement of 
input 3D image datasets by making the borders of the 
vague areas more pronounced. This stage is especially 
crucial for corrupted CBCT images in which the vague 
areas are common. In the second stage, we introduce 
the automatic RG method based on a new principle 
of finding initial seed using calculated STD of pixel 
intensity inside regions that are present on images. 
The flowchart is illustrated in Fig. 1.

Besides the previously mentioned two stages, 
the flowchart contains an optional step that refers to 
the definition of region of interest (ROI). Namely, to 
accelerate the segmentation process, in some cases it 
is convenient to localize the area of interest for image 
segmentation on large 3D image datasets. For these 
purposes, a user can opt to utilize a specially designed 
tool for manually defining ROI and for localizing the 
area on image for segmentation.

1.1  Image Enhancement Based on Fuzzy Clustering

Fuzzy C-means is one of the most popular fuzzy 
clustering techniques because it is easy to implement, 
as well as being efficient and straightforward. FCM 
clustering generates fuzzy partitions for any set of 
numerical data, allowing one piece of data to belong 
to two or more clusters simultaneously [27].

FCM is used as a tool for image enhancement. To 
achieve computational efficiency, and to reduce time 
required for segmentation of large 3D image datasets, 
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we use the histogram of pixel intensities during the 
clustering process instead of the raw image data. 

The working principle of the proposed FCM 
method for image enhancement consists of the 
following steps:

Step 1: Read the input set of images named im 
and define input parameters: c (no. of clusters) and q 
(fuzzification index).

Step 2: Calculate the maximum (Imax) and 
minimum intensity (Imin) of each image in image set 
im and arrange the overall intensity in ascending order 
as shown in Eq. (1):

 I I I= →( )min max .  (1)

Step 3: Find the size of I and assign it to a 
variable named si. Calculate the histogram (H) of the 
image set im.

Step 4: Generate the initial cluster segmentation 
size or class gap (dl) using Eq. (2):

 dl
I I

c
=

−( )max min
.  (2)

Step 5: Generate the initial cluster’s centroids  
C(i) using Eq. (3). These centroids are equidistantly 
distributed along intensities present in the image:

 C i I dl dl
j

i
( )

min
,= + +

=
∑

2 1
 (3)

where Eq. (3) provides centroid points with: 
Start>>>>Class_gap>>>>End.

Step 6: Set the initial error dC = infinity.
Step 7: Repeat the Steps (8) to Step (14) until dC 

< 0.000001.
Step 8: Set initial centroid matrix C0=[C(i)].
Step 9: Calculate the distance D between each 

centroid and each pixel’s intensity of image using Eqs. 
(4) and (5):

 D j i I j C i( , ) ( ) ( ) ,= −  (4)

 D j i D j i q
( , ) ( , )

/( )
,= −2 1  (5)

here i = 1, 2,…, c, and j = 1, 2, …, si.
Step 10: Calculate the fuzzy membership of each 

pixel’s intensity to each cluster using Eq. (6):

 U j i
D j i D j ii

c( , )

( , )
( , )

.=
∑
=

1

1

1

 (6)

Step 11: Calculate the membership-histogram 
matrix UH using Eq. (7):

 UH j i U j i H jq
( , ) ( , ) ( ).= ⋅  (7)

Step 12: Calculate new centroid location C of 
each cluster using Eq. (8):

 C i
UH j i I j

UH j i
j

si

j

si( )

( , ) ( )

( , )

,=
⋅∑

∑

=

=

1

1

 (8)

Fig. 1  Flowchart of the proposed methodology
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here i = 1, 2, …, c.
Step 13: Calculate the maximum difference error 

(dC) between new and old clusters using Eq. (9). 

 dC C C= −( )max ,0  (9)

here i = 1, 2,…, c.
Step 14: Go to Step (7).

Several stopping rules can be used. One is to 
terminate the algorithm when the relative change 
in the centroid values becomes small, or when the 
objective function can no longer be minimized. After 
that, defuzzification is performed by assigning the 
pixels to the clusters, for which those pixels have the 
maximum membership. A membership intensity map 
for each cluster is generated, and the most suitable 
cluster is selected for the next stage of the process: 
RG method implementation. The selection is carried 
out manually by a user who has to consider that the 
selected class membership should have the best 
contrast separation between the borders of the object 
and the background on the image. This will contribute 
to better segmentation using the RG method later.

Fig. 2 shows an example of the result of image 
enhancement. The input parameters for this example 
were number of clusters c = 3 and fuzzification index 
q = 6. From this example, cluster no. 3 was selected, as 
it represents the best contrast separation between the 
borders of the object and the background on the image 
(decision of operator based on visual impression).

Fig. 2.  Manual selection of membership intensity map  
for three clusters (c = 3); in this case the best contrast  

separation is shown in cluster no. 3

After images have been enhanced using FCM, 
their pixels’ intensities vary between 0 and 1, and 
need to be normalized in the range [0, 255]. The 
median filtering was also performed on the enhanced 
images using the default 3-by-3 neighbourhood, i.e., 
each output pixel obtains the median value of its 3-by-
3 neighbourhood. This nonlinear filtering technique 
was used to reduce any noise present on images; it 
is a widely used technique that is very effective in 
removing noise while preserving edges [28].

To verify the performances of the proposed 
enhancement of images using the FCM method, we 
have selected pixels along a 2D profile line that is 
arbitrarily drawn at the same location over an image 
before (Fig. 3a) and after enhancement (Fig. 3b). 
Intensities of pixels along these lines are compared to 
determine the differences between two images. The 
comparison from Fig. 3c shows that the enhancement 
procedure leads to the: 1) normalization of pixel 
intensities, 2) higher values of pixel intensities in the 
transition between low and high-intensity areas. The 
latter is a critical property since it will contribute to 
easier and better segmentation using the RG method 
that will follow.

Fig. 3.  2D profile line measurement on a) original image, b) 
enhanced image, c) graph showing the intensity of pixels on 

original image (green line) and after the improvement using FCM 
(blue line)

1.2  Region Growing

Region growing (RG) is a method that has been 
widely used for image segmentation [29]. RG is a 
segmentation method where each region starts as a 
single seed element. At each iteration, the surrounding 
pixels are taken into account in order to determine 
whether the region should be expanded to include 
them or not, and this is controlled by a tolerance 
parameter t [29]. Various metrics can be used as a basis 
for region growing, and we have opted to employ 
pixel’s intensity. The value of tolerance parameter t 
depends on the total range of pixels’ intensity on an 
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image, it varies with each input image or 3D image 
dataset, and it is left for the user to define. However, 
the selection of initial seed for the segmentation also 
has a deep influence on the end results. How to assign 
initial seeds represents a major issue when it comes 
to application of the RG method [30]. To improve the 
accuracy of the RG method, we propose a method 
for seed selection that is based on the STD of pixels’ 
intensities in the regions. Specifically, the seed is 
selected from the region with the highest standard 
deviation of pixels’ intensities.

1.2.1  Initial Segmentation and Standard Deviation of 
Pixels’ Intensities

Seed selection procedure starts from initial, coarse, 
segmentation of the enhanced image. Initially 
segmented regions in the enhanced image are 
acquired via global image thresholding, which was 
performed using Otsu’s method [31] in which a global 
threshold T was computed from image and in which 
Otsu’s method chooses a threshold that minimizes 
the intraclass variance of the thresholded black and 

white pixels. As a result, an initially binarized image 
is obtained which contains segmented regions. These 
regions are then applied as a mask to the enhanced 
image, and the STD of pixels’ intensities is calculated 
for each of them. In the subsequent steps, the seed will 
be selected from the region with the highest value of 
STD. This procedure is repetitive, and the initial seed 
is defined for each image separately.

The rationale behind this kind of selection of 
region where the seed will be placed is as follows. 
A large scattering of pixel intensities is typically 
encountered in the objects that need to be extracted 
from image, while the scattering of pixel intensities in 
surrounding tissue (which is, as a rule, homogeneous) 
is smaller. Since all pixels inside a region have 
different intensity values, the larger the deviations in 
pixel intensities are, the STD value will be larger.

For a random variable vector A (in this case pixel 
intensity vector) made up of N scalar observations, the 
standard deviation is defined according to Eq. (10):

 σ µ=
−

−∑
=

1
1

2

1N Aii

N
( ) ,  (10)

Fig. 4  The principle of proposed RG method for image no. 13 from CBCT 1, CBCT 2, MRI 1 and MRI 2 3D image dataset showing  
a) initial segmentation, b) location of all regions on an image, c) selected region with its initial seed for RG method,  

d) segmented image using proposed RG method outlined in red line
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where μ is the average value of vector A, as shown in 
Eq. (11):

 µ = ∑
=

1

1N Aii

N
.  (11)

The proposed approach for coarse placement of 
seed has positive effect on the subsequent selection 
of initial seed and reduces the possibility for its mis-
selection. Specifically, using the proposed procedure, 
the size of region does not affect the result. In 
addition, it is worth noting that regions within images 
that have been enhanced using FCM will have a larger 
value of STD due to scaled pixels’ intensities inside 
them; this will be helpful for better selection of initial 
seed because values of STD inside those regions will 
be more distinct. Following the definition of the initial 
seed for each image, the tolerance parameter t which 
will enable segmentation using RG method must be 
defined.

The results of the application of the proposed 
procedure for region selection and initial seed 
extraction are presented using relevant examples in 
Fig. 4. The plots of STD of pixel intensities in initially 
segmented regions, using image no. 13 as an example 
from all four image datasets, are presented in Fig. 5.

Fig. 5. STD plot of regions in image no. 13 from all image datasets 
(region with highest value of STD is marked red): a) CBCT 1 dataset 
(region no. 13), b) CBCT 2 dataset (region no. 7), c) MRI 1 dataset 

(region no.2), d) MRI 2 dataset (region no. 9)

Since the FCM method enhances the boundaries 
of objects very well, the automated RG method can 
successfully segment the objects of interest from the 
enhanced images in order to obtain more accurate 
binary 2D images needed for 3D reconstruction. The 

results of the real-world image segmentation carried 
out by RG based on pixel intensities are presented 
in Fig. 4d. As a final step after the images have been 
segmented, some minor postprocessing is required 
in order to remove the small pixels surrounding 
the segmented object of interest with the use of 
morphological operations (dilation and erosion).

1.2.2  Seed Selection

When the region with the highest STD has been 
determined, it would be convenient to select its centre 
as the initial seed for the RG method. However, since 
regions can vary from simple shape to a very complex 
and irregular shape, the centre can be placed outside 
the region. To assure that the initial seed remains 
inside the region with the highest STD, we have 
developed a new method.

In this method, the basic principle is the 
skeletonization or thinning [32] of the region with 
the highest STD. As a result, the thinned skeleton (or 
lines) of the region is generated; it consists of many 
consecutive points with their (X,Y) coordinates. 
By extracting the middle pair of coordinates, the 
coordinates for the initial seed are determined. In this 
way, it is guaranteed that the selected seed remains 
inside the defined region with the maximum STD, 
which allows a proper segmentation using the RG 
method. 

Fig. 6.  Proposed method on seed selection showing  
a) original image, b) skeletonization of regions using the proposed 

approach for seed selection, c) locations of seeds of all regions 
present on image shown in red (centre of mass-based)  

and blue (proposed approach)

Fig. 6 shows the effect of the proposed method 
on seed selection using the proposed approach. The 
image shown in Fig. 6a is an artificially made image, 
and the results of skeletonization (or thinning) process 
of regions present in this image are given in Fig. 
6b. Fig. 6c shows the initial seed selected using the 
proposed approach (marked with blue), versus the 
seed selected using method (marked with red) which 
calculates the seed position based on the centre of 
mass of the region.
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From Fig. 6c it can be seen that the red shows 
incorrectly defined seeds that are outside of the 
regions. In some specific applications, centre of mass-
based seed selection presents an acceptable solution 
but regarding more complex and irregular shapes, 
it will not provide acceptable results. When the 
proposed skeletonization based approach is employed, 
the complexity of shapes does not represent an issue 
(shown in blue), which additionally contributes to 
the overall accuracy and stability of the presented 
approach.

2  EXPERIMENTAL

Performance evaluation of the proposed method was 
carried on two CBCT 3D image datasets and two MRI 
3D image datasets. Datasets used in this study were 
acquired anonymously, where all patient information 
was erased. The CBCT datasets are collected from the 
Department of Dentistry, Medical Faculty, University 
of Novi Sad, using a SCANORA™ 3D medical 
imaging device from Soredex, while MRI datasets 
were collected from the Department of Radiology, 
Medical Faculty, University of Novi Sad, using a 
Discovery™ MR750 medical imaging system from 
GE Healthcare. Acquisition parameters are shown in 
Table 1. 

Table 1.  Acquisition parameters used for the presented case 
studies on CBCT and MRI imaging scanners

SCANORA™ 3D
CBCT scanner

Discovery™ MR750
MRI scanner

X-ray energy [kV] 89 /
Current [mA] 8 /
Voxel size [mm] 0.133 1.2
Image resolution [pixel] 300×300 512×512
No. of images/slices 451 128
Field-of-view [mm] / 553×240

CBCT and MRI imaging systems were selected 
for this study due to their availability at the radiology 
department at the local clinical centre. While MRI 
datasets have perhaps more trivial and relatively 
distinct boundaries, two CBCT image datasets have 
more generally weak and indistinct boundaries due to 
the porosity of the maxilla bone.

After sifting through all the images related to each 
patient, only corrupted images on CBCT 3D image 
datasets and images containing tumour on MRI 3D 
image datasets were used for experimental analysis. A 
radiologist with over ten years of experience and who 
is responsible for interpreting medical records at the 
local clinical centre performed manual segmentation 

of all medical images using commercial medical image 
processing software 3D-DOCTOR v4.0 from Able 
Software Corp. Results of this manual segmentation 
provided binary segmented images that will be used 
as a foundation for evaluation. The proposed method 
was implemented in the R2018b version of MATLAB 
(Mathworks, Inc., Natick, MA, USA) on a PC 
(FUJITSU CELSIUS M470-2) with Intel(R) Xeon(R) 
CPU E5645, 2.40 GHz processor, and 16 GB RAM. 
The operating system used was Windows 7 (64-bit).

The segmented images obtained using the 
proposed method and other segmentation methods; 
fuzzy clustering method with level set method 
(FCMLSM) from [20], multi-region fuzzy thresholding 
method (MFT) from [22] and multiplicative intrinsic 
component optimization (MICO) from [21] were all 
individually compared against their corresponding 
manually segmented images obtained from the 
radiologist, in order to test the segmentation accuracy. 
As a result, performance measures, such as Dice 
coefficient, Jaccard index, sensitivity, and accuracy, 
are calculated. The proposed method and other 
methods were tested on all four 3D image datasets.

Fig. 7 shows the results of compared segmentation 
techniques, i.e. the final contours of the bone from 
CBCT 1 (Fig. 7a), CBCT 2 (Fig. 7b), MRI 1 (Fig. 7c) 
and MRI 2 (Fig. 7d) 3D image dataset on one image 
from each 3D image dataset. Two CBCT 3D image 
datasets were especially important for segmentation 
since the CBCT systems are prone to noise [33] and 
[34] and successful analysis of CBCT acquired images 
is of great importance. The two CBCT datasets contain 
the images of the upper maxilla, frequently used in 
the field of oral surgery and for other applications in 
dentistry, such as designing and fabrication of patient-
specific bone grafts [35] where accurate segmentation 
and extraction of initial 3D models is extremely 
important. These two 3D image datasets were also 
important for the analysis since the bone structure 
of the maxilla is porous and is difficult to properly 
acquire its bone structure by CBCT systems.

Fig. 7 shows the results of compared segmentation 
techniques, i.e. the final contours of a tumour on brain 
MRI images. MRI 1 and MRI 2 3D image datasets 
were used and, for this purpose, an ROI tool was used 
to localize the tumour. All four segmentation methods, 
including the proposed method, were used to segment 
the two image datasets. 

2.1  Performance Analysis of Seed Selection of RG Method

To test the accuracy of initial seed selection using 
our modified RG method, it was tested on all four 3D 
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image datasets. A performance analysis of the seed 
selection method using CBCT and MRI 3D image 
datasets is presented in Table 2. 

Table 2.  Performance analysis for seed selection on all four 3D 
image datasets

Dataset
Total no. of 

images
Used 

images
Initial seed

correctly detected
Accuracy

[%]
CBCT 1 303 16 16 100
CBCT 2 57 57 52 91.22
MRI 1 49 30 29 96.67
MRI 2 47 47 40 85.11

In the CBCT 1 dataset, all initial seeds were 
accurately detected inside a bone structure for all 
images, while in the CBCT 2 dataset the initial seed 
for RG method was not properly defined for the first 
five images. For MRI 1 dataset the initial seed was 
not selected properly only for the first image. This 
was also the case for MRI 2 dataset where on the 
first seven images the beginning of the tumour and 
the region is too small compared to the surrounding 
tissue for method to accurately define the initial 
seed. However, this did not further influence the 3D 
reconstruction process, and it will be dealt with in 
future research to overcome this issue.

2.2  Classification Performance

The performance of the proposed method and other 
segmentation methods was evaluated using two 
metrics: sensitivity and accuracy.

The sensitivity (S) is defined as the percentage 
of pixels correctly classified with respect to the 
number of pixels in the foundation for evaluation. The 
accuracy (A) is defined as the ratio of the correctly 
classified pixels and incorrectly classified pixels to the 
total number of pixels, as shown in Eqs. (12) and (13):

 S
TP

TP FN
=

+
,  (12)

 A
TP TN

TP FN TN FP
=

+

+ + +
,  (13)

where TP (true positive) represents the number of 
pixels that were correctly detected and TN (true 
negative) represents the number of background pixels. 
FN (false negative) denotes the pixels belonging 
to the segmented region, but wrongly classified as 
the background pixels, and FP (false positive) is 
the number of pixels incorrectly classified as the 
segmented region.

Fig. 7  Results of compared segmentation techniques for image no. 13 from a) CBCT 1, b) CBCT 2, c) MRI 1 and d) MRI 2 3D image dataset 
for FCMLSM [20], MFT [22], MICO [21], and proposed method (for CBCT 1: C=3, q=6, t=25, for CBCT 2: C=3, q=2, t=40, for MRI 1: C=3, q=2, 

t=95 and for MRI 2: C=3, q=3, t=25)
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Fig. 8 presents the results of the comparative 
analysis of the proposed method, FCMLSM [20], 
MFT [22] and MICO [21] when compared to images 
from the foundation for evaluation. They were tested 
for sensitivity and accuracy performance. These two 
metrics were evaluated for all four 3D image datasets.

For the CBCT 1 image dataset (Fig. 8a), it can 
be noted that the proposed method outperforms all 
other methods in terms of sensitivity and accuracy. 
In the CBCT 2 image dataset (Fig. 8b), it can also 
be observed that the proposed method excels when 
compared with other methods for sensitivity. For 
accuracy performance, the FCMLSM method [20] 
performs better.

For analysis of the MRI 1 image dataset (Fig. 
8c), the MFT [22] method was not taken into account 
due to its having the lowest performance results when 
compared to the other methods. The proposed method 
outperforms the FCMLSM [20] and MICO [21] 
segmentation methods for the MRI 1 image dataset, 
both for sensitivity and accuracy.

In the MRI 2 image dataset (Fig. 8d), it can be 
seen that FCMLSM [20] outperforms the proposed 
method in terms of sensitivity, while with regard to 
accuracy, the proposed method shows better results 
than other segmentation methods.

Table 3 summarizes the evaluation results of the 
proposed method and other segmentation methods. 
It can be observed that, overall, the proposed 
method shows better results regarding the accuracy 
performance in comparison to other methods, except 
for the CBCT 2 image dataset for which the FCMLSM 
method [20] excels with results of 95.69. Regarding 

the sensitivity, the proposed method also shows good 
results, except for the MRI 2 image dataset for which 
the MICO method [21] obtained higher results of 
88.93.

Table 3.  The average value of the classification performance 
metrics using the FCMLSM [20], MFT [22], MICO [21] and the 
proposed method

Image 
set

FCMLSM
[%]

MFT
[%]

MICO
[%]

Proposed 
method [%]

S A S A S A S A
CBCT 1 87.1 97.4 93.8 77.7 48.2 90.1 99 98.4
CBCT 2 32.6 95.7 45.5 89.3 41.8 76.4 47.2 89.9
MRI 1 94.2 99.9 51.2 99.8 98.6 99.9 99.1 100
MRI 2 80.1 99.4 53.4 99.4 88.9 97.2 75.6 99.6

2.3  Segmentation Performance

To determine the segmentation accuracy and to 
measure the segmentation performance of the 
proposed method and three other methods against the 
foundational images, Dice coefficient and Jaccard 
index were used. 

The mean values of Dice coefficient and Jaccard 
index for all four datasets and tested methods are 
listed in Table 4.The mean values of Dice and Jaccard 
for the CBCT 1 and CBCT 2 3D image dataset for 
the proposed method are 0.95, 0.88, and 0.60, 0.51, 
respectively, while for the MRI 1 and MRI 2 3D 
image dataset those values are 0.96, 0.93 and 0.81, 
0.70, respectively. It can be seen from Table 4 that 
the proposed method significantly improves both 

Fig. 8.  Results of sensitivity and accuracy comparison between FCMLSM [20], MFT [22], MICO [21] and proposed method for  
a) CBCT 1, b) CBCT 2, c) MRI 1, d) MRI 2 3D image dataset



Strojniški vestnik - Journal of Mechanical Engineering 65(2019)9, 482-494

491Fuzzy Hybrid Method for the Reconstruction of 3D Models Based on CT/MRI Data 

bone and soft tissue detection (brain tumour), based 
on all similarity indices, and it outperforms all other 
segmentation methods for all four image datasets. 
This indicates that the proposed method extracts the 
defined regions from both CBCT and MRI image 
datasets with higher accuracy.

Table 4.  The average value of the segmentation performance 
metrics (Dice coefficient and Jaccard index) using the FCMLSM 
[20], MFT [22], MICO [21] and the proposed method

Image
set

FCMLSM MFT MICO
Proposed 
method

DC JI DC JI DC JI DC JI
CBCT 1 0.91 0.85 0.84 0.73 0.62 0.45 0.95 0.88
CBCT 2 0.58 0.48 0.59 0.46 0.30 0.19 0.60 0.51
MRI 1 0.90 0.85 0.77 0.69 0.91 0.85 0.96 0.93
MRI 2 0.77 0.65 0.80 0.69 0.80 0.69 0.81 0.70

2.4 CAD-Inspection
CAD-Inspection has shown to be a valuable 

tool in current applications with regard to the 
dimensional inspection of 3D models. Since the 
proposed method can segment the 3D image dataset, 
MATLAB was used for the reconstruction of 3D 
models of a tumour located in the MRI 1 and MRI 2 
3D image datasets. Reconstructed 3D models were 
then exported in STL file format (Fig. 9a). A 3D 
model from ground truth images was generated using 
software 3D-DOCTOR. For CAD-Inspection, GOM 
Inspect v2016 software was used (Fig. 9b); the results 
of the inspection are presented in Table 5.

From the results presented in Fig. 9 and 
Table 5, it can be observed that the deviations for 3D 
model generated from the MRI 1 image dataset are 
distributed in the range from –0.15 mm up to +0.52 
mm, and the majority of deviations are located around 
+0.05 mm. Small values of standard deviation of 
+0.23 and mean distance of +0.16 show good accuracy 
of the overlapped 3D model with the foundational 3D 
model with the distance of ±0.99 mm. For the MRI 2 
image dataset, deviations are in the range from -0.75 
mm to +0.45 mm, with the majority of deviations 
located at the –0.15 mm mark. Standard deviation and 
mean value have smaller values, and they are +0.44 
mm and –0.22 mm, respectively. The minimum and 
maximum distance are in the range of ±1.30 mm. 
The dimensional analysis also showed some minor 
irregularities, which can be seen in certain areas on 
both inspections of the 3D models. This could be the 
result of surface shape, but also of the algorithm used 
for 3D reconstruction.

Fig. 9.  a) 3D model generated from MRI 1 and MRI 2 3D image 
datasets using the proposed method in MATLAB software, and  

b) CAD inspection of 3D models generated using proposed  
method compared to the ground truth 3D models  

in software GOM Inspect v2016

Table 5.  Results from CAD Inspection using the proposed method

3D image 
dataset

Deviation 
range 
[mm]

Min. dist. 
[mm]

Max. dist.
[mm]

Distance 
STD

[mm]

Mean 
distance 

[mm]

MRI 1
–0.15
+0.52

–0.99 +0.99 +0.23 +0.16

MRI 2
–0.75
+0.45

–1.30 +1.30 +0.44 –0.22

To test the influence of triangles count within 
reconstructed 3D models, sensitivity analysis was 
performed in which the triangles count were increased 
and decreased on the foundational 3D model that was 
used as a reference 3D model. The purpose of this 
analysis was to investigate the influence it might have 
on the accuracy of CAD-Inspection results. In this 
case, distance STD and mean distance were evaluated 
as two main parameters. Table 6 shows the sensitivity 
analysis of triangles count on CAD-Inspection results 
for the MRI 1 and MRI 2 datasets. By increasing 
and decreasing the triangles count as much as ±20 
%, the change in mean distance and distance STD 
values remained very similar for the MRI 1 and 
MRI 2 datasets. For the MRI 1 and MRI 2 datasets, 
the mean distance equals 0.01 mm. Based on these 
observations, it can be concluded that the influence of 
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triangles count does not have a major impact on the 
accuracy results from CAD-Inspection.

Table 6.  Sensitivity analysis of triangles count on CAD-Inspection 
results for MRI 1 and MRI 2 datasets

MRI 1

Percentage
[%]

–20 –10 0 +10 +20

Triangles 23158 26053 28948 31842 34737
Distance STD 
[mm] 

0.23 0.23 0.23 0.23 0.23

Mean distance 
[mm]

0.17 0.17 0.16 0.17 0.17

MRI 2

Percentage 
[%]

–20 –10 0 +10 +20

Triangles 50416 56718 63020 69328 75624
Distance STD 
[mm]

0.47 0.46 0.44 0.48 0.47

Mean distance 
[mm]

–0.23 –0.22 –0.22 –0.22 –0.22

3  DISCUSSION

Accurate segmentation is crucial for proper 
reconstruction of surface 3D models, due to the fact 
that it enables proper extraction of objects of interest. 
The results obtained in this paper confirm that the 
proposed method based on a combination of fuzzy 
C-means clustering and region growing shows good 
results when compared with other segmentation 
methods for segmentation accuracy and sensitivity. 
The new RG method for seed selection based on STD 
values shows good accuracy and robustness when 
tested on all four 3D image datasets. However, future 
improvements can be made to deal with the issue of 
the mis-selection of seed for the first few images of 
3D image dataset (lowest percentage accuracy was 
85.11 for MRI 2 image dataset).

Regarding the statistical evaluators, Dice 
coefficient and Jaccard index, the proposed method 
shows very good results, outperforming all other 
segmentation methods in [20] to [22] for all four 3D 
image datasets. When the 3D image datasets are 
evaluated for segmentation accuracy and sensitivity, 
it can be seen that the proposed method excels other 
methods on three 3D image datasets (CBCT 1, CBCT 
2 and MRI 1) regarding both accuracy and sensitivity, 
but shows lower results for sensitivity in the MRI 2 
image dataset with 75.6, compared with the method 
in [21] with an obtained value of 88.9. The reason 
for better performance of the proposed method for 
CBCT datasets definitely lies in the blurriness if the 
images and due to the presence of the artefacts on the 

3D dataset. Accurate delineation of objects borders is 
superior for those datasets.

As a final step for the evaluation of 3D models 
obtained by the proposed method, CAD inspection 
was performed by using the MRI 1 and MRI 2 image 
datasets. This inspection confirms the high accuracy 
of the proposed method in comparison to the 3D 
model obtained from ground truth images.

4  CONCLUSIONS

FCM clustering enabled the adaptive enhancement 
of objects of interest in images, and therefore served 
as an effective preprocessing for RG segmentation. 
Future work will focus on further improvements. For 
example, an automated method will be implemented 
in terms of automatically determining the number 
of clusters in FCM clustering, such as that proposed 
in [36] to [38]. In this way, the goal is to eliminate 
operator assistance during the processing stage. Also, 
the proposed method will be put into a friendlier 
graphical user interface which will enable more 
interactive use. Although images obtained from only 
CBCT and MRI scanners were used for this study, 
it does not limit the use of the proposed method on 
images obtained from other imaging systems as well, 
and future research will also include this investigation.
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0  INTRODUCTION

Iron has been used as a basic material for everyday 
tools and weapons since prehistoric times. After 
the 19th century, which saw the emergence of new 
technologies for the production of iron-based 
alloys, steel has become ubiquitous, especially 
in construction. Now, with dynamic changes in 
technology, there is a need for new classes of materials 
that exhibit new characteristics.

Looking for inspiration and solutions to difficult 
problems, engineers and scientists all over the world 
have often used nature, the best source of knowledge. 
For example, Ashby [1] wrote, “When modern man 
builds large load-bearing structures, he uses dense 
solids: steel, concrete, glass. When nature does the 
same, she generally uses cellular materials: wood, 
bone, coral”.

Numerous experiments have been carried out 
to verify concepts concerning the fabrication and 
application of structural sponge-like materials. Some 
of the first successful attempts to produce foam 
materials for structural purposes led to the creation 
of porous polymer membranes [2] and porous 
polymer electrolytes [3]. Much of the research in 
this area has focused on the fabrication of advanced 
metal foams [4]. Several technologies have been 
invented to produce metal foams with closed or open 

porosity, with a crystalline or amorphous structure, 
and with pores ranging from a micrometre to several 
millimetres in size [5] and [6]. 

These efforts have resulted in many new 
applications, e.g. aluminium sound absorbers, copper 
heat exchangers, and nickel battery electrodes. 
However, Arwade et al. [7] complained, “Steel is 
one of the most widely used engineering materials, 
yet today no foam using steel as the base material 
is commercially available”. Further research is thus 
essential to develop efficient and cost-effective 
methods to produce Fe-based foam materials with 
desirable properties [8] and [9].

Sintering is one of the cheapest and most efficient 
methods to fabricate porous iron-based materials. It 
is not necessary to reach  the melting point of iron 
to obtain a desired structure; porosity is achieved by 
using a space holder or a foaming agent. Bekoz and 
Oktay [10] fabricated sintered low-alloy steel foams 
using the space holder-water leaching technique. 
Their materials had porosity ranging from 47.8 % 
to 70.9 %, depending on the space holder size (500 
µm to 1200 µm). Murakami et al. [11] produced 
iron foams using CO and CO2 as foaming gases; 
their maximum porosity was 55 %, and an average 
pore was 500 µm in size. These processes, however, 
involved powder compaction, which had a negative 
effect on the material structure. The sintered porous 
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iron-based material discussed in this article differs 
from conventionally produced iron foams in that no 
compaction of powders is applied [12]. 

The motivation for this project was that there are 
hardly any studies on the behaviour of open-cell Fe-
based foams used as energy absorbers.

1  MATERIALS AND METHODS

The foams to be tested were produced using the 
sintering method described in Patent PL 199720 B1 
[13]. The technology involves adding some oxide 
easy to reduce by hydrogen to act both as a foaming 
agent and a space holder. In this study, Fe (III) oxide 
was employed. Reacting with the atmosphere used 
during sintering, Fe (III) oxide was reduced to iron by 
hydrogen from dissociated ammonia to create hollow 
spaces inside the material. 

Another important factor contributing to the 
production of a cellular structure is the presence of 
water vapour and CO and/or CO2. These gases act as 
foaming agents. Released from the spaces occupied by 

the sintered powder, they create open interconnected 
cells. This method has been successfully tested to 
produce copper foams (Cu + CuO + Cu2O sintered 
in a reducing atmosphere of dissociated ammonia) 
to be used for enhanced heat transfer surfaces in heat 
exchangers operating in the nucleate boiling mode 
[14] and [15]. The copper-based foams, being 0.2 mm 
to 1 mm in thickness, had a porosity of 45 % to 70 %. 
The open pores ranged from about 50 µm to 100 µm 
in size. Since very good results were reported for the 
copper-based foams, research was undertaken to study 
the use of Fe and its oxides.

2  EXPERIMENT

The compositions of the metal precursors were 
designed using commercially available powders: 
Hoganas atomized iron powder ASC100.29, Hoganas 
diffusion-alloyed powder DISTALOY SE, Chempur 
iron(III) oxide powder, Poch Norit SX2 carbon 
powder and Amil copper powder. The four mixtures 
created were labelled as: ASC100.29, ASC100.29 + C, 

a)       b) 

c)       d) 

20 µm

Fig. 1.  SEM images of the constituent powders: a) ASC 100.29, b) DISTALOY SE, c) iron (III) oxide, and d) copper
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DISTALOY SE, and DISTALOY SE + C. All of them 
had copper added, to act as a diffusion catalyst, and 
iron (III) oxide, to function as a foaming agent and 
a space holder. All the mixture constituents were in 
powder form. The chemical compositions of the iron 
powders are shown in Table 1. The powder mixtures 
were not compacted; the particles were only affected 
by gravity. The shape and dimensions of the dies (steel 
containers) determined the shape and dimensions of 
the sintered specimens. The containers measured 30 
mm × 50 mm × 100 mm.

Table 1.  Compositions of the iron powders

Powder
Chemical composition, [%] 

C Cu Ni Mo O Fe
ASC100.29 < 0.01 - - - - bal
DISTALOY SE < 0.01 1.5 4 0.5 - bal

Scanning electron microscopy (SEM) analysis 
was performed to have a closer look at the size and 
shape of particles within the constituent powders. Fig. 
1 shows the SEM images taken using a JOEL JSM-
7100F microscope.

Table 2 provides the percent compositions of the 
powder mixtures used. To simplify the names of the 
materials, ASC100.29 will be shortened to ASC, and 
DISTALOY SE to SE.

Table 2.  Percent compositions of the powder mixtures to be 
sintered

Constituents Powder mixture composition [%]
ASC ASC +C SE SE +C

ASC100.29 85 85 - -
DISTALOY SE - - 85 85
Cu 5 4.2 5 4.2
Iron (III) oxide 10 10 10 10
C - 0.8 - 0.8

The specimens were fabricated by sintering at a 
temperature of 1130 ºC in a tube furnace. Iron (III) 
oxide was reduced by hydrogen from dissociated 
ammonia.

After sintering for 50 minutes, the specimens 
were placed in the cooling chamber. High temperature 
and the presence of hydrogen contributed to the 
reduction of iron (III) oxide. Hollow spaces formed 
inside the solid structure. The iron (III) oxide reduction 
was the major factor in the porosity formation. Iron 
powder particles adhered to one another to form 
diffusion connections. At 1085 ºC, the copper powder 
underwent a phase transition process (solid to liquid). 
The melted copper acted as a reaction catalyst.

3  RESULTS

3.1  Microstructural Characterisation

The foam materials fabricated through sintering in 
steel containers were tested as energy absorbers. 
Since Kujime et al. [16] reported spark erosion to 
be the most suitable for cutting porous carbon steel, 

a) 

b) 

c) 
Fig. 2.  SEM images of the sintered iron based powders: a) ASC 

(magnification 350x) , b) SE (magnification 350x) and c) SE 
(magnification 5000x), a bridge between particles visible
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this method was selected to prepare the specimens 
for metallographic examinations. The specimens, 
14 mm in thickness and 16 mm in diameter, were 
geometrically symmetrical. Some of the cross-
sectional specimens were etched using Nital to 
reveal the microstructure of the porous material. 
Optical (OM) and SEM examinations were used to 
characterize the foams. An interesting observation 
during the SEM analysis was that copper in the liquid 
state initiated formation of diffusion connections 
between the spherical iron particles. The results can 
be seen in Fig. 2.

The structure generated in the sintering 
process was of the open-cell type. Determining the 
average size of pores was not easy because of their 
random arrangement. The pore diameter, which was 
approximately 100 µm, was determined on the basis of 
OM measurements in longitudinal and cross-sectional 
planes using Nikon NIS-Element AR imaging 
software. The Cavalieri-Hacquert principle was 
employed for the pore size estimation. The reduction 
of Fe2O3, acting as a space holder, greatly contributed 
to the formation of a network of interconnected open 
pores. Fig. 2c shows a bridge between two Fe particles 
being a result of diffusion.

The porosities of the foam materials were 
determined using optical microscopy. For ASC, ASC 
+ C, SE and SE + C, they were: 67.9, 77.8, 75.7 and 
80.3, respectively. Porosity was measured in the 
longitudinal and cross-sectional planes using NIKON 
NIS-Elements AR imaging software. Again, the 
Cavalieri-Hacquert principle was applied.

3.2  Impact Testing

An important mechanical property of porous metal 
materials is high impact energy absorption capacity. 
The impact tests were performed using a specially 
developed setup shown in Fig. 3.

Fig. 3.  The setup for performing impact energy absorption tests

The experiments consisted in striking a foam-
filled steel container using a special hammer with a 

known mass. The motion of the hammer striking a 
specimen was monitored using a time-lapse camera 
(Fig. 4). 

Fig. 4.  Hammer motion analysis using TEMA Motion

TEMA Motion software was applied to analyse 
the motion of the moving hammer.

Six specimens were tested. They were all steel 
containers with different contents. Four were filled 
with sintered powders: ASC, ASC + C, SE and SE + 
C (Fig. 5). There were a further two containers tested, 
one empty and the other filled with sawdust.

Fig. 5.  The steel containers filled with different iron-based porous 
materials before the impact tests

All the tests were conducted under approximately 
the same conditions. The hammer mass was m = 2.3 
kg. Fig. 6 shows the maximum decelerations obtained 
using the TEMA Motion software.

The TEMA MOTION data were used to determine 
the hammer deceleration, which was approximately 
8000 [m/s2], i.e. 800 G. The speed of the striking 
hammer was 11 [m/s]. The impact lasted for about 
25.5 milliseconds. Then, the hammer bounced off 
the specimen. The kinetic energy of the impact was 
139.15 J. The deformation that the energy absorbers 
suffered can be seen in Figs. 7 and 8. 

The empty container used for calibration was 
completely destroyed. The same effect was observed 
for the container with sawdust. The proper specimens, 
i.e. the containers filled with ASC, ASC + C, SE and 
SE + C powders were deformed to varying degrees. 
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Each specimen absorbed a different amount of the 
kinetic energy of the impact, depending on the filling 
properties of the foam.

Fig. 7.  Front view of the deformed specimens; from left: four 
containers filled with foam materials, one filled with sawdust and 

one empty

ASC                 SE              ASC+C              SE+C
Fig. 8.  Cross sections of the deformed specimens

The first test was conducted for ASC. During 
the 25.5 millisecond impact, the hammer came into 
contact with the test piece for up to 37 milliseconds. 
This caused a displacement of 0.013 [m]. The 
displacements measured for the other materials, i.e. 
ASC + C, SE and SE + C are given in Table 3.

Table 3.  Deformation of the steel containers filled with the porous 
materials tested

Absorber Displacement [m] Mass [g]
ASC 0.013 443.20
ASC + C 0.008 435.32
SE 0.007 450.84
SE + C 0.009 430.10

4  DISCUSSION

High porosity observed in all the four materials was 
a combined result of the properly designed powder 
mixture composition and the optimal sintering 
conditions. The sintering at 1130 ºC for 50 minutes 
resulted in a uniform distribution of pores. If a shorter 
heating time and a lower heating temperature had been 
used, the reduction of iron (III) oxide would have been 
insufficient and pore formation retarded. There was no 
phase transition for iron particles, but they formed a 
network of interconnected cells. The change of solid 
copper powder particles into a liquid phase led to 
an increase in energy at the iron grain boundaries. 
Copper was also used as the foaming agent producing 
open interconnected cells.

The findings of Murakami et al. [11] on iron-
based porous materials have contributed to a better 
understanding of the nature of the iron foam formation 
process involving the occurrence of a semi-liquid 
phase. The use of 1 % of hematite [Fe2O3] as a foaming 
agent helped produce a material with a maximum 
porosity of 55 %, where pores ranged from 500 µm 
to 800 µm in size. When the content of hematite 
exceeded 1 %, the porosity decreased. Murakami et al. 
observed, “While the increase in the hematite content 
increases the amount of foaming gas and consequently 
the porosity, the excess amount of gas generated by 
the addition of an excess amount of the foaming 
agent appears to decrease the porosity. However, the 
addition of an excess amount of hematite may yield 
pores with a high pressure in the melt, which may 
bubble out from the melt” [11]. It is interesting to note 

Fig. 6.  Deceleration vs. time for the ASC, ASC + C, SE and SE + C specimens
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that when hematite was relatively high, i.e. at 2 %, the 
pore diameters decreased with an increase in porosity. 
This finding corresponds to the results obtained in this 
study; the addition of 10 % Fe (III) oxide by volume 
led to the formation of pores approximately 100 µm 
in diameter.

The formation of porosity at the macro and micro 
scales was investigated by Bekoz and Oktay [10] for 
low-alloy steel foams. As they used carbamide as a 
space holder, macro pores were more than 1000 µm in 
diameter. The sintering of Hoganas Distaloy AB steel 
powder at 1200 0C for 60 minutes contributed to the 
formation of micropores with a diameter of less than 
100 µm. The sintering conditions were very similar to 
those discussed in this article. It is possible, however, 
that the micro porosity obtained by Bekoz and Oktay 
[10] was a side effect of the application of carbamide 
as a space holder.

Internal porosity can be developed in a number 
of ways. Kujime et al. [16], for example, applied the 
gas entrapment method, which involved supplying 
pressurized hydrogen and helium to a melted metal to 
produce porous carbon steel with a porosity of 26 % 
to 44 % and a pore diameter of 500 µm to 700 µm. 
Compared with the materials described in this article, 
their lotus-type foams had a structure with larger pores 
and lower porosity. The gas blowing method they 
employed differed from the conventional techniques 
of porosity formation. It can thus be concluded that 
the porosity of the lotus-type steel foam increases with 
increasing partial pressure of hydrogen gas [16].

Another important factor that defines a 
porous structure is the gas pressure exerted on the 
material during the sintering process. Saadatfar et 
al. [17] studied the influence of air overpressure 
on the porosity level using X-ray micro-computed 
tomography (micro-CT) for non Fe-based metal 
foams All the specimens analysed in this paper were 
prepared under a pressure of 1 bar. In his earlier 
paper [18], the author provides the micro-CT results 
obtained for similarly fabricated Cu-based foams, 
where the foaming agent is copper oxide. 

The optical microscopy was very useful for 
determining the percent porosities and pore diameters, 
but it was not sufficiently accurate to characterize 
the foam microstructures and, accordingly, the pore 
formation process. SEM was a suitable method to 
analyse foam structures in more detail. Maire et al. 
[19] remark, “The complex 3D architecture of solid 
foams requires observation techniques permitting a 
high depth of field. Amongst the standard available 
techniques, only SEM shows enough depth of focus to 
apprehend the structure of these materials”. The author 

of this article successfully modelled the structures of 
similar foams and compared them with SEM images, 
as described in [20].

Uniform porosity observed in the foams 
described in this article was a result of two main 
factors: mechanical mixing of powders and reduction 
of iron (III) oxide at constant temperature during 
sintering. By contrast, Rabei et al. [21], who deal with 
iron-based porous structures applied pre-sintering 
vibration, which led to considerable differences in 
porosity between the powder matrix and the hollow 
spheres embedded in it. The vibration caused part of 
the powder to adhere to the sphere walls with the rest 
forming uncompacted matrix.

Applications of metal foams include energy 
absorbers. Research in this area has involved 
experiments as well as modelling and simulation [22] 
to [24]. The empirical data concerning the impact 
energy absorption capacity of the four foams analyzed 
in this paper seem promising. The highest values were 
reported for the ASC foam, while the lowest for SE. 
Thus, the ASC specimen was the most deformed and 
the SE the least. Also, the SE foam had the lowest 
porosity because of the highest mass. The ASC+C and 
SE +C specimens exhibited similar energy absorption 
performance, worse than ASC and better than SE, 
respectively. In all the cases, deformation was directly 
dependent on the hammer deceleration. The presence 
of carbon in the powder mixtures resulted in higher 
porosity of the foams. When added to SE, it improved 
its energy dissipation efficiency. On the other hand, 
the addition of carbon to ASC caused a slight decrease 
in the material energy absorption performance, 
which was due to changes in the strength of diffusion 
connections between iron particles. As carburization 
occurred, an increase in the carbon content improved 
the strength properties of this material (ASC + C).

From the deformation behaviour of the materials 
tested, it is apparent that they had a potential to absorb 
more energy. As they were fabricated through powder 
metallurgy, their parameters, which are dependent on 
the powder mixture composition, are easy to control.

There are no standards for energy absorption 
measurement and then interpretation of results 
obtained for open-cell, closed-cell or syntactic metal 
foams, which makes the comparison of impact test 
data difficult. Results from static tests, such as quasi-
static compression tests, are more comparable [25] 
to [27]. The results of the dynamic tests described in 
this paper were obtained at a relatively small energy 
impact of less than 140 J, which resulted from the test 
setup design. Drop-weight (Pellini) tests would have 
provided more accurate data.
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5  CONCLUSIONS

This paper has dealt with a powder metallurgy 
method of preparing open-cell metal foams. Sintering 
processes are much more energy-efficient and cheaper 
than other techniques used to produce porous metal 
materials. The Fe-based foams tested had structures 
that are controllable to some extent. Their porosity 
depended on the composition of the powder mixture, 
and thus indirectly on the size and shape of grains. The 
chemical compositions of the materials to be sintered 
were carefully designed to ensure proper filling of the 
steel die.

The metal foams were characterized using optical 
and SEM analysis. Both techniques are suitable to 
determine the differences in microstructure. Porosity 
was largely dependent on the powder mixture 
composition. The presence of alloying elements may 
have been the reason for higher porosity of the sintered 
materials. As the phenomenon is not easy to explain, 
there is a need for further research in this area.

The tests performed with a specially developed 
setup showed that the Fe-based metal foams had high 
impact energy absorption capacity because of their 
high porosity. The relationship between these two 
properties should be further investigated.

Materials with similar porosity, e.g. ones with 
a lotus-type structure have so far been fabricated 
through technologies involving a liquid-phase, which 
is far more expensive than the method described here.

Open-cell Fe-based foams produced in this 
way are likely to be used in applications including 
lightweight structures, energy-dissipating and energy-
absorbing systems filters, catalytic converters and 
heat exchangers.
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0  INTRODUCTION

In designing equipment such as heat exchangers, 
heating and cooling systems, it is of great importance 
to provide higher convective heat transfer coefficients. 
Techniques aimed at enhancing heat transfer can 
increase the thermal efficiency of such industrial 
devices while minimizing the cost and size. One of the 
solutions specified for this problem is the utilization 
of nanomaterials. To prepare nanofluids, nanoparticles 
are dispersed in an appropriate base solution which 
forms a suspension [1] to [3].

The initial works on the formation of nanofluids 
were concentrated on using metal and metal oxide 
nanomaterials [4]. In this respective, Heris et al. [5] 
researched the effect of using Al2O3/water nanofluid 
on convective heat transfer from which it was found 
that by adopting 2.5 vol.% to 3 vol.% nanoparticles, 
the maximum increment of heat transfer is acquired. 
In another research, Patel et al. [6] showed that when 
a mixture of 11 % Au and Ag nanoparticles are used, 
thermal conductivity is augmented by about 21 %. 
Moreover, as reported by Zarringhalam et al. [7], 
by using CuO/water nanofluid in forced turbulent 
convection in two uniaxial tubes, heat transfer is 

increased by up to 57 % for the sample containing 
2 vol.% nanoparticles. In addition, in some relative 
reviews [8] to [10], thermophysical properties of 
different nanofluids were compared and discussed, 
and the effect of each nanofluid on heat transfer 
capability of the industrial equipment was studied. In 
different studies, convective heat transfer of various 
nanofluids has been investigated in laminar [11] and 
[12] and turbulent [13] flow regimes. 

After using the metal and metal oxides, 
researchers started to use carbonaceous nanomaterials, 
which possessed higher thermal conductivity [14] and 
[15]. Among these efforts, Amrollahi et al. assessed the 
effect of multiwall carbon nanotubes on the convective 
heat transfer coefficient in laminar and turbulent flows 
[16]. For 0.1 wt.% nanoporous graphene in a circular 
tube, 34 % increment of convective heat transfer was 
obtained by Naghash et al. [17] in which the laminar 
flow regime was considered. Moreover, Amiri et al. 
[18] studied the thermophysical properties of the 
nanofluid prepared with functionalized graphene. 
They showed that the ethylene glycol-functionalized 
graphene in the mixed solution of water and ethylene 
glycol, the thermal conductivity was enhanced by 
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up to 0.2 W/(m·K)for the 0.2 wt.% nanoparticles in 
comparison to the base solution.

Additionally, Askari et al. [19] investigated two 
different carbon nanostructures, including multi-
walled carbon nanotubes and nanoporous graphene 
to prepare water-based stable nanofluids. They used 
the carbonaceous nanofluids in the cooling tower and 
showed that 0.1 wt.% multi-walled carbon nanotubes 
(MWCNT) and nanoporous graphene increased the 
cooling range by up to 40 % and 67 %, respectively. 
Graphene oxide has also been utilized for this purpose 
by Ranjbarzadeh et al. [20]. In their study, different 
concentrations of graphene oxide were considered in 
a turbulent regime through an isothermal pipe. They 
have reported the maximum thermal performance 
coefficient of 1.148 for the sample possessing 0.1 
vol.% graphene oxide. 

A vast number of studies on nanofluids have 
supported the idea that the rheology of nanofluid 
is more probably to be non-Newtonian fluid for 
which simplified Newtonian model is suitable for 
some studies [21]. For instance, Newtonian and non-
Newtonian approaches were compared by Behroyan 
et al. [22] to assess the numerical Nusselt number for 
the nanofluid, which was prepared by 1.6 vol.%. From 
this study, it was shown that the non-Newtonian model 
provides a more precise Nusselt number compared to 
that of the Newtonian model. Additionally, Hojjat et 
al. [23] investigated the properties of different metal 
oxides in a non-Newtonian shear thinning base 
fluid; they varied the nanoparticle concentration 
and temperature and used carboxyl methyl cellulose 
(CMC) as the pseudoplastic base fluid. By using 
highly pure graphene nanoparticles, Kole and Dey 
[24] studied the thermal conductivity, viscosity, and 
electrical conductivity of nanofluids, which were 
formed by using EG-distilled water as the base 
solution. In that research, for the prepared nanofluid 
and also the base solution, non-Newtonian behaviour 
was observed in which the nanofluid viscosity was 
increased by 100 % in comparison to the base fluid.

In addition, there have been studies on the 
application of nanofluids in the annular passage for 
better thermal performance due to uses of this geometry 
in different industries [25]. In this context, a numerical 
investigation on the fluid flow and convective heat 
transfer of non-Newtonian nanofluid was carried out 
by Bahiraei et al. [26] in annuli, for which, also a neural 
network was developed to anticipate the convective 
heat transfer coefficient. In addition, El-Kaddadi 
et al. [27] studied the heat storage by the nanofluid 
prepared by TiO2 nanoparticles in an annular space, 
where the convective heat transfer was improved by 

increasing the nanoparticle concentration. Arzani 
et al. numerically and experimentally investigated 
the thermal performance of the MWCNTs and 
functionalized graphene nanoplatelet in an annular 
heat exchanger. They showed that the carbon-based 
nanostructures can provide better performance in heat 
transfer in this geometry [28] and [29] 

In the literature, researchers have carried out 
only a few studies on the properties of carbonaceous 
non-Newtonian nanofluids in annuli; however, in 
this paper, the convective heat transfer coefficient 
of nanofluids of nanoporous graphene at different 
concentrations is evaluated experimentally in an 
annular tube in turbulence flow regime. For this end, 
at first, the base fluid and nanofluids of nanoporous 
graphene were prepared with different concentrations, 
and in the following, all thermophysical and 
rheological properties were evaluated. Then, thermal 
performance enhancement considering the pressure 
drop in the system in comparison to the base fluid 
was assessed under constant heat flux and at different 
Reynolds numbers. In this regard, along with the 
preparation of highly efficient nanofluid for thermal 
applications, the optimum nanoporous graphene 
content was also determined.

1  MATERIALS AND METHODS

The nanoporous graphene was purchased from the 
Research Institute of the Petroleum Industry (RIPI, 
Tehran, Iran) which was synthesized via special 
chemical vapour deposition (CVD) technique and 
possessed high pore volume (2.11 cm3/g) and large 
specific surface area (814 m2/g) and narrow pore 
size distribution [17] and [30]. The scanning electron 
microscopy (SEM) and Transmission electron 
microscopy (TEM) images of the used nanoporous 
graphene are represented in Fig. 1 in which the highly 
porous nature of the graphene is evident.

a)    b)
Fig. 1.  a) SEM and b) TEM images  

of nanoporous graphene nanoparticles

In the procedure of forming the nanofluids, the 
nanoporous graphene nanoparticles were dispersed 
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in distilled water (DI) water and the CMC (with a 
nominal molecular weight of 900,000 g/mol and a 
degree of substitution (DS) of 0.8 to 0.95 by Dae-Jung 
company, South Korea) was utilized as the surfactant 
in 0.2 wt.%. Dispersion of the nanoparticles to prepare 
a uniform nanofluid was performed through the 
physical method by ultrasonic device for 4 h, and a 
low-speed magnetic stirrer was employed to ensure 
the homogeneity of the base fluid (DI water and 0.2 
wt.% CMC) for 30 min. Although the addition of 
0.2 wt.% CMC increases the duration of using an 
ultrasonic device compared to other surfactants, its 
bubbling effects are negligible, especially at high 
Reynolds numbers, and provides acceptable stability 
in the required experiments. To investigate the thermal 
performance of nanoporous graphene in annuli, 
suspensions with concentrations of 0.05 wt.%, 0.1 
wt.% and 0.2 wt.% were prepared and labelled as 
NPG-0.05, NPG-0.1, and NPG-0.2, respectively. Fig. 
2 shows the nanofluid which was prepared by using 
0.2 wt.% nanoporous graphene. For minimizing 
the problems related to potential clustering and 
sedimentation of nanoparticles, a new nanofluid was 
formed and used immediately in each test.

 
Fig. 2.  The nanofluid sample which was prepared  

by using 0.2 wt.% nanoporous graphene, 0.2 wt.% CMC  
and DI water labelled as NPG-0.2

Fig. 3 gives the apparent viscosity (η) of the base 
fluid and nanofluids which were prepared by different 
concentrations as a function of shear rate (γ) at 
25 °C. These have been measured by oscillatory and 
rotational rheometers (MCR 301 by Anton Par, Graz, 
Austria) with an accuracy of ±2 %. As is clear from 
Fig. 3, by increasing the shear rate, apparent viscosity 
is decreased for all samples which indicate that all 
samples were of typical non-Newtonian fluids with 
shear thinning behaviour (n < 1) [31]. Moreover, the 
increase in the concentration of the nanoparticles has 
led to the enhancement of apparent viscosity. 

The non-Newtonian behaviour of the samples 
can be explained by using the power law rheological 
model. The power law model is expressed in Eq. 1:

Fig. 3.  Apparent viscosity of samples  
as a function of shear rate at 25 ºC

 η γ= −m n 1
.  (1)

In Eq. (1), two parameters exist in terms of 
flow consistency index (m) and the flow behaviour 
index (n) which have been calculated considering 
the trend of apparent viscosity as a function of 
shear rate at 25 °C, which are given in Table 1. The 
heat capacity of the samples was measured by the 
calibrated differential scanning calorimeter (DSC-111, 
Setaram, France). Moreover, to calculate the density, 
a densitometer with an accuracy of ±0.0001 g/cm3 

was used, and the thermal conductivity was measured 
by employing KD2 Pro (Decagon Device, Inc., 
USA) with an accuracy of ±5 %, which is tabulated 
in Table 1. Furthermore, to keep the temperature 
constant within the limit of ±0.1 °C, all measurements 
were performed three times in a bath with constant 
temperature, and average values are reported. 

Table 1.  Specification of the samples at 25 ºC

Density, ρ
[kg/(m3)]

Heat 
capacity, 

Cp  
[J/(kg·K)]

Flow 
behaviour 

index,  

n

Flow 
consistency 

index,  

m
Sample

997.14181.20.8630.001369Base fluid
997.34104.80.8530.001456NPG 1
997.64043.40.8450.001560NPG 2
998.73955.00.8370.001725NPG 3

Thermal conductivity is one of the most effective 
parameters that have a significant contribution to the 
enhancement of heat transfer coefficient [32]. Fig. 
4 presents the thermal conductivity of samples in 
temperature ranges of 20 °C to 45 °C. As expected, the 
thermal conductivity of samples in all concentrations 
was increased by raising the temperature [33]. This is 
due to weakening of interparticle and intermolecular 
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adhesion forces at higher temperatures, which results 
in an increase of the Brownian motion of the particles. 
In addition, increasing the concentration of the 
nanoparticles could improve the thermal conductivity 
of the samples at all considered temperatures; for 
example, at 25 °C the increment of the thermal 
conductivity was 4.8 %, 9.3 %, and 12.4 % for the 
samples containing 0.05 wt.%, 0.1 wt.%, and 0.2 
wt.% nanoparticles compared to that of the base fluid. 
However, this increment rate showed a decreasing 
trend at higher concentrations, which can be attributed 
to the saturation of the base fluid. 

Fig. 4.  The measured thermal conductivity  
of the prepared nanofluids and the base solution  

in the temperature range of 20 °C to 45 °C

2  EMPIRICAL SETUP AND METHODOLOGY

Fig. 5 shows the equipment that has been utilized in 
the experimental study of the annulus convective heat 
transfer. The apparatus is composed of a flow loop, 
which included an annular tube, a container of fluid, 
a gear pump, a cooling system, measurement systems, 
and control units. The annular tube part, which was 
160 cm in length, comprised two tubes; the inner tube 
was made of Al, and the outer tube was of Plexiglas 
acrylic with circular cross-section ends; the inner 
diameter of the outer tube was 30 mm, and the outer 
diameter of the inner tube was 18 mm. Using Plexiglas 
with low thermal conductivity (approximately 
0.19 W/(m·K)) in addition to decreasing the heat 
dissipation causes the flow regime to be observable in 
the test section. To provide inner uniform heat flux, an 
electrical element in length of 100 cm and a maximum 
power of 3 kW was placed inside the inner tube, and 
its DC power supply was controlled by a Variac. The 
first 55 cm of the tube without heat flux was assumed 
as the entrance length to create hydrodynamic fully 
developed conditions in the fluid. 

a) 

b) 
Fig. 5.  The experimental setup designed to measure the 
convective heat transfer; a) schematic illustration of the 

experimental setup, b) experimental setup

To measure the temperature, 10 K-type 
thermocouples with the accuracy of 0.1 °C were 
used; two were installed in entrance and outlet of the 
annular tube, and the remaining eight thermocouples 
were located over the outer surface of the inner tube 
in equal distances from each other. To minimize the 
thermal loss along the axial direction, the upstream 
and downstream parts of the setup were thermally 
insulated with thick Teflon buffers. Moreover, to 
indicate the decrease in thermal loss, the external 
surface of the tube was also thoroughly insulated. A 
vortex flow-meter (IFM, SV7204, Germany) was 
employed to measure the total fluid flow, and its 
value could be adjusted by changing the electromotor 
frequency of the pump with an inverter. The cooling 
system was composed of two parts: pre-cooling and 
cooling. The temperature of the output flow of the 
annular tube was reduced by a fan in pre-cooling 
part to reach ambient temperature, and in the cooling 
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part by using a plate heat exchanger and through 
controlling the temperature of the cold container, 
the temperature was reduced to the required level. 
In the current experiments, the temperature of the 
cold container is adjusted to keep the temperature of 
the inlet flow to the annular tube constant at 25 °C. 
The pressure of the outlet and inlet flows of the test 
section was recorded by two pressure transmitter. The 
experiments were performed in a steady state, and all 
measurements were carried out, recorded, and shown 
using a programmable logic controller (PLC). 

2.1  Data Analysis and Validation

As the fluid flow is in the developing region, it can be 
stated that the heat transfer coefficient is a function of 
the axial position along the length of the test section 
(z) and, according to Eq. (2), it can be written in terms 
of the ratio of heat flux density (q’’) and temperature 
gradient between the outside wall temperature of the 
inner tube (Twi) and the fluid temperature (Tf) at each 
section (z). 

 h q
T z T zz
wi f

=
( ) − ( )

′′
.  (2)

The inner wall heat flux (q’’) is defined as   in 
which the heat transfer rate (q) is equal to power the of 
the element and can be measured as q = V·I. Through 
experimental measurements, while considering 
uniform heat flux in the wall of the inner tube, we 
could measure the temperature of the inner tube (Twi) 
at each section (z), and the fluid temperature (Tf) at 
each section is calculated from Eq. (3):

 T z T T T z
Lf fi fo fi( ) = + −( ) ,  (3)

where Tfi and Tfo are the fluid temperatures at the 
entrance and exit of the test section, which have been 
recorded by the installed thermocouples. In this 
research, as the surface temperature was measured at 
eight equidistant points, the average heat transfer 
coefficient was calculated as h hzj j

=
=∑( ) /
1

8

8  [34]. 
Furthermore, considering the non-Newtonian effects 
of the samples, the Reynolds number for the power 
law fluids can be expressed as Eq. (4) [35]:

 Re U D mn
h= −ρ 2
/ .  (4)

In this equation, the hydraulic diameter of the 
annulus tube is defined as Dh = do – di, and U refers to 
flow velocity and was measured by Eq. (5) in which 

the volume flow rate is denoted by V  and measured 
by the flow meter. In this equation, Aann refers to 
annulus cross section area.

 U V
A

V
d dann o i

= =
−

 4
2 2π

. .  (5)

For validation of experimental results, some 
experiments were initially executed for DI water, 
the and results were compared with the Gnielinski 
correlation, as follows [36]:

Nu
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

F Kann ,  (6)

in which k1 = 1.07 + 900 / Re – 0.63/(1+10·Pr) and for 
range of 0.1 ≤ Pr ≤ 1000, (Dh / L) ≤ 1 and Re > 4000. 
The friction factor of the annulus ( fann) depends on 
the annular diameter ratio a = (di / do) and is calculated 
from Eq. (7) [37].

 f Reann = −( )−1 8 1 5
2

. log . ,*  (7)

where Re Re
a a a

a a
*

ln

ln
.=

+( ) + −( )
−( )

1 1

1

2 2

2
 

The factor Fann represents the different boundary 
conditions and for the boundary condition of heat 
transfer at the inner wall with the insulated outer wall 
can be written as Fann = (0.9 – 0.15a0.6). For liquids, the 
variation of fluid properties with temperature can be 
taken into account by using K = (Prb / Prw)0.11, where 
Prb and Prw exhibit the Prandtl numbers of fluid at 
bulk temperature and at wall temperature, respectively 
[37].

Table 2 gives the experimental results and values 
calculated from Eqs. (6) and (7) at six different 
Reynolds numbers for DI water. In this calculation, 
the power of the element was kept constant as 2500 
W, and the fluid temperature in the entrance to the 
test section was maintained at 25 °C. In addition, the 
Nusselt number is defined as Eq. (8):

 Nu hD
k
h= ,  (8)

All thermophysical properties of DI water at 
mean fluid temperature, Tmf  = (Tfi + Tfo)/2 have been 
derived from standard references [38]. The values of 
relative deviation in this table show that the results are 
acceptable by considering error limits less than 7 % 
and 11 % for the Nusselt number and friction factor, 
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respectively, and this setup can be used for measuring 
the heat transfer coefficients of nanoporous graphene 
nanofluids.  

Table 2.  Comparison of experimental results and Gnielinski 
correlation for DI water

Reynolds  
Number

4085 5529 7010 8415 10119 11410

Nusselt  
by Eq. (6)

37 46 55 64 74 81

Nusselt in  
present study

39 49 57 68 77 86

Relative  
deviation [%]

5.41 6.52 3.64 6.25 4.05 6.17

Friction factor  
by Eq. (7)

0.045 0.041 0.038 0.036 0.034 0.033

Friction factor in 
present study

0.049 0.045 0.041 0.039 0.037 0.036

Relative  
deviation [%]

7.65 9.75 8.04 9.83 10.16 9.73

3  RESULTS AND DISCUSSION

The local heat transfer coefficient of the base fluid and 
the nanofluids prepared with nanoporous graphene 
with three different concentrations at Re of 4000 
and at a constant heat transfer rate of 2500 W were 
compared, and the results are displayed in Fig. 6a. 
Considering the location of the sensors, the local heat 
transfer coefficient could be recorded at eight sections. 
The local heat transfer coefficients of all samples, 
by developing the thermal boundary layer along the 
annular tube, was reduced to a constant value. With the 
decrease in heat transfer coefficient and the augment 
of the fluid temperature at the constant heat flux, 
the heat transfer to fluid was reduced, and the wall 
temperature increased (Fig. 6b). The wall temperature 

values in Fig. 6b indicate high-temperature gradients 
at the beginning of the thermal region, the intensity 
of which was reduced by decreasing the local heat 
transfer coefficient along the length of the tube. 

The results revealed that by using the nanoporous 
graphene in concentrations of 0.05 wt.%, 0.1 wt.%, 
and 0.2 wt.%, the average heat transfer coefficient 
was enhanced by 16.3 %, 30.8 %, and 39.8 %, 
respectively, compared to that of the base fluid which 
in turn led to 5.7 %, 9.8 %, and 16 % decrease in 
average wall temperature. In Fig. 7, the improvement 
percentage of heat transfer coefficient in comparison 
to that of thermal conductivity is plotted in terms 
of nanoparticle concentration. This curve implies 
that the improvement of heat transfer coefficient 
observed for the samples was higher than the mere 
contribution of thermal conductivity. So it is deduced 
that other factors influence the convective heat 
transfer of the nanofluids. The base solution and also 
the nanofluids prepared by employing nanoporous 
graphene displayed pseudo-plastic behaviour which 
means that by increasing the shear rate, apparent 
viscosity is decreased. Because the shear rate is 
higher in the vicinity of the tube wall, the apparent 
viscosity is lower at those regions. This leads to 
a decrease in thickness of the boundary layer and 
increment of the heat transfer rate. Furthermore, the 
nanoparticles dispersed in the fluid are moved from 
the region with a high shear rate to regions with a low 
shear rate. Consequently, near the wall, nanoparticle 
concentration is decreased, leading to lower apparent 
viscosity and, as a result, a thinner boundary layer is 
obtained [39] and [40]. 

Additionally, thermal dispersion as a result of 
random motion of the nanoparticles can also affect 
this enhancement and thus flatten the temperature 
profile. Altogether, a steeper temperature gradient 

a)     b) 
Fig. 6.  a) The local heat transfer coefficient; b) wall temperature for different samples at Reynolds 4000
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is observed at the wall, and the heat transfer rate 
is augmented there. There are also other factors 
including the collision of nanoparticles and probable 
slip velocity at boundaries, which may be the reason 
for the improvement of the heat transfer coefficient 
[41]. 

In contrast, as it is clear in Fig. 7, up to a 
concentration of 0.1 wt.%, this enhancement showed 
an almost a linear trend; however, after that, the rate 
of these changes with concentration was decreased. As 
the conductivity of the nanofluids is highly dependent 
on the stability of the particles in the base fluid, it 
seems that the decrease in the rate of enhancement 
is due to the deterioration of stability and reaches the 
threshold of nanoporous graphene deposition in the 
base fluid at higher concentrations [42]. 

Fig. 7.  Heat transfer coefficient and thermal conductivity 
increment with a concentration of nanoporous graphene

By maintaining the inlet temperature and wall heat 
flux constant, the above experiments were repeated 
for all samples at different Reynolds numbers. The 

changes of local heat transfer coefficient and wall 
temperature in terms of dimensionless length for 
nanofluid with a concentration of 0.2 wt.% at different 
Reynolds numbers in the range of 4,000 to 11,500 
are plotted in Fig. 8a. As expected, by increasing the 
Reynolds number, the local heat transfer coefficient 
was increased, and the relative wall temperature was 
decreased (Fig. 8b). The results indicate a 119 % 
increase of the average heat transfer coefficient and 
a 20.4 % decrease in average wall temperature while 
increasing the Reynolds number from 4,000 to 11,500.

The average heat transfer coefficient as a 
function of the Reynolds number for base fluid and 
different nanoparticle concentrations is presented in 
Fig. 9. It was also observed that using nanoporous 
graphene could lead to a significant increase in heat 
transfer coefficient in all Reynolds number ranges. 
This increase was almost independent of Reynolds 
number and on average was obtained to be 16.1 %, 
30.3 %, and 39.4 % for the NPG-0.05, NPG-0.1, 
and NPG-0.2 samples, respectively. However, as 
explained previously, this rate of increase was reduced 
by increasing the concentration to higher levels. By 
increasing the Reynolds number, the heat transfer 
coefficients of all samples were increased roughly 
linearly.

Regarding the Nusselt number of the samples, 
a similar trend was again observed, the results of 
which are exhibited in Fig. 10. Using nanoporous 
graphene in concentration of 0.2 wt.%, augmented 
the Nusselt number by 19.2 % on average compared 
to that of the base solution. Most of this increase was 
up to concentration of 0.1 wt.% and, by doubling the 
nanoparticles content from 0.1 wt.% to 0.2 wt.%, only 
a negligible increase in Nusselt number was seen (less 
than 4 %).

a)     b) 
Fig. 8.  a) The local heat transfer coefficient; b) wall temperature at different Reynolds numbers for NPG-0.2
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Fig. 9.  Heat transfer coefficient of the samples  
at different Reynolds numbers

Fig. 10.  Nusselt number of the samples  
at different Reynolds numbers

The pressure drop (ΔP) along the length of the test 
section for the base solution and the nanofluids was 
also investigated at all Reynolds numbers, and their 
results are presented in Table 3. As the measurements 
indicate, by increasing the Reynolds number and the 
nanoparticle concentration in the base solution, the 
pressure drop was increased. 

Table 3.  The pressure drop values of the samples in kPa at 
different Reynolds number

11500100008500700055004000
Reynolds 
number

2.702.131.631.200.830.52Base fluid
2.872.271.801.410.930.62NPG-0.05
2.942.491.971.461.000.67NPG-0.1
4.023.232.661.931.350.91NPG-0.2

By taking into account both heat transfer 
performance and flow resistance characteristics, to 
assess the performance of the heat exchanger, the 
thermal performance factor (TPF) can be employed, 
which is obtained through Eq. (9) [43]:

 TPF

Nu
Nu

f
f

nf

bf

nf

bf

=










1

3

,  (9)

where, “nf  ” and “bf  ” refer to the nanofluid and 
base fluid, respectively. Moreover, considering flow 
velocity (U) and the pressure drop (ΔP), the friction 
factor (  f  ) can be calculated through Eq. (10):

 f P

U L
Dh

=










∆
1

2

2ρ
.  (10)

It can be stated that the TPF values that are higher 
than 1 contribute to improved integrative performance 
of the nanofluid compared to the base fluid; so, 
higher values of TPF are preferable. Fig. 11 depicts 
the variation trend of TPF values as a function of the 
Reynolds number. From this figure, it is clear that the 
TPF values of all the nanofluid samples with different 
concentrations of nanoparticles were higher than 1.

In comparison to the base fluid, the overall 
performance of all samples including NPG-0.05, NPG-
0.1, and NPG-0.2, on average was enhanced by about 
8.7 %, 16.7 %, and 14.2 %, respectively. It should be 
noted that increasing the concentration of nanoporous 
graphene nanoparticles from 0.1 wt.% to 0.2 wt.% 
did not increase the overall thermal performance; 
furthermore, regarding the induced pressure drop in 
the system, this increase in concentration decreased 
the overall thermal performance. Consequently, in 
the preparation of nanoporous graphene nanofluids, 
the optimum concentration is 0.1 wt.%, which can be 
employed in further studies.

Fig. 11.  Thermal performance factor vs Reynolds number  
for the prepared nanofluids
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4  CONCLUSION

In this research work, nanoporous graphene 
nanoparticles were used to prepare nanofluids with 
enhanced thermal performance. The results obtained 
from using these non-Newtonian nanofluids flowing 
through a horizontal annular tube are presented. The 
boundary condition was set as “constant heat flux 
at the inner wall with the outer wall insulated”. To 
prepare the nanofluids, different concentrations of 
nanoporous graphene including 0.05 wt.%, 0.1 wt.%, 
and 0.2 wt.% were dispersed in aqueous solution of 
CMC. The nanofluids which were formed by using 
0.2 wt.% CMC as surfactant and using ultrasonic 
system for 4 h, were of a good stability. The results 
revealed that addition of 0.05 wt.%, 0.1 wt.%, and 
0.2 wt.% nanoporous graphene to the base solution 
increased the heat transfer coefficient by 16.1 %, 
30.3 %, and 39.4 %, respectively, this improvement 
up to concentration of 0.1 wt.% was almost linear, 
after which rate of increase was appreciably lowered. 
Decrease in increase rate of the heat transfer 
coefficient at higher concentrations and also the effects 
of saturation, sedimentation, and increase in pressure 
drop of the non-Newtonian fluid led to the fact that 
doubling the concentration from 0.1 wt.%  to 0.2 wt.% 
not only did not enhance the thermal performance but 
also decreased it by about 2.5 %. These measurements 
showed that in an annular tube, although at a given 
Reynolds number the heat transfer coefficient of the 
nanofluid with 0.2 wt.% nanoparticles in average is 
9.1 % higher than that of the sample with 0.1 wt.% 
nanoparticles, considering the pressure drop and 
energy consumption, using the nanofluid of 0.1 wt.% 
is more preferable, which is the optimum content of 
nanoporous graphene in preparation of the nanofluid.

5  NOMENCLATURE

a  annular diameter ratio di / do ,
A  area, [m2] 
cp  heat capacity, [J/(kg·K)] 
d  diameter, [m] 
Dh  hydraulic diameter, [m] 
f  friction factor, [-]
F  a factor to take into account the dependence 
  on di / do ,
h  heat transfer coefficient, [W/(m2·K)]
I  electrical current, [A]
k   thermal conductivity, [W/(m·K)]
K  a factor to take into account the temperature
  dependence of fluid properties, [-]
k1  a factor, [-]

L   length of annular tube, [m]
m   flow consistency index, [-]
n  flow behavior index, [-]
Nu  Nusselt number, [-]
P   pressure, [Pa]
Pr  Prandtl number, [-]
q  heat transfer rate, [W]
q”  heat flux, [W/m2]  
Re  Reynolds number, [-]
Re*  modified Reynolds number, [-]
T  temperature, [ºC]
TPF  thermal performance factor, [-]
U  flow velocity, [m/s]
V  voltage, [V]
V   volume flow rate, [m3/s]

X  each measured value,
z  z-axis,

Greek symbols:
ρ   density, [kg/m3]
η  apparent viscosity, [Pa·s]
σ   uncertainty of measurement, [%]
Δ  difference, [-]
γ  shear rate, [1/s]

Subscripts:
ann  annulus
b  bulk
bf  base fluid
f  fluid
fi  fluid at entrance of test section
fo  fluid at exit of the test section
i  inner tube
mf  mean fluid
nf  nanofluid
i, o  inner tube, outer tube
w  wall
wi  wall of inner tube
z  axial position along the length of annular
  tube [m] 

6  APPENDIX: UNCERTAINITY ANALYSIS

All values (X ) which have been measured include 
uncertainty of measurement (δX ) which can be given 
as follows:

 X X Xmeasured= ±δ ,  (11)

The accuracy of the instruments used for 
measuring in this study is given in Table 4.
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Table 4.  The accuracy of the instruments 

AccuracyVariableInstrument

±0.0001 mdi, do, DhCalipers

±0.1 [kg/m3]ρDensitometer

±5 %kKD2 Pro

±0.1 °CTwi , TfK-type Thermocouples

±0.001 mLMeter

±2 %ΔPPressure transmitter

±1 VVVariac

±0.1 AIVariac

±2 %VVortex flow meter

To calculate the uncertainty of a dependent 
parameter φ = f (X1, …, Xj), the Kline and McClintock 
model through the root sum square method has been 
employed [21]:

 δϕ
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In this regard, for the Nusselt number we have:
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and for the friction factor is as follows:
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where: 
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The maximum uncertainties of heat transfer 
coefficient (h), Nusselt number (Nu) and friction 
factor (f) were calculated as 2.3 %, 5.5 % and 3.1 %, 
respectively.
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0  INTRODUCTION

An automatic mechanical transmission (AMT) is a 
type of automatic shifting control mechanism based 
on the original dried frictional flake’s clutch and 
fixed-shaft geared manual transmission to realize 
the automatic operation of transmission selection 
and shifting [1]. An AMT has the advantages of 
both an automatic transmission (AT) and a manual 
transmission (MT) in terms of efficiency, cost, 
simplicity and ease of manufacture [2]. Moreover, 
AMTs also do not have the shortcomings of dual-
clutch transmissions (DCTs), which have high 
failure rates and are unsuitable for use with small-
displacement engines that produce insufficient torque 
at low speeds [3]. AMTs are considered inexpensive 
add-on solutions for conventional MTs. Therefore, 
in recent years, AMTs have been widely used in the 
automotive field, especially in commercial vehicles 
[4].

Because AMTs are modifications of fixed-shaft 
geared manual transmissions, they have disadvantages, 
such as poor smoothness, easy power interruption, etc. 
[5]. By optimizing the control of clutch engagement, 
it is possible to reduce clutch wear and energy 
loss, shorten the clutch engagement process, and 
reduce jerking and friction [6]. Control of the clutch 
engagement process in AMTs has a significant 

impact on various performance characteristics of a 
vehicle, such as its start-up [7], fuel consumption [8], 
dynamics [9] and security [10]. This paper focuses on 
optimization of the clutch engagement control strategy 
during vehicle start-up.

Research on clutch modelling and control 
strategies in the start-up of AMT vehicles has been 
extensively studied [11]. During the vehicle start-up 
process, the single-layer clutch engagement control 
proposed in [12] is an optimal control approach that 
uses weighting factors for the slipping speed and 
control inputs to analyse clutch engagement. Huang et 
al. [13] used the acceleration pedal displacement and 
rate of change, the relative slip rates of the driving 
and driven plates, and changes in engine speed to 
represent the driving intention, clutch engagement 
state, and engine running state, respectively, in a 
dry DCT vehicle start-up fuzzy intelligent control 
algorithm. A combination of optimal control and an 
open-loop lookup table aiming to reduce slipping time 
and ensure engagement comfort was introduced in 
[14]. Bemporad et al. [15] proposed a novel piecewise 
linear feedback control strategy for an automotive 
dry clutch engagement process. Based on a dynamic 
model of the powertrain system, the controller was 
designed by minimizing a quadratic performance 
index subject to constraints on the inputs and on the 
states. Wang et al. [16] and [17] analysed the motion 
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relationships between various parts of the vehicle 
driveline, designed a clutch automatic actuator based 
on a flow solenoid valve, studied the start-up process 
of the vehicle, and controlled it with reference to the 
model’s method. Amari et al. [18] proposed a real-
time model predictive control (MPC) for controlling 
the behaviour of an AMT. Van et al. [19] deduced the 
optimal engagement strategy under different driver 
intentions based on a linear quadratic regulator. 
Researchers [20] proposed a fuzzy logic controller 
for the smooth and rapid engagement of an automatic 
clutch. The described controller uses both fuzzy logic 
and slip control algorithms to enable automatic clutch 
engagement. van Berkel et al. [21] proposed a new 
controller design that segments the clutch engagement 
process and distinguishes the control laws at each 
stage.

Although there are many studies concerning AMT 
clutch control, they fail to take into account deviations 
between the actual clutch engagement speed and the 
target value of the control strategy due to changes in 
environmental temperature.

The primary objective of this article is to develop 
a double-layer control strategy for a commercial 
vehicle AMT clutch based on a gas-assisted automatic 
actuator during vehicle start-up. There are three 
crucial novel contributions of our study.
1. First, on the basis of a first-layer reference model 

control strategy, a second-layer control strategy is 
added to improve temperature adaptability.

2. Second, a co-simulation platform is established 
involving Matlab/Simulink and Trucksim to 
verify the effectiveness of the control strategy 
under different temperatures. 

3. Finally, an experiment of actual vehicle start-up is 
carried out at different temperatures.

1  SYSTEM MODELLING

1.1  Modelling a Diesel Engine with a Variable-Speed 
Governor

The torque curves of diesel engines are relatively 
flat, and a small change in the external resistance 
moment will lead to a large rotation speed fluctuation 
[22]. The resistance moment of the vehicle changes 
greatly, which requires the driver to adjust the 
throttle frequently, which may lead to driver fatigue. 
A variable-speed governor can allow a diesel engine 
to make larger torque changes under small speed 
changes. This can  handle changes in the resistance 
moment and reduce driver fatigue. This study used a 
test vehicle with a diesel engine, and variable-speed 

governor, whose characteristic curves under different 
throttle openings are shown in Fig. 1 [23].

Fig. 1.  Fixed throttle characteristics of a diesel engine with 
variable-speed governor

The variable-speed governor can maintain the 
engine speed within a certain range to prevent stalling 
or racing. Fig. 2 shows a characteristic torque curve of 
the diesel engine with the variable-speed governor at 
30 % throttle opening. 

Fig. 2.  Diesel engine speed-torque curve with 30 % throttle 
opening

1.2  Vehicle Driveline Modelling

A simplified diagram of the test vehicle’s powertrain 
is shown in Fig. 3 [24]. Without considering their 
torsional and transverse vibrations, each part is 
considered to be a rigid body. The clearance between 
kinematic pairs is ignored. Non-damped parts can be 
considered as the mass is concentrated on the centre 
of mass; except for the clutch, tire and synchronizer, 
the other kinematic pairs do not consider the influence 
of friction.

According to the characteristics and dynamic 
formula of the vehicle start-up process, the clutch 
engagement process can be roughly divided into three 
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stages: clearance elimination, slip and friction, and 
synchronization [25].

The quantities equations of Ie and Iv are as 
follows:

 .
I I I

I I I I
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(1) In the clearance elimination stage, at this time, 
the clutch-driven plate, transmission and tires are 
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each part is as follows:
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(2) In the slip and friction stage, the torques of each 
part are calculated by the formulas:
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(3) In the clutch synchronisation phase, the clutch 
driving plate speed and driven plate speed are the 
same. At this point, ωe  and ωc  are equal.
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It can be obtained from Eq. (4) that:
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1.3  Clutch Modelling

A dry clutch relies on friction to transfer torque. The 
formula for calculating the transfer torque of a dry 
clutch [26] is:

 T T F Z R R
R Rc c

= ( ) ×
−
−
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µ ω, .∆
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2
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2
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The dynamic friction factor μ(T, Δω) is affected 
by the clutch plate temperature T and Δω. A simplified 
representation of the relationship between the clutch’s 
engagement position and its output torque is shown in 
Fig. 4, ignoring changes in temperature, clutch friction 
plate wear and dynamic friction factors.

Fig. 4.  Relationship between clutch output torque and clutch 
engagement position

1.4  Automatic Actuator Modelling

A gas-assisted hydraulic clutch actuator [27] is shown 
in Fig. 5. A hydraulic control cylinder is connected 
to the clutch pedal to control the hydraulic master 
cylinder [28]. Fig. 6 is a schematic diagram of the 

Fig. 3.  Simplified model of the test vehicle’s driveline
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gas-assisted hydraulic automatic clutch actuator. The 
relationship between the motions of the parts of the 
automatic clutch actuator can be simplified, as shown 
in Fig. 7.

The formula for calculating the gas-assisted 
hydraulic working cylinder piston movement speed ν3  
is:

 v S k
S S

q
3

2

1 3

1
= .  (7)

The formula for the clutch displacement L is:

 L v dt k
S

q dt k
S

V= ∫ = ∫ =
3

2

1 3

1

2

1 3

1

S

S

S

S
.  (8)

Therefore, the flow and volume of oil in the 
hydraulic control cylinder can be controlled via the 
proportional flow valve, so as to control the speed and 
displacement of the clutch [29].

Fig. 5.  Gas-assisted hydraulic clutch actuator

Fig. 6.  Gas-assisted hydraulic automatic clutch actuator:  
1) clutch, 2) liquid storage chamber, 3) hydraulic master cylinder, 

4) gas-assisted hydraulic working cylinder, 5) gas tank,  
6) clutch pedal, 7) hydraulic control cylinder, 8) oil pump,  

9) electric motor, 10) oil tank, 11) accumulator, 12) one-way 
throttle, 13) overflow valve, 14) oil tank, 15) pressure gauge,  

16) oil pump, 17) electric motor, and 18) proportional flow valve

When the proportional flow valve works, its 
resistance can be considered constant, so the current 
can be controlled by adjusting the voltage [30]. The 
voltage of the proportional flow valve is controlled by 

the duty ratio of pulse width modulation (PWM). The 
basic working characteristics of the proportional flow 
valve at a normal temperature of 25 °C are shown in 
Fig. 8.

Fig. 7.  Action of the automatic clutch actuator

Fig. 8.  Basic working characteristics of the proportional flow valve

The clutch engagement process under different 
duty ratios is shown in Fig. 9.

Fig. 9.  Curves of a) clutch separation, and b) clutch engagement



Strojniški vestnik - Journal of Mechanical Engineering 65(2019)9, 515-524

519Double-layer Control of an Automatic Mechanical Transmission Clutch during Commercial Vehicle Start-up 

2  EVALUATION INDEX

At present, the start time, jerking, and friction work 
are generally used as evaluation indexes for the 
quantitative evaluation of the vehicle start-up process 
[31]. Jerking is the first derivative of the longitudinal 
acceleration of a vehicle in the start-up process, which 
is used as a quantitative index to reflect the comfort 
level of passengers and drivers [32].

 j da
dt

d u
dt

= =
2

2
,  (9)

 F F F F Ft j f i w= + + + ,  (10)

 F
T i i
rt
g= c2 0
η
,  (11)

 F M du
dtj = δ .  (12)

The formula for jerking can be expressed as:
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It can be seen from Eq. (13) that jerking is 
proportional to the rate of change of the friction torque 
of the clutch. Decreasing the rate of change reduces 
jerking.

Friction work refers to the amount of work 
done by friction torque in the process of clutch 
engagement. The amount of friction work will affect 
the transmission efficiency of the vehicle driveline 
and the temperature of the clutch friction plate. It also 
reflects clutch friction plate wear and affects service 
life [33].
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It can be concluded that control of the duty ratio 
of the flow solenoid valve is used to control the speed 
of clutch engagement, the clutch output torque and, 
ultimately, the friction work and jerking.

3  CONTROL STRATEGY

3.1  Process Analysis

In all of the control stages of a vehicle start-up process, 
clutch engagement control is crucial [34]. According 
to Section 1.2, the start-up process is subdivided into 
five parts [35], as shown in Fig. 10.

Phase 1: the clutch driving and driven plates are 
not in contact. Phase 2: there is contact friction as 
the driving plate is rotating, but the driven plate is 

still. Phase 3: the clutch driven plate starts to rotate. 
Phase 4: the clutch driving and driven plate speeds 
differ between the critical value  and 0. Phase 5: the 
rotating speeds are consistent until the end of clutch 
engagement.

Fig. 10.  Control curve of a vehicle start-up process

3.2  Double-Layer Control Strategy

In order to improve the control accuracy, reliability 
and robustness of the control system, a double-layer 
control method is proposed. The first layer uses a 
reference model control [25]. However, due to changes 
in ambient temperature and other factors, there is a 
deviation between the actual clutch engagement speed 
and the target clutch engagement speed. Therefore, 
proportion integration differentiation (PID) control 
is adopted as the second layer of control to improve 
the control accuracy, reliability and robustness of the 
system. Its schematic diagram is shown in Fig. 11.

Fig. 11.  Double-layer clutch control strategy

Some key signals are transmitted to the first-layer 
control via the vehicle and clutch model, including 
the amount of throttle opening, clutch engagement 
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position, engine speed, clutch driven plate speed and 
vehicle speed. The clutch engagement position is 
obtained by a displacement sensor installed on the 
clutch. After the signals are calculated in the first 
layer, the target clutch engagement speed and the 
derivative of the clutch engagement position (clutch 
engagement speed) are transmitted to the second-
layer control (PID control). Here, the target clutch 
engagement speed serves as a given value and the 
clutch engagement speed serves as feedback, with the 
clutch and its automatic actuator being the controlled 
objects. The PID control parameters are set as 
Kp =p 0.05, Kip =p 27.6 and Kdp =p 0.01.

4  SIMULATION ANALYSIS

Trucksim and the Matlab/Simulink co-simulation 
platform were used to establish a model of the vehicle 
start-up process in order to evaluate the effects of the 
double-layer control strategy. The parameters of the 
experimental vehicle adopted in the simulation model 
are shown in Table 1.

Table 1.  Main parameters of the experimental vehicle

Parameter Value

m 8190 kg

r 397 mm

i0 30.786

η 0.99

In this paper, only a typical 30 % throttle opening 
vehicle start-up process is considered, because it is 
representative. The simulation results are shown in 
Figs. 12 and 13. The start time, the root mean square 
(RMS) of jerking, and the friction work of the single-
layer control strategy at low temperature are 28.3 % 
longer, 19.8 % lower and 8.0 % greater, respectively, 
than at normal temperature. This demonstrates 
that temperature changes have a great effect on 
the performance of single-layer controlled clutch 
engagement during the vehicle start-up process.

Compared with the simulation results for the 
double-layer control strategy at normal and low 
temperatures, the start time, RMS jerking and friction 
work of the single-layer control strategy at low 
temperature are 5.7 % longer, 7.4 % lower and 6.6 % 
more, respectively, than at normal temperature. This 
demonstrates that the double-layer control strategy 
can increase the performance degradation caused by 
temperature reduction.

As can be seen from Fig. 13, compared with the 
single-layer control strategy, the start time with the 

double-layer control strategy is 5.8 % shorter, the 
RMS of jerking is 31.1 % lower, and the friction work 
is reduced by 7.5 %. As shown in Fig. 14, the start 
time, the RMS of jerking and the friction work of the 

Fig. 12.  Simulation results at normal temperature (25 °C),  
a) single-layer control, b) double-layer control, c) jerking contrast, 

and d) friction work contrast

Table 2.  Comparison of simulation results  (*RMS value)

Tempe-
rature

Control 
strategy

Start time
[s]

*Start-up 
jerking [-]

Friction 
work [kJ]

Normal 
(25 °C)

Single layer 1.27 1.06 212

Double layer 1.20 0.73 196

Low 
(–10 °C)

Single layer 1.63 0.85 229

Double layer 1.29 0.68 209
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double-layer control strategy are reduced by 20.8 %, 
20.0 % and 8.7 %, respectively. Compared with the 
single-layer control strategy, the double-layer control 
strategy reduces the start time, friction work and start-
up jerking. The performance of the vehicle’s start-up 
process has been significantly improved.

Fig. 13.  Simulation results at low temperature (–10 °C) ,  
a) single-layer control, b) double-layer control, c) jerking contrast, 

and d) friction work contrast

5  EXPERIMENTAL RESEARCH

On the basis of an automatic clutch actuator, a double-
layer clutch control strategy for a vehicle start-up 
process was designed. The controller and control 
strategy were verified on a test vehicle. Fig. 14 shows 
the experimental vehicle and relevant components. 
Under normal temperature (25 °C; Fig. 15) and low-

temperature conditions (–10 °C; Fig. 16), a constant 
30 % throttle opening was adopted for a test vehicle 
driven on a flat, horizontal road surface.

Fig. 14.  Experimental setup

As can be seen from Fig. 15, at normal 
temperature, compared with the single-layer control 
strategy, the double-layer control strategy can shorten 
the start time by 19.5 %, reduce the RMS of vehicle 
jerking by 28.6 %, and reduce the friction work by 
13.8 %.

The same conclusion can also be drawn from 
the low-temperature experiment (Fig. 16). At low 
temperature, compared with the single-layer control 
strategy, the double-layer control strategy can shorten 
the start time by 34.9 %, reduce the RMS of vehicle 
jerking by 35.4 %, and reduce the friction work by 
30.3 %. By adopting a double-layer control strategy, 
the performance of the vehicle start-up process is 
significantly improved.

For better comparison, the values for start time, 
jerking RMS and friction work for the two groups are 
presented in Table 3.

Table 3.  Comparison of the experimental results (*RMS value)

Tempe-
rature

Control 
strategy

Start time
[s]

*Start-up 
jerking [-]

Friction 
work [kJ]

Normal 
(25 °C)

Single layer 2.81 2.62 509
Double layer 2.26 1.87 436

Low 
(–10 °C)

Single layer 3.61 2.06 614
Double layer 2.35 1.33 428
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6  CONCLUSIONS

In this paper, a double-layer control strategy based 
on an automatic clutch actuator was designed to 
achieve better vehicle start-up performance. Due to 
environmental factors such as temperature changes, 
the actual and target clutch engagement speeds will 
have a certain amount of deviation.

Simulations and experimental results show that 
the adoption of a double-layer control strategy reduces 
the influence of temperature changes on start-up 
performance. 

The simulation and experimental results further 
show that compared with a single-layer control 

strategy, the double-layer control strategy improves 
start-up performance.

A possible direction for future work could be to 
develop a neural network-based self-learning control 
method to improve the double-layer control strategy. 
It could consider changes in clutch friction plate wear 
and friction plate temperature to further improve 
vehicle start-up performance.
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8  NOMENCLATURE

I1  engine rotational inertia, [kg∙m2]
Ic1  clutch driving plate rotational inertia, [kg∙m2]
Ic2  clutch driven plate rotational inertia, [kg∙m2]
It transmission, main reducer, driveshaft, etc. 

rotational inertia, [kg∙m2]
Id differential, half-shaft, etc. rotational inertia, 

[kg∙m2]
Te  engine output torque, [N∙m]
ωe engine crankshaft angular velocity, [rad·s–1]
Ie engine and clutch driving plate rotational inertia, 

[kg∙m2]
Tc1  torque transferred by the clutch, [N∙m]
Tc2  torque input of the transmission, [N∙m]
ωc transmission shaft angular velocity, [rad·s–1]
Iv  vehicle equivalent rotational inertia, [kg∙m2]
io powertrain system transmission ratio, [-]
Tr  ground resistance moment, [N∙m]
μ clutch plate friction coefficient, [-]
Fc (cluch) pressing force, [N]
kc coefficient, [-]
T clutch friction plate temperature, [0C]
Δω clutch angular velocity difference, [rad·s–1]
Z Number of clutch friction pairs, [-]
R0 clutch friction plate internal radius, [mm]
R1 clutch friction plate external radius, [mm]
q1 liquid in/out hydraulic control cylinder, [m3·s-1]
V1 hydraulic control cylinder volume, [m3]
S1 hydraulic control cylinder section area, [m2] 
S2 hydraulic master cylinder section area, [m2]
S3 gas-assisted hydraulic working cylinder section 

area, [m2]
k piston displacement proportionalcoefficient, [-]
ν3 piston movement speed, [m·s-1]
j start-up jerking, [m·s-3]
a vehicle longitudinal acceleration, [m·s-2]
u vehicle speed, [m·s-1]
t time, [s]
Ft driving force, [N]
Fj acceleration resistance, [N]
Ff rolling resistance, [N]
Fi gradient resistance, [N]
Fw air resistance, [N]
η drive train mechanical efficiency, [-]

r wheel radius, [mm]
δ rotational mass conversion coefficient, [-]
M vehicle mass, [kg]
W friction work, [J]
t1 point at which the driving and driven plates 

initiate friction torque, [s]
t2 point at which the clutch driven plate starts to 

rotate, [s]
t3 point at which the driving and driven plates attain 

the same speed, [s]
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0  INTRODUCTION

Cellular structures are a relatively new class of 
materials in modern engineering. They represent 
a unique opportunity for adoption in lightweight 
structures, which are useful in advanced structural 
and thermal applications. Therefore, the research of 
their behavior under quasi-static and dynamic loading 
is of extreme importance for various engineering 
applications. Although cellular structures have a 
favourable combination of physical properties, mainly 
the mechanical and thermal properties have been 
the subject of thorough research so far. In general, 
the most important structural feature of the cellular 
structure is the relatively high stiffness in respect to 
the high porosity (low density) of the structure [1] and 
[2]. Besides their light weight, cellular structures offer 
additional advantages, such as sound insulation and 
damping, mechanical energy absorption, floatability, 
durability at dynamic load, and recycling [3]. Often, 
several advantageous properties can be extracted 
simultaneously, making cellular structures important 
as multifunctional materials in modern engineering 
applications.

The main parameters that define the mechanical 
and thermal properties of a cellular structure are the 
relative density (porosity), base material, morphology 
and topology. The relative density is defined as the 
ratio of the density of the cellular structure (ρ*) and 
the density of the solid base material (ρs), while the 
porosity (p) is defined as the ratio between the total 

pore volume (Vp) and the total volume of the solid 
base material including pores (Vs + Vp) [1] and [4]. 
The cellular structures show a specific compressive 
response, which is different from the conventional 
solid materials. Fig. 1 shows the characteristic 
mechanical response during compression loading of 
a cellular structure, which can be divided into four 
main areas: I.) Elastic part (0 – εa), where the structure 
deforms quasi-linearly; II.) The transition in the plastic 
region (εa – εb), where the base material starts to yield, 
thus, the intercellular walls and connections in local 
areas are subjected to plastic deformation; III.) Plateau 
stress (σpl) (εb – εc), where the cellular material reaches 
almost a constant stress level in a very wide range of 
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A review of the fatigue and fracture behaviour of cellular structures with consideration of their fabrication and characterization is presented in 
this paper. The review is focused on some typical and often used cellular structures, which are divided into three main groups: (1) pre designed 
regular cellular structures, (2) irregular cellular structures, (3) composites with cellular cores. For each group, the current manufacturing 
technique is presented for producing the particular cellular structure belonging this group. Furthermore, the state-of-the-art of the fatigue 
behaviour is explained for the analysed cellular structures. Based on the findings in this review, it can be concluded that cellular structures 
show a huge potential to become important light-weight structural materials of the future with further development of additive manufacturing 
technologies, or with introduction of some new, more cost effective manufacturing techniques. However, the knowledge of the fatigue 
behaviour of these structures is poor, and should be the subject of the further investigations.
Keywords: cellular structures, porous materials, foam, fatigue behaviour, dynamic strength, crack growth

Highlights
• General characteristics of cellular structures are explained.
• Fatigue and fracture behaviour of different cellular structures is presented.
• Fabrication techniques of different cellular structures are briefly introduced.
• The guideline’s for the further work are exposed.

Fig. 1.  Characteristic response of the cellular structure  
under compression loading [5]
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specific deformations (massive plastic deformation 
of the cell walls and struts), and IV.) Densification 
(> εc), where the intercellular walls and struts collapse, 
resulting in a decrease of the global porosity and an 
increase in the global stiffness [1] and [4].

So far, extensive research has been performed in 
terms of characterization of the mechanical properties 
of various types of cellular structures, in order to 
study the compression [6] and [7], tension, torsion and 
shear under uniaxial and multiaxial loading conditions 
at quasi-static and dynamic loading rates, using 
experimental methods [8] and numerical simulations 
[9] and [10]. The response of cellular structures can 
be adopted by a combination of production processes 
and production parameters. In the last few decades, 
a number of distinct process-routes have been 
developed to fabricate metal and ceramic cellular 
structures, in order to decrease the manufacturing 
costs and increase the production capabilities. Thus, 
extensive research has been performed regarding the 
optimal manufacturing methods for cellular metals. 
These methods can be classified according to the state 
the metal is processed in [11]. Generally, we can define 
several groups of manufacturing methods, which are 
summarised in Fig. 2. 

From Fig. 2 it can be observed that there are 
several ways to fabricate cellular structures, which 
are specially designed by taking advantage of the 

characteristic properties of the base materials [11]. 
Current manufacturing methods, especially additive 
manufacturing technologies, enable the creation of 
various cellular structures, either open-cell or closed-
cell foams, with a varying regularity, isotropy and 
density. The most common methods for producing 
the three-dimensional (3D) cellular structures is by 
sintering of dusts, foaming and casting [2], [3] and 
[10]. The most common method for production of 
two-dimensional (2D) cellular structures is by laser 
or water jet cutting. Further details on fabrication of 
different types of cellular structures are given in [10].

To date, a lot of researches regarding static and 
crash performance of cellular structures have been 
performed and then published in the professional 
literature. However, a very few researches were 
focused on the fatigue problems of the cellular 
structures. In that respect, this paper provides a 
review of the fatigue behaviour of cellular structures, 
according to the different production methods and 
type of cellular structure. In general, the cellular 
structures can be classified by the cell connectivity 
(morphology: Closed- and open-cell structures, [1]) or 
by the cell regularity (topology: Regular and irregular 
structures [12]). Herein, the cellular structures 
presented are classified and discussed in two groups: 
i) regular (ordered) and ii) irregular (stochastic) 
cellular structures.

Fig. 2.  Overview of manufacturing processes and cellular metals [12]
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1  PRE DESIGNED REGULAR CELL STRUCTURES

The additive manufacturing technique is the most 
common method for production pre-design of 
cellular structures by using metal powder and an 
energy source to build up the geometry. Additive 
manufacturing techniques can be, according to the 
applied energy, divided roughly into two groups: i) 
selective laser melting (SLM) method, and ii) electron 
beam melting (EBM) method. Both can be used for 
the manufacturing of complex and customised 3D 
geometries of open-cell structures [13]. In general 
engineering praxis, titanium alloy powders are 
used most often. Therefore, porous titanium alloys 
have also been studied extensively for biomedical 
applications, e.g. bone implants [14] to [16]. Porous 
titanium implants, in addition to preserving the 
excellent biocompatible mechanical properties of 
titanium, have very low stiffness values, which are 

comparable to those of natural bones [17]. Some 
typical regular cellular structures are shown in Fig. 3.

Most of the research works in this field have been 
focused on experimental testing [15], [16], [19] to [24] 
or numerical simulations [25] and [26]. In [20], [27] 
and [28], the authors investigated the influence of the 
cell’s shape (see Fig. 4) on the fatigue and mechanical 
properties of several pre designed cellular structures. 
In articles [15] to [17] and [20] to [24], the authors 
continued this work with the additional investigation 
of the influence of the material types which were used 
for experimental testing.

Table 1 shows the static mechanical properties of 
some typical regular cellular structures which were 
tested under quasi-static compressive loading. It is 
evident that both the fabrication method and the shape 
of the base cell have a significant influence on the 
observed mechanical properties, i.e. yield stress (σy), 

a)           b)           c) 
Fig. 3.  Regular cellular structures; a) Kagome wire structure [12], b) Cube cellular structure and c) Gyroid cellular structure [18]

a)    b)    c)    d)    e) 
Fig. 4.  Shapes of the basic cells of regular cellular structures;  

a) cube, b) G7, c) diamond, d) truncated cuboctahedron and e) rhombic dodecahedron

Table 1.  Mechanical properties of typical regular cellular structures by quasi-static compressive loading

Fabrication 
method

Shape of the base cell Material Porosity [%] σy [MPa] σmax [MPa] σpl [MPa] E [GPa] Ref.

SLM Cubic Ti6Al4V ELI 77 67.9 100.5 59.4 / [16]
EBM Cubic Ti6Al4V 63.2 / 196.0 155.9 14.9 [20]
EBM G7 Ti6Al4V 64.5 / 61.0 59.6 2.4 [20]
SLM Diamond Ti6Al4V ELI 77.3 to 80.1 34.5 to 43 55.6 to 57.9 35.3 to 36.5 1.36 [16] and [22]
EBM Diamond Ti6Al4V 70 62.87 / / / [29]
SLM Truncated cuboctahedron Ti6Al4V ELI 74.5 66.9 89.9 59.6 / [16]
SLM Rhombic dodecahedron Ti6Al4V ELI ≈75 ≈46 64.5 52.6 / [16], [24] and [30]
EBM Rhombic dodecahedron Ti6Al4V 62.1 / 112.0 77.2 6.3 [20]
EBM Rhombic dodecahedron Ti-24Nb-4Zr-8Sn 72.5 to 77.4 29.8 to 45.5 / 28.5 to 42 ≈1.44 [15] and [30]
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maximum compressive stress (σmax), the plateau stress 
(σpl) and modulus of elasticity (E).

Fig. 5 shows the fatigue behaviour (S-N curves) of 
typical regular cellular structures by dynamic loading. 
Here, the experimental tests were performed at the 
load ratio R = σmin / σmax = 0.1 (in compression) and 
frequency of 10 Hz to 15 Hz. The maximum loading 
σmax within the loading cycle was determined based on 
the previous static tests, and varied between 0.2 σy and 
0.8 σy. It follows that all experiments corresponded to 
the elastic area of stress-strain relationship, and the 
stress-life approach was used to determine the material 
fatigue properties. The fatigue limit was established 
by plotting the normalised values of stress (σmax / σy) 
versus the number of cycles to failure N. It is evident 
from Fig. 5, that the EBM-cellular structure with 
diamond basic cells has the highest fatigue strength, 
while the lowest fatigue strength corresponds to the 
SLM-cellular structure with Rhombic dodecahedron 
basic cells.

2  IREGULAR CELL STRUCTURES

2.1  Closed- and Open-Cell Foams

Closed- and open-cell cellular structures (see Fig. 6) 
exhibit a stochastic pore distribution with a highly 
irregularity, which is a consequence of the production 
methods [1]. Production of open-cell structure is 
usually based on the method of replicating the polymer 
foam structure, which can serve as a core in the case 
of the investment casting, or be coated by electrolysis 
with metals steam [2]. The final product is an open-
cell cellular structure of struts and interconnected cell 
architecture (high connectivity between the adjoining 
cells). The production of closed-cell foams is based 

mainly on powder metallurgy (using precursors), or 
gas injection, resulting in cellular structures with cells 
that are almost completely separated from each other 
with intercellular wall surfaces. These types of foams 
are used in applications mostly as energy absorbers or 
structural parts [3]. Different metals (e.g. aluminium) 
can be used for fabrication of open- and closed cellular 
structures, achieving porosities above 90 %.

Numerous studies have been performed for the 
characterization of the mechanical properties of the 
metal foams, but the available information on fracture 
and fatigue is rather limited. Some work on the 
standard fatigue properties of closed-cell aluminium 
alloy foams was performed by Zettl et al. [33] and [34]. 
They used an ultrasonic test method to investigate the 
tension–compression fatigue properties. Their work 
was continued by Zettl et al. [34] and McCullough 
et al. [35], who investigated the tension/tension and 
compression/compression fatigue behaviour of closed-
cell aluminium alloy foam experimentally. Kashef 
et al. [36] performed the experimental and numerical 
investigation to observe the fracture toughness and 
fatigue crack growth in open-cell stainless steel foam, 
while a similar procedure for titanium foam at two 
different load ratios (R = Kmin / Kmax = 0.5 and R = 0.1) 
was performed by Kashef et al. [37]. Zhao et al. 
[38] investigated the damage evolution and damage 
mechanism in closed-cell aluminium alloy foam under 
tension/tension fatigue loading experimentally, while 
the failure mechanisms of closed-cell aluminium foam 
under monotonic and cyclic loading was investigated 
by Amsterdam et al. [39]. Fatigue crack propagation 
in closed-cell aluminium alloy foam was investigated 
experimentally by Fan et al. [40] and Taherishargh et 
al. [41]. In [42], the authors performed an experimental 
investigation of the low cycle fatigue behaviour of 

Fig. 5.  S-N curves of typical regular cellular structures



Strojniški vestnik - Journal of Mechanical Engineering 65(2019)9, 525-536

529Fatigue of Cellular Structures – a Review

closed-cell aluminium foam with consideration of 
the multiple strain amplitude. Their results confirmed 
fatigue behaviour which corresponds to the Coffin–
Manson relationship. Similar investigation was 
performed by Linul et al. [43], where researchers 
investigated the low-cycle fatigue behaviour of 
ductile closed-cell aluminium alloy foam. The fatigue 
tests were performed in uniaxial compression with a 
stress ratio of R = 0.1 at a loading frequency of 10 Hz. 
Furthermore, the effect of the structure irregularity, 
number and the size of the cell were investigated. 
The experimental results have shown the significant 
influence of structural irregularities on the fatigue 
behaviour of the analysed aluminium foam. Based 
on the experimental results, researchers concluded 
that the scatter of fatigue life increases as the higher 
irregularity of cell structure and that the fatigue life 
decreases as the number and the size of large cells 
increases [43]. Motz et al. [44] investigated the fatigue 
crack propagation of two types of cellular materials: 
(i) closed-cell aluminium foam with two different 
densities, and (ii) hollow sphere structures made of 
stainless steel (316L). Based on the fatigue tests and 
the microstructural analysis of the fracture surface, 
a significant difference was observed in the fatigue 
crack propagation mechanisms between these two 
types of cellular metals. A similar investigation was 
performed by Olurin et al. [45], where the influence 
was investigated of the relative density of the porous 
structure (Alporas and Alulight aluminium alloy 
foams) on the fatigue crack growth. Here, the influence 
was also considered of the mean stress effect and the 
single peak overload on the fatigue crack propagation. 
The authors concluded that the Paris exponent m 
increases more than twice with an increase of load 
ratio R from 0.1 to 0.5. The comprehensive study of 
the fatigue crack propagation of closed- and open-cell 
foams made of different materials was presented by 
Kashef et al. [36] and [37], Fan et al. [40], Motz et al. 
[44] and Olurin et al. [45]. Their experimental results 

were presented by the crack propagation curves 
as shown in Fig. 7, which correspond to the Paris 
equation:

 d

d

a
N

C Km= ⋅∆ ,  (1)

where da / dN is the fatigue crack growth rate, C and m 
are the experimentally determined material parameters 
and ΔK is the stress intensity factor range. It is evident 
that the shape of a cell and the microstructure of 
the base material of treated foam, have a significant 
influence on the crack growth rate. Here, the open-
cell foams made of titanium and stainless steel have 
a higher Paris exponent than the foams made of 
aluminium alloys. The authors explained this fact as 
a consequence of the crack closure effect and crack 
bridging, which reduce the crack growth rate and, 
consequently, extend the fatigue life.

In everyday engineering praxis, open- and closed-
cell foams made of several polymers are often used for 
different engineering applications [46]. The polymer 
foams have excellent characteristics, such as strength 
to weight ratio, superior acoustic absorption, and 
manufacturing possibilities to produce different shapes 
of final products. In [47], the researchers analysed 
tension, compression and shear fatigue behaviour of 
closed-cell polymer foams. They concluded that foam 
porosity is an important factor influencing the fatigue 
behaviour of polymer foams.

2.2  Unidirectional Porous Structures

Lotus or Gasar porous structures can be recognised 
by their elongated cylindrical pores (Fig. 8) and, 
therefore, exhibit closed-cell morphology with 
the uni-directional elongated parallel pores. They 
are fabricated by unidirectional solidification in a 
pressurised gas atmosphere [48]. Further details on the 
fabrication method are given in [49]. The fabrication 
procedure results in metal structures (e.g. copper, 
steel), etc. with a high level of anisotropy, which 

a)          b) 
Fig. 6.  Stochastic cellular structures: a) open-cell foam [31], b) closed-cell foam [32] 
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depends on the distribution of pores. The porosity 
is usually lower than 70 % [50], which is lower in 
comparison to the conventional open- and closed cell 
cellular metals. The pore size and distance between 
the pores affect the mechanical properties strongly, 
which are presented in [51] and [52]. They can be 
applied in structural and thermal applications.

There are some studies where researchers 
investigated the fatigue behaviour of lotus porous 
material experimentally and numerically. Seki et 
al. [54] investigated experimentally the effects of 
anisotropic pore structure and fibre texture on the 
fatigue properties of lotus-type porous magnesium. 
The experimental results showed that the fatigue 
strength in the direction parallel to the longitudinal 
axis of pores (z-axis) is higher than the fatigue 

strength in the perpendicular direction (x-axis and 
y-axis). Based on the experimental results, they 
concluded that the fatigue strength at the finite life 
of a magnesium lotus structure is closely related 
and proportional to the ultimate tensile strength for 
both loading directions (parallel and perpendicular 
to the pores). The experimental investigation of the 
fatigue crack initiation and propagation in lotus-type 
porous copper was performed in [55]. In this research 
work, the authors used two types of specimen: (i) a 
specimen with a notch, and (ii) a specimen without a 
notch. Based on the experimental results, the authors 
concluded that the high stress is concentrated around 
large pores which affect the direction of the crack 
propagation. In the case of parallel loading, the fatigue 
crack was propagated along a straight line, while, for 

a)           b) 
Fig. 8.  Cross-section of the unidirectional (Lotus) porous structure [53]; a) transversal cross-section b) longitudinal cross direction

Fig. 7.  Log (da / dN – log ΔK) curves of different porous materials
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the perpendicular loading, the crack was propagated 
along a path in which stress was highly concentrated.

Numerical investigation of the fatigue crack 
initiation and propagation in a lotus-type porous 
nodular cast iron was performed by Glodež et al. 
[56]. In this article, the fatigue behaviour of the lotus 
structure was investigated under tensile loading in 
transversal and longitudinal directions. Kramberger 
et al. [57] and [58] investigated the low-cycle fatigue 
behaviour of lotus-type porous materials, where 
the fatigue life was modelled by using the damage 
initiation and evolution law, based on the inelastic 
strain energy approach. This method generally offers 
a capability for modelling the progressive fatigue 
damage and failure of different porous materials. 
More about this method is described in [57], where 
the numerical simulations were performed through 
simplified 2D computational models with regular 
and more realistic irregular pore topologies. The 
computational results showed that the distribution 
of pores has a significant influence on the low-cycle 
fatigue behaviour of the lotus-type porous materials. 
The fatigue damage first appeared around the large 
pores, and damage was further propagated between 
pores where the stress was highly concentrated.

2.3  Honeycomb Structures

Honeycombs are 2D cellular structures, which can be 
found in nature or fabricated artificially from metals 
or polymers. These types of metal cell structure are 
fabricated mostly by the expansion process, and 
from sheet metal rolls by cutting and bending. The 
production methods and mechanical properties of 
honeycombs are described in [59]. In general, regular 
honeycomb structures (with hexagonal cell shape) are 
used in engineering. However, irregular honeycomb 
structures can also be found based on the Voronoi cell 
distribution (Fig. 9).

There are some studies [61] to [70], where 
researchers investigated the fatigue and fracture 
behaviour of honeycomb cell structures. In articles 

[61] and [62], the researchers studied the mechanisms 
of crack growth in random oriented (Voronoi) 
and repeated oriented honeycomb cell structures 
mathematically. Based on the experimental and 
numerical results, the authors concluded that the 
random oriented Voronoi honeycomb is more sensitive 
to fatigue than the repeated oriented honeycomb 
cell structure. The increased sensitivity arises from 
the stress distribution within the cell walls of the 
Voronoi honeycomb relative to the repeated oriented 
honeycomb cell structure.

2.4  Auxetic Cellular Structures

A recent type of cellular metals are the auxetic 
cellular structures (Fig. 10a), which exhibit a 
negative Poisson’s ratio (counter intuitive behaviour: 
A material under compression becomes thinner 
in cross-section, and vise-versa in tension [71]).
The advanced geometrical possibilities of auxetic 
cellular materials provide many opportunities for 
their wide application, due to their particular and 
unique mechanical properties. Initially, they were 
fabricated with transformation of conventional open-
cell foam (Figs. 10b and c). However, their recent 
breakthrough is associated with current advances in 
additive manufacturing, that allow fabrication of new 
3D auxetic structures [71].

In the article of Bezazi and Scarpa [73], the 
experimental study of tensile fatigue behaviour of 
conventional PU-PE open-cell foam and auxetic 
thermoplastic foam is described. Auxetic foam 
exhibits counter-intuitive deformation behaviour in 
comparison with the conventional materials. In the 
article, the experimental results showed that the auxetic 
foam has a higher static mechanical resistance and 
resistance to failure if compared to the conventional 
one. The auxetic foam also has a significant increase 
in energy absorption for compressive cyclic loading 
compared to the conventional foam.

a)           b) 
Fig. 9.  Honeycomb cell structures [60]; a) regular cell distribution, b) irregular (Voronoi) cell distribution
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3  COMPOSITES WITH CELLULAR CORES

Further advantages of cellular structures can be 
obtained in combinations of thin-walled tubes [74] and 
[75] or metal sheets [76]. In engineering applications, 
cellular structures are often used as cores: (i) filling 
the empty spaces in structural parts, or (ii) in sandwich 
panels (Fig. 11). The honeycomb cell structure is one 
of the most often used cellular cores of composite 
sandwich structures, which is shown in Fig. 11. 
Composite structures with cellular cores are being 
used increasingly in high-performance structural 
applications and many industries, from aerospace, 
automotive and furniture industries to packaging and 
logistics [64].

Fig. 11.  Description of the honeycomb sandwich structure [77]

There are some articles [64] to [70] and [78] 
to [80] where researchers investigated the fatigue 
behaviour of honeycomb sandwich structures. Jen 
et al. [64] investigated the temperature dependent 
strengths and fatigue bending strengths of adhesively 
bonded aluminium honeycomb sandwich structures 
experimentally. In the articles [65] and [69], the 
authors performed fatigue tests of composites with 
two different sandwich cores (with aluminium core 
and with aramide fibres core) and with two different 
cell configurations (W- and L-configuration; see 
Fig. 11). The experimental results showed that the 
morphology and topology (cells` configuration) have 
a significant influence on the lifetime of the sandwich 
structure made of aramide fibres core. Sandwich 
structure with L-configuration had a larger lifetime 

compared to the W-configuration. The difference in 
lifetime is a consequence of micro cracks formation, 
which lead to the shorter lifetime of the structure. In 
case of the sandwich structure made of aluminium 
core, the cells’ configuration had no influence on 
the lifetime of the sandwich structure. The fatigue 
failure is constantly caused by cracking in the lower 
face of sandwich structure made of aluminium core. 
From the experimental results authors concluded 
that the lifetime of the honeycomb structure made 
of aluminium cores are significantly larger than the 
lifetime of material made of aramide fibres cores in 
all analysed structures. The lifetime values for both 
configurations are in the same range for two analysed 
materials and correspond to the 60 % of the maximum 
loading [69]. In [66], the authors investigated 
experimentally the influence of the load ratio (R) 
and frequency (f) at an arbitrary temperature on the 
fatigue response. In the articles [67] to [70] and [78], 
the experimental results are presented of the fatigue 
behaviour under four points` bending tests of different 
materials of the sandwich core and face sheets. The 
effect of the thickness of the face sheet on the bending 
fatigue strength of aluminium honeycomb sandwich 
beams have been studied by Jen and Chang [79], while 
the effect of the amount of adhesive on the bending 
fatigue strength of adhesively bonded aluminium 
honeycomb sandwich beams have been studied by Jen 
et al. [80].

4  CONCLUSIONS

The paper gives an overview of the fatigue behaviour 
of cellular structures with consideration of their 
fabrication and characterization. The review is focused 
on some of the most typical cellular structures, which 
are divided into three main groups: (1) pre-designed 
regular cellular structures, (2) irregular cellular 
structures, and (3) composites with cellular cores.

For the first group (pre designed regular cellular 
structures), the experimental investigations have 

a)           b)          c) 
Fig. 10.  Examples of: a) regular auxetic cellular structures [12] and [71], b) irregular auxetic foam, and c) irregular conventional foam [72]
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shown that the fabrication methods SLM, or EBM, 
and the shape of the base cell (diamond, cube, 
rhombic dodecahedron etc.), have a significant 
influence on the observed mechanical properties, 
i.e. yield stress, maximum compressive stress and 
modulus of elasticity. The extended fatigue testing 
of these structures indicated that the EBM-cellular 
structures with diamond basic cells have the highest 
fatigue strength, while the lowest fatigue strength 
corresponds to the SLM-cellular structures with 
rhombic dodecahedron basic cells. 

Closed- and open-cell foams, lotus cellular 
structures, honeycomb cellular structures and 
auxetic cellular structures have been analysed in 
the framework of the second group. The following 
conclusions could be made:
• The available information on the fatigue and 

fracture behaviour of closed- and open-cell 
foams is very limited. However, the experimental 
studies of the fatigue crack propagation of 
closed- and open-cell foams made of different 
materials have shown that the shape of cell and 
the microstructure of the base material of the 
treated foam have a significant influence on the 
crack growth rate. Furthermore, the open-cell 
foams made of titanium and stainless steel have 
a higher Paris exponent than the foams made of 
aluminium alloys.

• The experimental and numerical investigations 
of the fatigue behaviour of lotus porous materials 
indicated that the fatigue strength in the direction 
parallel to the longitudinal axis of pores is higher 
than the fatigue strength in the perpendicular 
direction. Furthermore, the distribution of 
pores has a significant influence on the fatigue 
behaviour; the fatigue damage first appears 
around the large pores, and further propagates 
between pores where the stress is highly 
concentrated.

• The honeycomb cellular structures have also 
been studied experimentally and numerically. The 
results show that the random oriented Voronoi 
honeycomb is more sensitive to fatigue than 
the repeated oriented honeycomb cell structure. 
The increased sensitivity arises from the stress 
distribution within the cell walls of the Voronoi 
honeycomb relative to a repeated oriented 
honeycomb cell structure.

• Very limited investigations were conducted 
considering the fatigue behaviour of the auxetic 
cellular structures. The initial researches in this 
field have shown that the auxetic foams have a 
higher energy absorption under compressive 

cyclic loading if compared to the conventional 
foams.
In the framework of the third research group 

(composites with cellular cores), the available 
experimental results are related to the aluminium 
honeycomb sandwich structures. The results showed 
that the morphology and topology (configuration) 
have significant influence on the lifetime of the treated 
structure at a constant load level.

Finally, it can be concluded that the cellular 
materials and structures show huge potential to 
become important light-weight structural materials 
of the future, with further development of additive 
manufacturing technologies, or with introduction 
of some new, more cost effective manufacturing 
techniques. However, the knowledge of the fatigue 
behaviour of such structures is relatively poor, and 
should be the subject of the further investigations. 
The latter is especially related to the auxetic cellular 
structures, which provide many opportunities for 
their wide applications due to their advanced physical 
characteristics. The auxetic cellular structures 
have also a huge potential in medical applications 
like cardiovascular expandable stents. The main 
purpose of the cardiovascular expandable stent is to 
restore patency of blood vessels, where the volume 
of the bloodstream is reduced. In the bloodstream, 
cardiovascular expandable stents are loaded with 
a cyclic load in high cycle fatigue regime. From 
that respect, the opportunity for the further research 
work could be design of a new geometry of the 
cardiovascular expandable stents made of auxetic 
cellular structures and further investigation of the 
fatigue behaviour of such structures.
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Simuliranje strukturnega hrupa pri PWM vzbujanju  
s pomočjo razširjene metode rekonstrukcije magnetnega polja  

in modalne dekompozicije
Luznar, J. – Slavič, J. – Boltežar, M.

Janez Luznar1 – Janko Slavič2,* – Miha Boltežar2

1Domel, d.o.o., Slovenija 
2Univerza v Ljubljani, Fakulteta za strojništvo, Slovenija

Cilji raziskave so:
• Predstaviti metodo hitrega izračuna hrupa pri PWM vzbujanju, ki temelji na nedavno predstavljeni razširjeni 

metodi rekonstrukcije magnetnega polja (EFRM).
• Predstavljena metoda naj omogoča učinkovit in točen izračun strukturnega hrupa pri različnih PWM 

vzbujanjih.
• Z uporabo predstavljene metode je možen izračun parametrične analize hrupa pri različnih PWM preklopnih 

frekvencah, ki vodi do 30 dB(A) razlike v celotni ravni zvočne moči.

Hitrost in navor elektronsko komutiranih motorjev krmilimo s pomočjo pulzno-širinske modulacije (PWM). 
Slednja vpliva na fazne tokove motorja, kjer se poleg osnovne, želene frekvenčne komponente, pojavijo 
tudi številni visoko-frekvenčni preklopni harmoniki. Ti se odražajo v vzbujevalnih elektromagnetnih silah, 
vibracijskem odzivu in končnemu strukturnemu hrupu. Slednji predstavlja multifizikalni problem, ki ga lahko 
simuliramo z uporabo MKE analiz za popis električne, elektromagnetne, strukturne in akustične domene. Tak 
pristop je računsko neučinkovit in zato neprimeren za parametrične analize, s katerimi bi lahko določiti ustrezno 
PWM preklopno frekvenco za zmanjšanje hrupa.

Metodologija raziskovanja omenjene problematike obsega pregled literature in numerično modeliranje. 
Numeričen model popisuje multifizikalno dogajanje elektronsko komutiranega motorja, ki vključuje naslednja 
znanstvena področja: elektroniko, elektromagnetiko, strukturno dinamiko in akustiko. Na podlagi pregleda 
literature omenjenih področij in upoštevanja zadnjih dognanj na področju numeričnega modeliranja hrupa je 
razvita in predlagana metoda hitrega simuliranja hrupa pri PWM vzbujanju.   

Predstavljena metoda hitrega simuliranja strukturnega hrupa pri PWM vzbujanju je validirana s pomočjo 
komercialnega paketa ANSYS 18.1. Glavna prednost predstavljene metode je računska učinkovitost, zaradi 
česar je omogočen izračun parametričnih analiz. Slednjo smo izvedli za 197 različnih PWM vzbujanj, ki jih s 
predstavljeno metodo izračunamo v 10 minutah, medtem ko bi z uporabo le komercialnih orodij izračun trajal 
več kot 600 dni (tj. bistveno daljši čas). S pomočjo parametrične analize smo ugotovili, da ustrezna izbira PWM 
preklopne frekvence lahko zmanjša celotno raven zvočne moči tudi do 30 dB(A).

Predstavljena metoda hitrega izračuna hrupa pri PWM vzbujanju temelji na uporabi EFRM, katera zanemarja 
križno korelacijo magnetenja d in q osi. V nadaljevanju bi lahko raziskali še detajlni vpliv te zanemaritve in 
možnosti izboljšanja.

Detajlna dinamska sklopljenost med PWM vzbujanjem in strukturnim hrupom motorja je bila nedavno 
raziskana že eksperimentalno, v tem članku pa je predstavljena še možnost numeričnega simuliranja. Najprej je 
preučen konvencionalni pristop z uporabo MKE analiz, ki je pri podobnih raziskavah pogosto uporabljen, a je 
za primer PWM vzbujanja računsko zelo zahteven in posledično neprimeren za parametrične analize. Zato smo 
razvili in validirali metodo hitrega izračuna hrupa pri različnih PWM vzbujanjih, ki temelji na uporabi razširjene 
metode rekonstrukcije magnetnega polja (EFRM) za pohitritev tranzientnih magnetnih MKE analiz. V primerjavi 
z drugimi raziskavami smo tako prvi vpeljali EFRM za reševanje vibroakustičnih problemov elektronsko 
komutiranih motorjev. Uporabljena EFRM v kombinaciji z metodo modalne dekompozicije omogoča računsko 
učinkovito simuliranje strukturnega hrupa pri PWM vzbujanju in posledično tudi numerično določitev dinamske 
sklopljenosti med elektronsko komutacijo in strukturnim hrupom.
Ključne besede: elektromagnetne sile, modalna dekompozicija, preklopna frekvenca PWM, razširjena 
metoda rekonstrukcije magnetnega polja, strukturni hrup
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Mehka hibridna metoda za rekonstrukcijo  
3D-modelov na osnovi podatkov CT/MRI

Mario Sokac1 – Djordje Vukelic1,* – Zivana Jakovljevic2 – Zeljko Santosi1 – Miodrag Hadzistevic1 – Igor Budak1

1Univerza v Novem Sadu, Fakulteta tehniških znanosti, Srbija 
2Univerza v Beogradu, Fakulteta za strojništvo, Srbija

Segmentacija neizboljšanih medicinskih posnetkov je lahko zelo težavno in zamudno opravilo. Segmentacija in 
izločanje površin zaradi nedoslednosti ali prisotnosti šuma na medicinskih posnetkih tudi ne dajeta vedno natančnih 
rezultatov. To je lahko posledica nejasnih struktur na slabo prikazanih medicinskih posnetkih ali pa prisotnosti 
homogenih obdajajočih struktur. Za natančnejšo segmentacijo je zato potrebna predobdelava in izboljšanje 
kakovosti posnetkov. V raziskavi je podan predlog hibridne metode za izboljšanje natančnosti segmentacije 
rekonstruiranih 3D-modelov iz podatkov posnetkov, pridobljenih z računalniško tomografijo/magnetno resonanco 
(CT/MRI). 

Točna segmentacija posnetkov CT/MRI ima pomembno vlogo pri točni izvedbi diagnostičnega postopka. Te 
sodobne naprave zagotavljajo podatkovne množice 3D-posnetkov, ki vsebujejo točne informacije za ustvarjanje 
modelov 3D-površin. Podan je predlog polsamodejne hibridne metode na osnovi kombinacije razporejanja v 
gruče z mehko metodo k-središč (FCM) in rasti regij (RG). Pristop uporablja FCM kot prvi korak predobdelave 
za klasifikacijo in izboljšanje posnetkov z dodeljevanjem slikovnih točk gručam, do katerih imajo največjo 
pripadnost, ter ročno izbiro karte intenzivnosti pripadnosti z najboljšim kontrastom. Temu sledi samodejna izbira 
semen za RG z novim parametrom – standardno deviacijo (STD) intenzivnosti slikovnih točk. Ta poteka na osnovi 
izbire začetnega semena v regiji z maksimalno vrednostjo STD.

Informacije, zbrane iz medicinskih posnetkov, imajo velik vpliv na pravilno diagnostično obravnavo in 
zdravljenje. Pri zajemu 2D-posnetkov se lahko izgubi nekaj informacij, ta izguba informacij pa zmanjša kakovost 
posnetka in, kar je še bolj pomembno, vpliva na točnost segmentacije in geometrijske rekonstrukcije. Preboj 
dodajalnih izdelovalnih tehnologij na področju medicine je omogočil izdelavo fizičnih anatomskih struktur, ki 
je v veliki meri odvisna od vhodnih podatkov za oblikovanje vsadkov po meri pacienta in medicinskih modelov. 
Ustrezna segmentacija posnetkov in rekonstrukcija 3D-modelov je zato ključna za njihovo uporabo na tem 
področju. Razvoj nove metode za izboljšanje posnetkov in točno segmentacijo omogoča izločanje točnejših 
informacij iz medicinskih posnetkov. 

Vrednotenje zmogljivosti predlaganih metod je bilo opravljeno na dveh podatkovnih množicah 3D-posnetkov, 
ustvarjenih po postopku računalniške tomografije s šopastim izvorom žarkov (CBCT), in na dveh podatkovnih 
množicah 3D-posnetkov MRI. Povprečne stopnje občutljivosti in točnosti za podatkovni množici CBCT 1 in 
CBCT 2 so bile 99 % in 98,4 % ter 47,2 % in 89,9 %. Povprečne stopnje občutljivosti za podatkovni množici MRI 
1 in MRI 2 so bile 99,1 % in 100 % ter 75,6 % in 99,6 %. Povprečne vrednosti koeficienta Dice in Jaccardovega 
indeksa za podatkovni množici CBCT1 in CBCT 2 so bile 95,88 in 0,88 ter 0,6 in 0,51, za podatkovni množici 
MRI 1 in MRI 2 pa 0,96 in 0,93 ter 0,81 in 0,7. S tem je bila potrjena visoka natančnost predlagane metode.

Prihodnje delo bo usmerjeno v dodatne izboljšave pri samodejnem določanju števila gruč po metodi FCM in 
tako bodo odpravljeni uporabniški posegi v tej fazi obdelave. Pripravljen bo tudi do uporabnika prijaznejši grafični 
uporabniški vmesnik za predlagano metodo, ki bo omogočil bolj interaktivno uporabo. Čeprav so bili v tej študiji 
uporabljeni samo posnetki naprav CBCT in MRI, pa s tem ni omejena uporabnost predlagane metode tudi za 
posnetke drugih slikovnih sistemov, ki bodo vključeni v prihodnje raziskave.

Novost v tem članku je razvoj nove metode za samodejno izbiro začetnih semen za RG, ki vključuje vrednost 
STD kot merilo za izbiro semen. To v kombinaciji z izboljšavami slike na osnovi FCM zaokroža celoten proces 
segmentacije podatkovnih množic 3D-posnetkov. Predlagana metoda je namenjena izboljšavi slabo vidnih struktur 
v podatkovnih množicah CBCT in MRI, s tem pa izboljšuje segmentacijo in izločanje površin. S kombiniranjem 
obeh metod se je izboljšala točnost segmentacije, kar potrjujejo tudi različni kazalniki, kot so koeficient Dice, 
Jaccardov indeks, občutljivost in točnost.
Ključne besede: razporejanje v gruče z mehko metodo k-središč, rast regij, segmentacija posnetkov, 
3D-model površine, računalniška tomografija s snopastim šopom žarkov, slikanje z magnetno resonanco
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Izbrane mikrostrukturne in mehanske lastnosti  
kovinske pene z odprto poroznostjo

Wojciech Depczyński*
Tehniška univerza Kielce, Fakulteta za mehatroniko in strojništvo, Poljska

Članek obravnava pripravo kovinskih pen z odprto poroznostjo po postopkih metalurgije prahov. Cilj preizkusov, 
ki so bili opravljeni na posebnem preizkuševališču, je bil opredelitev sposobnosti pen na osnovi Fe za absorbiranje 
energije udarcev.

Tehnologija priprave pene vključuje dodajanje oksida, ki se enostavno reducira z vodikom. Oksid pri tem 
odigra vlogo penila in zaseda prostor v strukturi. V študiji je bil uporabljen Fe (III) oksid, ki med sintranjem 
reagira z nadzorovano atmosfero. Ko se z vodikom iz disociiranega amoniaka reducira v železo, v materialu 
ostanejo praznine.

Naslednji pomembni dejavnik pri izdelavi celične strukture je prisotnost vodne pare in CO oz. CO2. Ti plini 
delujejo kot penilna sredstva: ko se sproščajo iz prostorov, ki jih zaseda sintran prah, ustvarjajo odprte povezane 
celice.

Kot kovinski prekurzorji so bili uporabljeni prahovi, ki so prosto dostopni na trgu. Izbrane so bile štiri zmesi 
z oznakami ASC100.29, ASC100.29 + C, DISTALOY SE in DISTALOY SE + C. Vsem sta bila dodana baker 
kot katalizator za difuzijo in Fe (III) oksid, ki deluje kot penilno sredstvo in zaseda prostor. Vse sestavine zmesi 
so bile v obliki prahov. Zmesi prahov niso bile stisnjene in na zrna je vplivala samo sila težnosti. Preizkušanci so 
bili po sintranju preneseni v hladilno komoro. Visoka temperatura in prisotnost vodika sta prispevali k redukciji 
železovega (III) oksida, v trdni strukturi pa so se oblikovali prazni prostori. 

Določitev povprečne velikosti por zaradi njihove naključne porazdelitve ni preprosta naloga. Premer por, ki 
je znašal približno 100 µm, je bil določen na osnovi meritev OM s programsko opremo Nikon NIS-Element AR. 
Pri ocenjevanju velikosti por je bilo uporabljeno Cavalieri-Hacquertovo načelo. Poroznost penastih materialov 
je bila določena z optično mikroskopijo, za ASC, ASC + C, SE in SE + C pa je znašala 67,9, 77,8, 75,7 in 80,3. 
Analiza gibanja udarnega kladiva z maso 2,3 kg je bila opravljena s programsko opremo TEMA Motion. Na osnovi 
podatkov programske opreme TEMA Motion je bil določen pojemek kladiva, ki je znašal približno 8000 m/s2 oz. 
800 G. Hitrost v trenutku udarca je bila 11 m/s, udarec je trajal približno 25,5 ms in kinetična energija udarca je 
bila 139,15 J. Vsak preizkušanec je absorbiral drugačno količino kinetične energije udarca, odvisno od lastnosti 
pene. 

Primerjava rezultatov udarnega preizkusa je težavna, ker ne obstajajo standardi za meritve absorpcije 
energije in interpretacijo rezultatov na področju pen z odprto in zaprto poroznostjo ter sintaktičnih pen. Lažja 
je primerjava rezultatov statičnih preizkusov, kot so npr. preizkusi kvazistatičnega stiskanja. Opisani rezultati 
dinamičnih preizkusov so bili pridobljeni pri razmeroma majhni energiji udarcev (pod 140 J), ki izhaja iz zasnove 
preizkuševališča. 

Obravnavani materiali so bili izdelani z nekonvencionalno tehniko sintranja in imajo edinstvene lastnosti. 
Pomemben korak procesa priprave je redukcija Fe (III) oksida, ki deluje kot penilo in zaseda prostor. Analizirane 
so bile štiri zmesi prahov: ASC100.29, ASC100.29 + C, DISTALOY SE in DISTALOY SE + C. Preizkusi so bili 
opravljeni na posebnem preizkuševališču in ugotovljeno je bilo, da imajo kovinske pene na osnovi Fe zaradi velike 
poroznosti visoko sposobnost absorpcije udarcev. Relacije med lastnostma bodo podrobneje preučene v prihodnjih 
raziskavah. Pene na osnovi Fe z odprto poroznostjo, izdelane na predstavljeni način, bodo uporabne v aplikacijah 
kot so lahke konstrukcije, sistemi za disipacijo in absorpcijo energije, katalizatorji in prenosniki toplote.
Ključne besede: kovinske pene z odprto poroznostjo, pene na osnovi Fe, redukcija kovinskih oksidov, 
tehnika zasedanja prostora, disipacija energije
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Eksperimentalna analiza turbulentnega konvektivnega prenosa 
toplote in tlačnega padca v kolobarjih  

z nenewtonskim nanofluidom z nanoporoznim grafenom
Ghanbari, S. – Javaherdeh, K.

Shahin Ghanbari – Kourosh Javaherdeh*

Univerza v Gilanu, Fakulteta za strojništvo, Iran

Predmet raziskovalne naloge je bila preiskava možnosti za izboljšanje koeficienta turbulentne konvektivne toplotne 
prenosnosti in tlačnega padca nenewtonskega nanofluida z nanoporoznim grafenom v območju razvoja toka v 
cevi kolobarjastega prereza. Nanofluid je bil pripravljen z različnimi koncentracijami nanoporoznega grafena 0,05 
ut. %, 0,1 ut. % in 0,2 ut. % v vodni raztopini karboksimetil celuloze (CMC). 

Ovrednotene so bile vse termofizikalne in reološke lastnosti in za vse vzorce je bilo ugotovljeno 
psevdoplastično reološko obnašanje. 

Iz rezultatov sledi sklep, da je z dodatkom 0,2 ut. % nanoporoznega grafena v osnovni fluid mogoče izboljšati 
toplotno prevodnost in toplotno prestopnost za 12,4 oz. 39,4 %. Trend izboljšanja je pri koncentracijah pod 0,1 ut. % 
skoraj linearen, nato pa stopnja izboljšanja znatno upade. Rezultati so poleg tega pokazali, da se pri uporabi 0,05 
in 0,1 ut. % nanoporoznega grafena faktor toplotne učinkovitosti (TPF) poveča za 8,7 oz. 16,7 %, s podvojitvijo 
koncentracije nanodelcev z 0,1 na 0,2 ut. % pa vrednosti TPF ni bilo mogoče izboljšati. Ob upoštevanju tlačnega 
padca se je toplotna prestopnost celo zmanjšala za 2,5 %. 

S povečanjem Reynoldsovega števila se je toplotna prestopnost pri vseh vzorcih povečala. Kot robni pogoj 
je bil uporabljen konstanten toplotni tok na notranji steni z izolirano zunanjo steno. Nanofluidi so bili pripravljeni 
z dispergiranjem različnih koncentracij nanoporoznega grafena v vodni raztopini CMC. Nanofluidi, pripravljeni 
v štiriurnem postopku ultrazvočne obdelave z 0,2 ut. % CMC v vlogi surfaktanta, izkazujejo dobro stabilnost. Z 
dodatkom 0,05 ut. %, 0,1 ut. % in 0,2 ut. % nanoporoznega grafena v osnovno raztopino se je toplotna prestopnost 
povečala za 16,1 %, 30,3 % oz. 39,4 %. Vrednost toplotne prestopnosti se do koncentracije 0,1 ut. % povečuje 
praktično linearno, nato pa stopnja izboljšanja upade. Upad stopnje izboljšanja toplotne prestopnosti pri višjih 
koncentracijah ter vplivi nasičenja, sedimentacije in povečanja tlačnega padca v nenewtonski tekočini privedejo 
do tega, da podvojitev koncentracije z 0,1 ut. % na 0,2 ut. % toplotne učinkovitosti ne izboljša, ampak jo celo 
zmanjša za 2,5 %. 

Kljub temu, da je toplotna prestopnost nanofluida z 0,2 ut. % nanodelcev pri danem Reynoldsovem številu v 
povprečju za 9,1 % večja kot pri vzorcu z 0,1 ut. % nanodelcev, so meritve v cevi kolobarjastega prereza pokazale, 
da ima ob upoštevanju tlačnega padca in rabe energije zaradi optimalne vsebnosti nanoporoznega grafena prednost 
nanofluid z 0,1 ut. % nanodelcev. 
Ključne besede: nanoporozni grafen, nanofluid, cev kolobarjastega prereza, faktor toplotne učinkovitosti, 
tlačni padec
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Dvonivojsko vodenje sklopke mehanskega samodejnega 
menjalnika med speljevanjem gospodarskega vozila

Song, M. – Wang, H. – Liu, H. – Peng, P. – Wang, X. – Pi, D. – Yang, C. – He, G.
Min Song1 – Hongliang Wang1,* – Haiou Liu2 – Pai Peng1 –  

Xianhui Wang1 – Dawei Pi1 – Chen Yang1 – Gang He1

1Znanstveno-tehniška univerza v Nanjingu, Oddelek za strojništvo, Kitajska 
2Šola za strojništvo in avtomobilsko tehniko, Inštitut za tehnologijo v Pekingu, Kitajska

Regulacija vklapljanja sklopke mehanskega samodejnega menjalnika med speljevanjem vozila pomembno 
vpliva na varnost, udobje, življenjsko dobo, rabo energije in emisije. Vse obstoječe strategije vodenja uporabljajo 
enonivojsko regulacijo, ki pa vodi do slabe prilagodljivosti na temperaturne spremembe. V članku je predstavljena 
dvonivojska strategija vodenja za izboljšanje zmogljivosti speljevanja vozila na podlagi samodejnega aktuatorja. 
Preučene so lastnosti krmilnika vrtilne frekvence dizelskega motorja in podan je opis načela delovanja in modela 
samodejnega aktuatorja. Zasnovana in opravljena je bila simulacija speljevanja vozila. Dvonivojska strategija 
vodenja je bila končno preverjena še na eksperimentalnem vozilu. Rezultati eksperimentov in simulacije kažejo, 
da dvonivojska strategija vodenja omogoča krajši čas speljevanja, manj sunkov in manjše torno delo, s čimer 
je bila dokazana uspešnost in uporabnost te strategije. Zasnovana je bila dvonivojska strategija vodenja na 
osnovi samodejnega aktuatorja sklopke in regulatorja. Temperaturne spremembe vplivajo na vklapljanje sklopke 
med procesom zagona vozila. Rezultati primerjave potrjujejo prednosti predstavljenega pristopa z vidika časa 
speljevanja, sunkov in tornega dela. Eksperimenti s pravim vozilom so še dodatno potrdili predlagano strategijo 
vodenja.

V članku je predstavljena zasnova dvonivojske strategije vodenja za izboljšanje zmogljivosti speljevanja 
vozila na podlagi samodejnega aktuatorja sklopke. Dejanska hitrost vklapljanja sklopke vedno odstopa od želene 
hitrosti zaradi okoljskih dejavnikov, kot so temperaturne spremembe.

Rezultati simulacij in eksperimentov so pokazali, da je z uporabo dvonivojske strategije vodenja mogoče 
zmanjšati vpliv temperaturnih sprememb na zmogljivost speljevanja. 

Rezultati simulacij in eksperimentov kažejo tudi na izboljšavo zmogljivosti speljevanja pri dvonivojski 
strategiji vodenja v primerjavi z enonivojsko strategijo.

Možna smer prihodnjega dela bo razvoj samoučeče regulacije z nevronskimi mrežami za izboljšanje 
dvonivojske strategije vodenja. Za dodatno izboljšanje zmogljivosti speljevanja vozila bi bilo mogoče upoštevati 
tudi spremembe obrabe in temperature tornih oblog lamel sklopke.
Ključne besede: mehanski samodejni menjalnik, postopek speljevanja, regulacija vklapljanja sklopke, 
dvonivojsko vodenje
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Utrujanje celičnih struktur - pregled

Branko Nečemer* – Matej Vesenjak – Srečko Glodež
Univerza v Mariboru, Fakulteta za strojništvo, Slovenija

Celične strukture se zaradi ugodne kombinacije mehanskih in fizikalnih lastnosti vse pogosteje uporabljajo 
v sodobni inženirski praksi. V zgodnji fazi raziskav so bili najprej preučevani naravni celični materiali, kot so 
les, kosti, satovje čebeljih panjev ipd., ki so po svoji zasnovi porozni, kar je vzpodbudilo zanimanje številnih 
raziskovalcev po celotnem svetu. V samem začetku raziskovanja celičnih materialov je bilo razvitih veliko 
različnih vrst celičnih struktur, ki jih lahko v grobem delimo na odprte in zaprte celične strukture, ter glede na 
razporeditev por/celic na urejene in neurejene celične strukture. Med celične strukture spadajo tudi avksetične 
celične strukture, katerih glavna posebnost je negativno Poissonovo razmerje. Slednje je posledica rotiranja 
medceličnih povezav, ko se zaradi delovanja zunanje obremenitve spremeni volumen obravnavane strukture. Do 
sedaj so bile izvedene številne študije mehanske karakterizacije ter nekaj študij z vidika utrujanja celičnih struktur. 
Zaradi lažjega pregleda področja z vidika utrujanja celičnih struktur je bil izdelan pregledni članek, v katerem so 
zbrane številne študije na temo utrujanja celičnih struktur. Pregled je osredotočen na nekatere tipične in pogosto 
uporabljene celične strukture, ki so razdeljene v tri glavne skupine: (1) predhodno načrtovane celične strukture, 
(2) nepravilne celične strukture in (3) kompoziti s celičnimi jedri. Za vsako skupino je predstavljena trenutna 
proizvodna tehnika za izdelavo določene celične strukture, ki pripada tej skupini. Poleg tega je za analizirane 
celične strukture razloženo stanje tehnike utrujanja. Za prvo skupino (predhodno načrtovane celične strukture) so 
eksperimentalne raziskave pokazale, da oblika osnovne celice kot tudi proizvodna tehnologija le-te pomembno 
vplivata na mehanske lastnosti in utrujanje obravnavanih celičnih struktur. V okviru druge skupine so analizirane 
zaprte in odprte celične pene, lotus celične strukture, celične strukture satovja in avksetične celične strukture. Na 
podlagi številnih raziskav so bili sprejeti naslednji sklepi: 
• razpoložljive informacije z vidika utrujanja zaprtih in odprtih celičnih pen so zelo omejene. Hitrost rasti 

utrujenostne razpoke je zelo odvisna od oblike celice in mikrostrukture osnovnega materiala, iz katerega so 
izdelane pene. 

• Eksperimentalne in numerične raziskave utrujanja lotus poroznih materialov so pokazale, da je trajna 
dinamična trdnost v smeri vzporedno z vzdolžno osjo por višja od trajne dinamične trdnosti v pravokotni 
smeri. Poleg tega porazdelitev por pomembno vpliva na mehansko obnašanje z vidika utrujanja. Utrujenostne 
razpoke se najprej pojavijo v okolici velikih por in se nato širijo med porami v smeri največjih napetosti. 

• Eksperimentalni in numerični rezultati celičnih struktur satovja kažejo, da je naključno usmerjeno satovje bolj 
občutljivo na ciklično obremenitev v primerjavi z urejeno strukturo satovja. Povečana občutljivost izhaja iz 
porazdelitve napetosti v celičnih stenah satovja. 

• Na področju utrujanja avksetičnih celičnih struktur so bile izvedene zelo omejene preiskave. Začetne raziskave 
na tem področju so pokazale, da imajo avksetične pene višjo absorpcijo energije pri tlačni ciklični obremenitvi 
v primerjavi s konvencionalnimi penami. 
V okviru tretje skupine (kompoziti s celičnimi jedri) so razpoložljivi eksperimentalni rezultati povezani s 

sendvič strukturami, katerih jedro predstavlja celično satovje. Rezultati so pokazali, da morfologija in topologija 
pomembno vplivata na življenjsko dobo sendvič strukture pri konstantni obremenitvi.

Na podlagi ugotovitev v tem pregledu lahko sklepamo, da celične strukture kažejo velik potencial, da 
postanejo pomembni konstrukcijski materiali prihodnosti z nadaljnjim razvojem aditivnih proizvodnih tehnologij 
ali z uvedbo nekaterih novih, stroškovno ugodnejših proizvodnih tehnologij. Poznavanje obnašanja takih struktur 
z vidika utrujanja je relativno slabo in bi moralo biti predmet nadaljnjih raziskav. Slednje je še posebej povezano z 
avksetičnimi celičnimi strukturami, ki zaradi svojih naprednih fizikalnih lastnosti zagotavljajo veliko možnosti za 
njihovo široko uporabo. Avksetične celične strukture imajo tudi velik potencial v medicinskih aplikacijah, kot so 
srčno-žilne opornice. S tega vidika bi lahko bila priložnost za nadaljnje raziskovalno delo zasnova nove geometrije 
kardiovaskularnih razširitvenih opornic, izdelanih iz avksetičnih celičnih struktur in nadaljnje preiskave utrujenosti 
teh struktur.
Ključne besede: celične strukture, avksetične celične strukture, odprte in zaprte celične pene, utrujanje, 
dinamična trdnost, rast razpoke
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