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ABSTRACT - The real tirne simulation for hardvare or man In the loop 
testlng presents the cost effectlve way for design, development, 
modlflcation and testlng of a complex and sophlstlcated vreapons and 
Industrlal systeins. Thls simulation technology Is a constant challenges for 
most powerful computer syBtems. Therefore one short chronologlcal reviev of 
Computer archltecture for tlme orltlcal real tirne simulation Is glven. For 
such klnd of appllcation one homogenous slngle bus tlghtly coupled 
multiprocessor system based on 8086/8087 slngle board computers has been 
deslgned. Furthermore, thls article presents one concept for parallelization 
of mathematical models glven by ordlnary dlfferentlal equatlons In real tlme 
envlronment. Simulator design for one splnnlng mlssUe system, accordlng to 
the accepted procedure, Ulustrate the abllltles of reallzed multiprocessor 
simulator 5ystem, 

SAŽETAK - Simulacije u realnom vremenu za testiranje realnog hjirdvera 
H i operatora u zatvorenoj petljl, predstavljaju eflkasaui put za 
projektiranje, razvoj, modiflkaclju 1 testiranje kompleksnih sofIstlciranlh 
vojnih i industrijskih sistema. Ovakva slmulaclona tehnologija predstavlja 
stalan izazov za najsnaJnlJe raCunarske sisteme. Iz tog razloga dan Je Jedan 
kratak kronološki pregled raCunarsklh arhitektura za vremenski kritlCne 
simulacije u realnom vremenu. Za takvu vrstu prirejena, u okviru ovog rada, 
realiziran Je Jedan homogeni, čvrsto spregnuti multlprocesorski sistem s 
Jednora sabirnlcon i nizom procesorskih ploCa bsiziranih na procesorima 
8086/8087. Pored toga, izveden Je i prikazan Jedan koncept za parale11zac1Ju 
matematleklh modela zadanih obiCnim diferencijalnlm Jednadžbama. 
Projektiranjem slmulatora, prema usvojenoj proceduri za Jednu rotirajuču 
raketu, prikazane su mogučnostl reallziranog multlprocesorskog slmulatora. 

1. IHTRODOCTIOH 

The Increaslng complexity and sophlstlcation of 
Dodern process control and weapon sy5tems has 
established a category of real-tlme simulation vhich 
ušes harduare components integrated in the process of 
simulation. Thls klnd of simulation, so-called 
hardware-ln-the-loop (HIL) simulation technology, has 
proved to be a very cost effectlve method in design, 
development, modlflcation, and testlng of coraplex 
ueapons and industrlal systems [1,2,3,4]. In HIL 
simulations, for exanple, adequate. computer equlpment 
can be used to simulate the aerodynajnics and fllght 
equatlons of the mlssile, uhlle the real hardvrare 
subsystem such as RF sensors, IR sensors, fin 
actuators, autopilots, guidance and homlng on board 
computers can be embedded and used for design and 
testlng of a closed-loop system. In thls čase, HIL 
simulation provides a reproduction of what the real 
hardware subsystem (mlsslIe seeker) really processes in 
real envlronment, on the basls of simulation of the 

mlssile aerodyn8imics, fllght equatlons and targets 
movement slraulated by sultable pseudo-target generator. 
In a thls way it is possible to perform nondestructlve 
testlng, verlflcation and valldatlon of aotual mlssile 
or process control subsystem in near reallstlc 
envlronments. Thls prefllght check and slmllar 
Industrlal testlng in the early phase of design and 
development provides effectlve way to analyze the 
overall performemce capablllty of the closed loop 
system and to predlct a performance at mlnlmal cost. 

2. COMPUTER ARCHITECTURE FOR TIME CRITICAL 
REAL TIME SIMULATIONS 

Hardware-in-the-loop and man-in-the-loop 
simulations, which require tlme critlcal real-tlrae 
simulations have proved to be constant challenges for 
the most poverful computer systems. Demands for more 
Eind more fidellty and accurate simulation of dynamlc 
system chzu-acterlzed by ordlnary dlfferentlal 



equatlons, signlflcEmtly increase demands for 

additional speed and povier from slnulation computers. 

These demsinds have Increased at the rate at least as 

fast as the rate of development and Improvement In 

Computer technology. Thus, today, avallable slmulatlon 

capabilitles have the same relatlonshlp to the 

requlrements as 10 years ago [3]. Furthermore the speed 

requlrements of the more challenglng slmulatlon 

appllcatlons, very frequently exceed the capabilitles 

of even the most powerful malnframe computers. Durlng 

the 1960's hardware-ln-the-loop slmulatlon of tirne 

crltlcal processes depended on analog computers, such 

as EAI 231, EAI 781. In analog computers parallel 

operatlons of many computlng elements provlde very hlgh 

speed of processlng vhlch Is the most slgniflcant for 

tlme crltlcal real-tlme slmulatlon. Programmlng of 

these processors was a mernual process uslng the patch 

boards and flxed polnt scaled equatlons. In early 

1970's hardware-ln-the-loop slmulatlons has 

predomlnajitly shlfted to hybrld computatlons l.e. 

comblnatlon of analog and digital hardvrare, such as EAI 

PACER 100, to provlde the requlred computatlonal 

capabilitles. In the mlddle of 1970's wlth the advent 

of fast malnframe digital computers the emphasls In 

appUcatlon is based excluslvely on digital hardware. 

But at that tlme the speed requlrements of more 

challenglng slmulatlons frequently exceeded the 

capabilitles of even the most powerful malnframe 

Computer such as IBM 360, CDC 7600, Unlvac 1108 and so 

on. Today, currently avallable malnframe supercoraputers 

such as CRAY-1, CRAY X-MP-1, CRAY X-MP-2, IBH 

3090/VF-200. NEC SX-1E, NEC SX-2, CDC CVBER 205, Amdahl 

1200, Hitachi S-810/20 and so on, in maJorlty of cases 

provlde necessary computatlonal power, but very often 

doesn*t provlde the cost effectlve approaches for such 

appllcatlons. Therefore in the late 1970's the trend in 

archltecture of a digital computer system for tlme 

crltlcal real-tlme slmulatlons was tovrard the more 

speclallzed archltectures. The flrst of these devlces 

was perlpheral array processor AD-10 (1979) 

manufactured by Applied Dynajiilcs Inc. It was 

slmulatlon-orlented perlpheral processor Intended 

prlmarlly for the slmulatlon of systems of ordlnary 

dlfferentlal equatlons. Performances of this system are 

glven in Table 1. They are related to estlmatlon of 

computer power necessary for development of hellcopter 

simulator. 

Impresslve speed of the machlne when applled to 

ordlnary dlfferentlal equatlons results from Its 

advanced technology whlch provldes very hlgh processlng 

speeds and by the extensive plpelinlng and parallelllng 

and from speclallzed computlng and memory unlts 

sultable for solvlng nonllnear ODE-s [7]. New verslon 

of this system AD-100, which is chzu-acterlzed by 

signlficEint Improvement in performajice (Table 2) has 

appeared on the market in 1984. 

TABLE 1 

TABLE 2 

HELICOPTER SIMULATORS [51 

computer Eind achleved frame tiraes 

CYBER 17S 45 ms FPS AP-120B 4.5 ms 

CDC 7600 15 ms AD-10 0.8 ms 

MODEL OF A WHIRLING FLEXIBLE BEAM [6] 

computer and AD-100 advantage 

ADI AD-100 1.00 IBM 3033 7.45 

CRAY 1-S 3.35 FPS 164 17.95 

IBM 3081 5.40 HEP H-lOOO 36.65 

But very often hardvrare-In-the-loop real-tlme 

slmulatlon requlres simulator systems that are more 

cost effectlve and portable. The flrst cost effectlve 

way for attalnlng analog computer speed leads to 

parallel operation of multlple digital microprocessors. 

Hovrever, the price/performance ratlo of 

multlmicroprocessor system was very attractlve and 

therefore a number of attempts to Interconnect 

relatlvely lnexf>enslve general-purpose microcomputers 

have been made over the past years for deslgnlng a 

complex simulator systems. Wlth the IncreEislng 

avallabllity of very fast and very economlcal single 

board computers, it becoraes feasible to design the 

constructlon of netvork of microprocessors vhlch will 

form special-purpose simulator. This approach uas very 

attractlve and more favorable In speed/cost ratlos In 

relatlon to other solutlon. Therefore a number of 

microprocessor netvorks were developed for real-tlme 

slmulatlon throughout 1980. The real-tlme 

multlprocessor simulator (RTMPS) project at the NASA 

Lev/ls Research Center for the slmulatlon of Jet engines 

(1984) vas one of the flrst and most slgniflcant [8). 

The recent Introduction of poverful multlprocessor 

systems by a large number of vendors (1985-1987), such 

as Ametek Computer Research Dlvislon, Alllant, BBN 

Advanced Computers, Elxsl, Encore Computer, Flexible 

Computer, Intel Sclentlflc Computers, Ncube, Thlnklng 

Machines and so on, has Increased the Interest of 

engineers and sclentists in this approach to hlgh speed 

real-tlme sclentlflc computatlons. But It is necessary 

to malntaln that this approach Is not cost effectlve 

and qulte attractlve for the maJorlty of customers and 

simulator vendors. Today, very cost effectlve approach 

to parallel digital real-tlme slmulatlorf is based also 

on the network of transputers 19,10]. The T800 

Transputer contalns a 10 MIPS 32-blt processor, on chlp 

RAM, tlmer and I/O Interfaces vihlch are based on serlal 

communlcation chemnels. T800 have four links per chlp 

and they use a clock rate of 20 MHz on the serlal link, 

so that the communlcation channel betveen two 

Transputers requlres only the connectlon of two wlres 

for the link. Two T800 Trsmsputers wlth floatlng polnt 

hEJ-dvrare wlth a speed of 1-2 MFLOPS, In the slmulatlon 

of 2-nd order system by the RK 4 Integrators Is 



approxImately tuelve tlmes faster than the Intel 

80386/80287 and slx tlmes faster than the Motorola 

68020/68881 [101. Further evolutlon of transputer 

netvorks by Inmos Inc. and Micro Way provides abllltles 

to design sind build arbitrarlly large parallel 

processing machlnes. The 32-tr8msputer arr&y has been 

used in simulator design for modelllng the flow through 

a jet engine's turblne-bleule cascade by the Rolls-Royce 

at Derby [11]. Thls model has requlred ten mlnutes to 

run on a 32-trsinsputer array and tvro mlnutes on a Cray 

XMP-48. Slnce the Cray cost over 125 tlnes as much as 

32-transputep array, the prlce perforraanoe ratlo is 

25: 1 In favor of the transputer netvjork. 

But parallel operation and parallellsm doesn't 

guarantee performEince, and may. In fact, limit It. 

Example for this Is successful replacement of 

64-processor system Illlac IV wlth higher performance 

serial processor Cray I. The number of processors, 

interprocessor Communications, memory organlzatlon and 

numerous other factors Interact to.limit or to enhamce 

processor performance. The effective utlllzatlon of a 

netvrork of processing elements or mlcrocomputers poses 

dlfflcult schedullng and allocation problems. Thls 

means that the major dlfflculty In uslng parallel 

processor Is the effective softvare support, so that 

the total performeince Improveraent In relation to the 

serial processing Is dependent In the same tirne on the 

numerical procedures vhich are used l.e. technlques of 

dlscretlzatlon, techniques for decomposltlon and then, 

on the power of hardvrare for simulatlon. 

3. ARCHITECTURE OF THE REAL-TIME 

MPS-AMS KULTIPROCESSOR SIMULATOR 

The real-tlme Multlprocessor Simulator - MPS 

orgeuilzed on a shared single bus -AMS, shared dual-port 

memorles l.e. on tlghtly coupled multlprocessor 

topologles [12] is shown in Figure 1. Modular design of 

thls system provides a number of beneflts whloh are 

related wlth Its flexlblllty In modlfIcatlon, 

reconfigurratlon and maintenance [131. Four Siemens 

8086/87 based single board computers (SBC) AMS-M6-A8 

are used to reallze simulator heirdvare on prlnciples of 

master/slave relatlonshlp. SBC s boards are connected 

through the 16-blts data bus AMS-M (European 

reallzation of the IEEE 796 Multlbus I) whlch supports 

the real-tlme processing features. Access to the analog 

I/O world has been provided by the 16/32 channels 

emalog to digltal Input board 12-blts AMS-230-A1, and 

by the four digltal to analog channels 12 blts, 

reallzed on AMS-M596 standard bus Interface boetrd. Such 

system is characterized by low functlonal complexity, 

physical compactness, and relatively low-cost. 

Commun Icatlon eimong the processors Is performed vi a 

message passing In "mallboxes" that reslde in 

dlstrlbuted dual port memory. Access to thls memory 

occurs Via a single tirne shared bus. 

In the phase of the configuratlon of real-tlme 

multlprocessor simulator, development of the simulatlon 

real-tlme softvare requlres selectlon of the modules, 

thelr edltlng, complllng and linking on the host PC XT 

system. The followlng step In the procedure Is related 

to the assembling modules according to the block 

diagram of slmulated process or .system and their 

testing, evaluation and validation. After that the 

tested modules are dovmloaded onto the master processor 

board and finally, created modules are mapped from the 

msister boards to the slaves boards of MPS according to 

the accepted decomposltlon scheraes [14]. 

Furthermore the host systera provides the overall 

control of the simulatlon actlvlties through the 

sultable graphic language. Wlth addltlonal multluser 

mlcroprocessor development system Tektronix 8560 l.e. 

through different integration statlon Tektronlx 8540, 

thls systera enables efficlent development of custom 

design hardvare and softvare modules [IS]. Two 

processors, host and master, comraunlcate uslng 

Interrupt system vla a PC bus wlndow, through the high 

speed SMP - PC interbus SHP-E570-A1. Thls technlque is 

selected as the fastest avallable cominunlcatlon betvreen 

the two processors, whlch allovre one system to access 

the address on a companlon system's bus as through the 

address on its own bus. To prevent confllcts In sendlng 

and recelvlng data between PC-XT and AMS system through 

PC memory, the synchronlzatlon mechanism ušes the flag 

test-Euid-set procedure (semaphore) [161. 
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Figure 1. Multlprocessor archltecture for 
H8irdware-ln-the-loop testing 

AMS-M bus protocol deflnes master-slave 

communicatlon and multlprocessor arbltratlon whlch Is 

strongly problem dependent. A real-tlme monltorlng 

SMF-M bus Is 8/16 blts data bus archltecture wlth Its 

own bus interface on SBC board but wlthout 

multlprocessor zu-bltration. The local bus on the AMS 



boards connects the processors to ali on board 

Input/output devlces (24 llnes PIO 8255. RS 232 SIO 

8251), local ineraory (EPROM 2764, SRAM 6116) and 

communlcatlon inemory (dual port memory SRAM 6116), as 

shovm In Figure 2. Thls bus permlts Independent 

executlon of onboeu-d eu:tlvltles. 
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Figure 2. Slngle board computer AMS-MB-A8 

A b2u:kplane provldes the physlcal connectlons of 

AMS-M and SMP-M bus slgnals and prlorlty resolver llnes 

to set the prlorltles. Each board has a flxed prlorlty 

whlch can be changed through Jumpers on the backplane. 
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Figure 3. Multlprocessor memory organizatlon 

In thls tlghtly coupled multlprocessor 

confIguratlon, the processors communlcate over the 

parallel bus, AMS-M, through a common l.e. shared 

iiieniory. Cenerally speaklng the common memory can be 

concentrated or dlstributed. In the accepted 

confIguratlon, common memory Is partltloned on each 

processor board as dual-port nemory (DPM) to reduce bus 

occupatlon. Addltlonally, eEu:h processor board has a 

local ineiDory vhlch Is especlally Interestlng In loosely 

coupled decomposltlon algorlthm vhlch frequently use 

only local memory emd seldom common memory. 

Furthermore, at the same tlme, thls type of memory 

organizatlon allows parallel access to shared memory 

ulthout uslng the AMS-M real-tlme bus through the local 

bus. In addresslng DPM ali read accesses are local and 

do not use common bus. A H vrlte accesses use two 

dlfferent addresses. Onboard addresses are used to 

address Its local memory and local dual-port RAM. 

Addresslng DPM on the other boeirds are provlded through 

AMS bus controller in memory space OxO0O-0xFFF 

dependlng on the selected boards. The menory 

organizatlon of thls sy8tem Is shovm In Figure 3. To 

access the shared oemory. It is necessary to galn the 

AHS-M bus, whlch then is locked-on through stcmdard 

protocol. 

The most important aspect of the bus 

Interconnectlon topology used In thls MPS is the bus 

arbltratlon technlque. The prlorlty level Is determined 

by user through vrapping technlc on backplane 

accordlng to the Figure 4. 
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Each SBC has two arbltratlon llnes, bus request 

(BREQ) and bus prlority in (BRPN), whlch are used to 

galn access to the AMS bus. BREQ line comes from a SBC 

to prlorlty resolver and indlcates a reguest for 

control of the AHS bus. BPBN signal comes from priorlty 

resolver to a SBC and indlcates that the processor may 

go ahead and use the bus slnce there Is no other hlgher 

priorlty request for the AMS bus. 
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Figure 5. Interrupt system of MPS-AMS 



To optlmlze the Communications efflclency and to 

provide real-tlme processlng of the real-time clock 

request, MPS system Is predomlnately Interrupt driven. 

The Interprocessor communlcatlon beglns by passlng an 

Interrupt request signal from one processor to euiother. 

The prlorlty assignnient in the interrupt system is 

problem dependent and is shown in Figure 5. for one 

typlcal closed loop gulded missile systea. 

The Interconnectlon strategy Is adapted to this 

structure, so that request fop each processor Is 

vrapped to the corresponding interrupt level. 

AMS system bus ušes the non-bus-vectored mode for 

interrupts, When BJI Interrupt request line is actlvated 

the interrupt controller generates an Interrupt vector 

address and transfers it to the processor over the 

local bus [17]. 

4. ONE C»NCEPT FOR PARALLELIZATION OF 

MATHEMATICAL MODELS GIVEN BY ODEs 

IN DIGITAL REAL TIME SIHULATION 

4.0. Real tirne simulation in 

Dultlprocessor envlroncient 

The abllltles of parallel real t Ime simulation 

predomlnantly depend on the , pierformance eind 

orchitecture of parallel multiprocessor system, types 

of Interactlon between parallel processors, on the 

problem under conslderatlon l.e. its inherent level of 

parallelIsm, on numerlcal methods for numerlcal 

integration, strategy of task allocatlon and flnally 

the cooperation t)etween parallel au^chltecture and 

parallel discrete tlme model of a original contlnuous 

system. But it is imfjortant to note that the main 

contribution to the improvement of efflclency in 

multiprocessor real tirne simulation depends on 

decomposition of model, on a process of dlscretizatlon 

and on mapping of glven problem onto parallel 

multiprocessor archlteoture. Thls process usually 

Involves several phases that start wlth decomposition 

of mathematlcal model glven by algebraic equatlons 

(AEs) and ordlnary dlfferentlal equatlons (ODEs) or by 

partlal dlfferentlal equations (PDEs). Slnce these 

equatlons are deflned over contlnuous time domaln in 

the second step some klnd of dlscretizatlon or 

numerlcal approximations must be employed in order to 

enable dlgltal Implementation. Flnally, it Is necessEU-y 

to perform suitable partitloning of derlved discrete 

time model onto multiprocessor envlronment. Mapping of 

decomposed and dlscretlzed model onto parallel 

architectures can be performed In a dlfferent way. 

In dynamlc load balanclng, discrete tlme models 

are allocated to mlcroprocessors at run tlme. Discrete 

models automatlcally migrate from heavlly loaded 

mlcroprocessor to lightly loaded ones. By attainlng a 

well-balanced load, better processor utillzatlon CEUI be 

achleved and thus hlgher performajice of complete 

system. 

In a static load balanclng method, models are 

allocated to mlcroprocessors after compile tlrae l.e. 

before start up run time. Such static techniques 

requlre fairly acourate predictlons of the resource 

utillzatlon for each model. 

For programs wlth unpredlctable run-time resource 

utillzatlon, dynamic load balanclng Is more desirable 

because it allovs the system to continuously tidapt to 

rapldly changlng run tlme conditlons. As a populau-

measure of load balanclng it is posslble to use CPU 

time utillzatlon, comrnunication tlme, the nujnber of 

concurrent mlcroprocessors In actlve operatlon, the 

number of concurrent models etc.. 

In real tlme simulation correct predlction of the 

computatlonal requlrements and resource demands for 

each softvrare module l.e. for each program must be 

known in advance to enable real time implementation. 

Thls estimatlon can be derlved after the process of 

dlscretizatlon. On the basis of thls Information, 

algorithm for task allocatlon provldes veli load 

balance and real tlme executlon. Therefore the concept 

of static load balruicing in the real time simulation Is 

a natural one. In simulator design, vhat is primary 

interest of our research, the objective functlon must 

provide real tlme simulation of related problem wlth 

deslred accuracy and with minimal number of 

mlcroprocessors. The system.whlch enables developments 

of the simulator in thls way can be consldered as 

development system for simulator design and 

reallzation. The accepted objective functlon is natural 

in designing cuid reallzation of dlgltal simulator for 

operators tralnlng or hardware In the loop testIng. 

Real tlme simulator descrlbed in thls article 

hosted on IBM PC/AT has been realized in order to 

provide the user wlth such abllltles and furthermore to 

allow generation of real time nachlne code for target 

processor based on Intel mlcroprocessor 808B and 

eirithmetic coprooessor 8087. Through attached 

perlpheral horaogenous tlghtly coupled multiprocessor 

system based on single board computers, such simulator 

system provldes user wlth dlfferent experimental 

abllltles in operator tralnlng or control system design 

and test Ing. The softviare support of such simulator 

development system provldes the abllltles of extensive 

non real tlme simulation which leads to such 

decomposition technigue, numerlcal integration and task 

allocatlon strategy which guarantees the minimal number 

of parallel processlng unlts l.e. • minimal hardware 

complexity necessary for reallzation of a dlfferent 

klnd of simulator system. Thls harduare complexlty 

strongly depends on deslred level of accuracy in 

process of simulation, so that wlth increaslng level 

of approxlmatlon the number of mlcroprocessor can be 

slgniflcajitly increased. The substantlal influence on 



this facts have choices of decomposltlon technlgues and 
procedures for numerical Integration. Therefore speclal 
attentlon wlU be dedlcated to the relationshlp betueen 
hardviare complexlty on one side and decomposltlon 
technlgues, nunerlcal nethods for dlscretlzatlons and 
algorltha for task allocatlon on the other slde. 

Nov we can deflne the procedure for real tlae 
slmulatlon in multlprocessor envlronjnent ulth folloviing 
steps: 

Step 1. Structural and dynanlcs decomposltlon of 
system corresponds to physlcal partltlonlng of problenis 
Into a sequence of modules ulth lovier level of 
coinplexlty. 

Step 2, Tunlng betueen nunerlcal methods and 
sanple rates for dlscretization and mathematlcal 
modules accordlng to Its nature; linear or nonllnear, 
tirne variant or tlme Invai-lant, stlff or nonstlff, ulth 
or vlthout dlscontlnultles, spectral characterlstlcs of 
Input signala and so on. 

Step 3. Task allocatlon process follows physlcal 
arrangement of systen and in cooperatlon with numerlcal 
methods for dlscretization determlnes deslred level of 
granularlty In order to achieve equal load balanclng 
betueen processors, nlnlmal hardware reguirements and 
real tlme executlon. 

Presented procedure Is not atralghtforward. It iiiay 
be Iteratlve one and ali these steps must be taken 
Into account very brlefly in order to achieve optlmal 
real tlme slmulatlon of glven problem In accordance 
ulth the accepted objective functlon. 

4.1. System decoq>osltion 

The flrst step in the above procedure requlres 
decomposltlon of a mathematlcal model of complex 
dynaaic systea into a number of hierarchlcal functlonal 
n)0dules or blocks of dlfferent complexlty. Wlth such a 
modular or block approach a realistlc complex problem 
can be subdivided into a sequence of smaller modules or 
blocks. By applylng this formallsm, complex 
mathematlcal models can be easlly transformed into one 
block level dlstrlbuted structure uhlch enables 
isolatlon of standeu-d mathematlcal models and thelr 
further efficlent processlng. Decomposltlon scheme, 
uhich ue shall prefer, is heurlstlc one and is malnly 
based on physlcal peirtitlonlng of coDplex system. Now 
we shell deflne the parallelism degree of model on 
level of block diagram, as the maxlmuin number of 
functlonal blocks that can be executed at the sajne tlme 
on dlfferent processors if necessary In real tlme 
executlon. For very fast system l.e. for tlme crltlcal 
real tlme slmulatlon, Inherent parallelism degree can 
be further increased by peirtltloning from block level 
to an equation level or even an arithmetlc operation 
level. If It is necessary, it is posslble to determine 
computatlon of the longest execution tirne l.e. crltlcal 

data floH traJectory in runnlng through the block 
diagram. The efficiency of modular partltionlng Is 
problem dependent, but onIy ulth such an approach it is 
posslble to perfora the optlmal adaptatlon of numerlcal 
methods of dlscretization to each module of dlstrlbuted 
system. Such decomposltlon of a C0Bplex By8tem Into 
multlple low level computatlonal modules uhlch enables 
adaptatlon of numerlcal method and period of 
dlscretization to each module is most Important for 
dlgltal real tlme slmulatlon. After structural 
decomposltlon uhlch corresponds to physlcal topology of 
the system, suitable dynamic decomposltlon is necessary 
in order to adapt perlods of dlscretization or 
Integration to each module. The concept of multlrate 
sanpllng enables dlfferent saopllng rates In dlfferent 
modules or in dlfferent loops, and leads to the 
slgniflcant reductlon of computatloiuil load l.e. CPU 
tlme savings and to Improvlng the numerlcal 
condltioning. Such structural and dynajiilc decomposltlon 
detects the level of parallelism uhich Is very often 
Inherent in complex original continuous system. 
Separation of dlfferentlal equations accordlng to thelr 
type, particularly linear dlfferentlal equations from 
nonllnear e.g. nomlnal traJectory from perturbated, 
separation accordlng to the spectral char'acterlstlc 
l.e. separation of fast portions from slou ones and 
separation eu:cordlng to the frequency contents of Input 
signal are substantlal for the abhleveaent of hlgh 
efficlent dlgltal real tlme slmulatlon. 

A heurlstlc method for system decomposltlon used 
in this concept is based on the fact that the modules 
that follou from partltionlng of the overall eystem are 
very slmllar to the physlcal topology of the systeB. 
The maln advantage of this approach is that the 
processlng blocks are assoclated ulth phy8lcal 
sectlons, and model Impleaentatlon ajvl verlfIcatlon can 
be eeLslly done. In addltlon, varlables used In the 
Interprocessor comounlcation have physlcal neanlng, 
uhlch csm ald In the understandlng and Interpretatlon 
of the model. Furthermore by exchanglng only the output 
varlables betueen blocks It Is posslble to reduce 
slgnlf lcantly communlcatlon requlreinents betueen 
processors. 

Because decoaposed systeo Is slnlleu- to the 
physlcal system, this method Is problem dependent. 
Houever, the advantages of the method far outueigh this 
dlsadvsuitage. The maln advantages of this method are: 

- Decomposltlon Is easy to make, slnce It follous 
the physlcal arramgement of the systeB. 

- Hlghly modular approach Is very flexlble In the 
čase of structural or modules nodlfIcatlons. 

- Interprocessor communlcatlon regulrements are 
mlnlmlzed. 

- Progran design Is slmpUfled, uhlch Is a dlrect 
consequence of modular structure. 

- Program codlng Is stralghtforuard. It Is easler 



to code the small modules that result from the 

decomposltlon than complex ones. 

- Checklng, test Ing and debugglng Is also easler, 

especlally message Interchange between 

mlcroprocessors durlng Interprocessor 

Communications. 

ThlB decomposltlon has been applled on original 

continuous models and Its abllltles are determlned by 

the nature of the problem. Hodules or bloclcs that are 

Independent enable slmultauieous or concurrent 

calculatlon and provlde parallel decomposltlon. Hodules 

or blocks that are sequentlal lead to the cascade 

decomposltlon. Thls level of parallel or sequentlal 

computatlon Is predoralnately determlned by the nature 

of the problem, but In the folloulng steps It wlll be 

shovm that thls Inherent level of parallel or 

sequentlal propertles can be slgnlflcantly modlfled by 

the cholces of numerical methods for dlscretlzatlon or 

Integratlon. 

4.2. Numerical integratlon 

Thls step transforms original continuous 

mathematlcal model Into equlvalent dlscrete one, that 

must guarantee deslred level of approxlmatlon wlth 

mlnlmal arlthmetlc coroplexlty normallzed on some common 

frame tlme. By thls transformatlon uslng dlfferent 

technlques of numerical Integratlon It Is posslble to 

addltlonally Increase the degree of model parallellsm 

from the Inherent one to some deslred level whlch 

enables real tlme slmulatlon of related problems on 

glven multIprocessor confIguratlon. It means that the 

complete parallelIsm In dlscrete tlme model for 

Implementatlon depends not only on efflclency of 

functlonal decomposltlon l.e. topology of system, but 

also on numerical method for dlscretlzatlon. The level 

of parallellzation vhlch wlll be added or extended wlth 

the cholces of numerical methods determlnes the flnal 

level of granularlty of dlscrete tlme model for 

Implementatlon. The level of granularlty In equlvalent 

dlscrete tlme model can vary In a range from 

Instruotlons and statement level to program or a group 

of programs level. Thls depends on the complexlty of 

mathematlcal model and Its dynaffllc characterlstlcs l.e. 

real tlme oonstralnts and archltecture of 

multlprocessor system that would be used for 

Implementatlon. For example, If a model of some 

problem Is represented by a sequence of sequentlal 

modules or blocks whlch requlre sequentlal computatlon, 

by uslng any of expllclt numerical methods for 

Integratlon, they can be easlly transformed to 

parallel procedures untll the deslred level of 

gremularity Is reached. Asslgnment of the sultable 

Integratlon or dlscretlzatlon method to each module or 

block, and sultable period of dlscretlzatlon requlre 

extenslve non real tlme caialysls, checklng, testlng and 

verlflcatlon. In the follovlng part of thls artlcle we 

shall focus our attentlon on numerical methods that can 

be consldered as sultable for dlgltal real tlme 

Integratlon of ordlnary dlfferentlal equatlons and on 

dependance analysls between the parallellsm of 

slmulatlon models and numerical methods used for 

dlscretlzatlon or numerical Integratlon. 

For a llnear or llnearlzed problem glven by 

x(t) = A x(t) + B u(t) , x(0) = Xg (1) 

some modlflcation of standard dlscretlzatlon methods 

can be consldered as optlmal one. 

Modlflcation of standard step Invariant method 

[20,21) Is glven by the followlng equatlons 

xĵ ĵ= «(A,T,W) X* + r(A,B.A.r.T,W) Uĵ  (2) 

uhere the state vector, and systen matrlces are 

determlned by 

r = w"^X[A'^(e*''^- 1) + yT(e^^- DIB 

(3) 

State space verslon of T-lntegrator Is glven by [22 

x*^j= A*(A,L,r,T,U)x* + Bj(A,L,r,T,B.W)Uj^^j+ 

+ B*(A.L,r,T,B,W)Uj^ (4) 
«here Is 

,,-1 
''k' " 'Se 

A*= [I - LTrA)"^[I + LT(I - DAl (S) 

B 
1 

[I - LTFAJ"^ LTFB 
,-1 

x(0) = XQ (6) 

B = [I - LTFAl LT(I - D B 

For general nonllnear problem glven by 

x(t) = f(x(t).t,u(t)) 

folloMlng numerical Integratlon algorlthms cai» be 

consldered as sultable for real tlme dlgltal slmulatlon 

[23]; 

• Single-pass Integratlon algorlthm 

- Euler expllclt 

(7) x_^ = X + T f(x ,t ,u ) 
n+1 n n n n 

- AB - 2 
x„.,= X +T/2[3f(x„,t„.u )-fCx„ ,,t„ ,,u„ ,)] (8) 
n+1 n n n n n-1 n-1 n-1 

- AB - 3 

X ,= X +T/12[23f{x ,t ,u )-16f(x ,,t ,,u ,)]+ 
n+1 n n n n n-1 n-l n-1 

+ 5f(x„ -,t^ _,u„ ,)] (9) 

n-2 n-2 n-2 

• Real tlme Runge-Kutta verslon 

- RK - 2 
"n+l/a- ^̂n * ^ ^ f t V V V t^°' 

V l = ''n * ^ ^ ^ V l / 2 ' ^ + 1 / 2 ' V 1 / 2 ' 

- RK - 3 
p 

V 2 / 3 = ''n * 2T/3 rul^i.^^^^.i/^.^^i/s) ( „ ) 

",,4.1= >',,+T''*[f(>'„'t„-"„)*3f{x^^„.„,t^^,,_,u„^-,-)] n+1 n n n n n+2/3 n+2/3 n+2/3 

• Adeuns-Moulton ser la l predlctor-corrector 
- AM - 2 

x^.,= X +T/2[3f(x„.t„.u^)-fCx„ , , t „ , .u„ ,).) (12) n+1 n n n n n-1 n-1 n-1 

''n*!" ^r.* '''/2[fCX^^,,t„^,,U„^,) + f ( x , t ,U ) ] 
n+1 n n+1 n+1 n+1 n n n 



-AM - 3 
x''̂  = X +T/12[23f(x .t ,u ) -16f(x ,,t ,,u ,) + n+1 n n n n n-1 n-l n-1 

• 5f(x„ ,,t _,u _)1 (13) 
n-2 n-2 n-2 

-'•'Vi-VrVi^i 
For coiiiplex nonlinear modules or blocks, uhlch 

unable further physical decomposltlon and slngle 
processor real tiiiie implementatlon, It is necessary to 
use some technique for equatlon segmentatlon or 
numerlcal oethods for parallel integratlon. Standej-d 
approach for solvlng such problem (24) requlres 
partltlonlng the set of n equatlons and then allocatlon 
of a certaln number of the n equations to each of the 
mlcroprocessors to achleve the speed needed for real 
tlme slmulatlon. Each mlcroprocessor vrould be 
responslble for performlng the funotlon evaluatlons and 
Integratlons assoclated with its assigned equations. 
Such subset of equatlons can operate in ptirallel, only 
the values vhlch are necessary In the other equatlons 
would be transferred perlodlcally betveen 
mlcroprocessors. Slnce the functlon evaluatlons l.e. 
the computatlon of derlvatlve vould be done In 
parallel, a good deal of tlme can be reduced In 
compaa"lson wlth a slngle mlcroprocessor Implementatlon. 
Just hov nuch tlme Is saved depends on; 

- Hov closely coupled Is the system of equatlons; 
- Hov the equations are allocated to the 

mlcroprocessors; 
What Integratlon algorithm Is used for 

dlscretlzatlon of each subset of equatlons; 
- What types of communlcatlon channels and 

protocols are avallable betveen mlcroprocessors. 
Alternative solution to the above standard 

approach Is concerned vlth utlllzatlon of parallel 
predlctor-corrector methods. In thls čase partltlonlng 
Is performed In the sense of the algorithm l.e. 
numerlcal method but not In the sense of the system of 
equatlon as In prevlous approach. One posslble parallel 
predlctor-corrector method has been presented by 
Mlranker and Llnlger (24) for system ^ = f(x,y) and Is 
glven by 

y^_,+ h/^CSff- 5f?„.+ 4f?_,- f?_,) 
(14) 'i+1 '1-1' - " ' " 1 -*l-l 1-2 1-3' 

^1 = ^1-1* h/24(9fP. 19f^.j- Sf^.g. f^.3) 
For pEirallel real tlme slmulatlon parallel block 

Impllclt methods can be also very useful. One verslon 
of a fourth-order block presented by Shamplne and Uatts 
[24] Is glven by: 

- Predlctor equatlons (15) 
^ u r l/^^^l-a* ^l-l* yi)*h/6(3f^_2- 4f^_j* 13f^) 

^1+2° '^^^1-2* *'l-l* yi'+h/12(29f^_2-72f^_j+79f^) 
- Corrector equatlons 

..C _ ..C. ̂  ,.„,„,C . „,P 

>'l.2= ̂ 1* »^<fl * ^'tl* <.2) (16) 
The cholce of the optlmal dlscretlzatlon method 

l.e. tunlng the method to each separate module requlres 

veli understandlng of the character amd dynamlc of each 
module and veli understandlng of numerlcal 
chEu-acterlstlcs of ali of the above nentloned numerlcal 
methods. But thls can be done only on the basis of 
separatlon betveen llnear dlfferentlal equatlons, and 
nonllneau-, fast portlons of the problem fron slov 
portlons, tlme invarlaiit from tlme variant. It means 
that the decomposltlon of problem has great influence 
on the efflclency of the complete procedure. By such 
approach ve caui slgnlflcantly increase the solution 
bandvldth of the problem, vhlch is the most Inportant 
In real tlme slmulatlon. 

4.3. Task allocatlon 

The last step In the presented procedure requlres 
dlstrlbutlon of derlved discretlzed modules ajnong 
mlcroprocessors In multlprocessor system and can be 
used In Iteratlve fashlon vlth prevlous tvo steps. Thls 
process of a task allocatlon l.e.process of asslgnlng 
softvare modules vhlch constltute dlstrlbuted 
dlscretlzed mathematlcal model of original contlnuous 
system to each processlng element, requlres an 
understandlng of data or block dependencles that exlst 
among problem vairlables. There sire tvo dlfferent vays 
In task allocatlon strategy vhlch depend on 
appllcatlons. 

In the flrst čase, archltecture of the 
multlprocessor system Is coBpletely deflned and 
determlned by the type and number of avallable 
processors, thelr performčuice and vay of thelr 
communlcatlon. The computlng tasks Involved In solution 
of slmulatlon problem, In thls čase, Bust be 
partltioned on the avallable processors In order to 
mlnimlze Idle tlme of each processor and to alnlmlze 
the tlme lost In the communlcatlon of program segments. 
Furthermore speclal constralnts and llmltatlons on real 
tlme processlng are not supposed l.e. solution can be 
generated faster than real tlme or slover then real 
tlme, vhlch depends on the problem and performance of 
multlprocessor system. In such envlronment It Is 
necessary to attaln such load balanclng vhlch leads to 
a better multlprocessor resource utlllzatlon. 
Well-balanced load provldes a hlgher performance of 
complete systera l.e. mlnlmal total run tlme. Me2Lsures 
of load balance In thls čase may Include the CPU tlme 
utlllzatlon for each processor, communlcatlon tlme In 
relatlon to the computatlon tlme, the number of 
concurrent processes or modules In slmultaneous 
processlng and so on. The comblnatlon of these 
dlfferent objectlves can be expressed by the fast 
Improvement achleved on multlprocessor systeB. Thls 
Improvement can be characterlzed by feuDtor S, vhlch Is 
ratlo betveen solution tlmes uslng one processor and M 
processors(27). 



s = T, S^H C17) 
vhere Is: T - slngle processor solutlon tlme, 

T - mul tiprocessor solutlon tlme. 
M 

The efflclency of complete multiprocessor 
Implementatlon can be deflned by: 

E = S/N (18) 
vhere H denotes the number of mlcroprocessors, and S Is 
glven by (17). Efflclency Is expressed as a percentage 
by multlplylng the above expresslon by 100. The 
asslgmnent must be made so as to optlmlze relatlon (17) 
and (18), l.e. to enable mlnlmlzatlon of executlon 
tlme. 

The second approach to the problem of task 
allocatlon Is related to design and developraent of 
dlgltal real tlme simulator for operator tralnlng or 
hardviare In the loop testlng l.e. restrlcted on real 
tlme slmulatlon. Therefore In such applicatlons It may 
be assuraed that the archltecture of multiprocessor 
system Is not glven In advance and must be determlned 
by thls procedure. In thls context, task allocatlon 
strategy on the basls of results generated In flrst two 
steps must provlde hlgh fldellty real tlme slmulatlon 
and mlnlmlzatlon of hardvrare requlrements, slnce for 
some klnd of simulator system such computer 
conflguratlon must be dupllcated In hlgh number of 
coples. As already polnted out. In thls system ali 
progreun segments are knovm In advance as Its tlme 
requlred for thelr executlon and therefore statlc 
allocatlon concept wlll be approprlate one. If the 
executlon times for each module and communicatlon tlmes 
between processors are known, then the problem of task 
allocatlon Is to determlne such dlstrlbutlon of modules 
on parallel processors whlch support real tlme 
slmulatlon wlth mlninal hai"dware requlrements. The 
number of softvjare modules whlch form one task whlch 
wlll be asslgned to one mlcroprocessor depends on 
arlthraetlo complexlty of problem modules and real tlme 
requlrements. Posslble asslgnment can be several 
modules to one mlcroprocessor, or several 
mlcroprocessors to one module. Thls relatlonshlp 
depends predomlnately on the processlng pouer of each 
processlng element, complexlty of dlscretlzed modules 
ajid thelr dynamlcs, lntenslty of Interprocessor 
communicatlon and so on. At the beglnnlng of the 
procedure we start wlth allocatlon of task to flrst 
mlcroprocessor on the ba^ls of block level crltlcal 
path method [281. For some common frame tlme we add 
modules to flrst mlcroprocessor untll the sum of 
perlods of Implementatlon of these modules Is less than 
or equal to thls common frajne tlme T. After that vre are 
golng on, wlth asslgnment of a tasks to the followlng 
mlcroprocessors. So that for each mlcroprocessor must 
be valId 

dlsc 

(19) 
<s\ 

vhere T denotes the period of Implementatlon module 
i normallzed on common frame tlme T and n denotes the 
number of modules asslgned to each mlcroprocessor. In 
thls way It Is necessary to contlnue wlth the process 
of task allocatlon for each succeedlng mlcroprocessor, 
untll ali modules have been allocated. If equatlon (19) 
Is valld for ali modules, slngle processor 
Implementatlon of related problema Is posslble. Wlth 
such an approach It Is posslble to reduce Idle tlme of 
each mlcroprocessor In multlprocessor conflguratlon. 
But on the other slde thls approach Increases tlme 
delay due to flnlte computatlon tlme. Thls delay may 
cause the effects of Instabllltles In closed loop 
slmulatlon wlth Inoluded external hardware or In the 
operator tralnlng applicatlons. 

In the čase of fast and complex modules It Is very 
often necessjury to asslgn several mlcroprocessors to 
one module. Uslng the equatlon segmentatlon methods or 
some form of peirallel predlctor corrector algorlthms or 
block Impllclt methods It Is posslble to achleve the 
speed of real tlme processlng. 

The level of granularlty In the process of task 
allocatlon depends predomlnantly on the archltecture of 
multlprocessor systeffl, decomposltlon technlques, 
complexlty of modules, thelr dynamlc real tlme 
constralnts, numerlcal methods used for dlscretlzatlon 
and so on. On one slde very fast modules lead to the 
fine level of granularlty, for example statement level 
or Instructlon level. Masslvely parallel processor In 
order to achleve the hlgh efflclent utlllzatlon of 
avallable processlng power needs fine level of 
greaiularlty. On the other slde relatlvely slov modules 
lead to the hlgh level of granularlty preferred In 
slngle bus multlprocessor conflguratlon. Dlfferent 
level of granularlty leads to the dlfferent level of 
lntenslty In Interprocessor communicatlon. 
Communicatlon tlme Is not negllglble speclally In fine 
level of granulatlons slnce communicatlon tlme Is 
comparable wlth computatlon tlme. In such 
clrcumstances, task allocatlon optlmlzed only on 
maxlmlzatlon of parallel operatlon would not be at ali 
optlmal one, when communicatlon tlnes are taken into 
account, especlally If a large amount of data Is to be 
a shared. Therefore parallel multlprocessor slmulatlon 
requlres detall conslderatlon and analysls In order to 
reduce l.e. to mlnlmlze Interprocessor communicatlon. 
Ualtlng for Intermedlate results and delays durlng 
communicatlon tlme decreases throughput per processor 
as the number of processors grous. 

Wlth careful decomposltlon schemes whlch follou 
physlcal topology of problems and wlth cholces of 
sultable methods for numerlcal dlscretlzatlon and task 
allocatlon strategy, harduare requlrements for real 
tlme slmulatlon can be slgnlflcantly reduced. It Is 
therefore deslrable to perform extenslve non real tlme 
slmulatlon and suialysls In order to determlne the best 
memner of allocatlng program modules and to achleve the 



10 

most cost effectlve solution. ""a' ""9 

4 . 4 . Simulator design fcr one 

splnning mlss l le syBtem 

The above presented procedure can be l l lu s t ra ted 

by the followlng exainple whlch requlres simulator 

design that must provlde real tlme slmulatlon of one 

splnning mlss l l e accordlng to the deslred level of 

accuracy. 

After l lnear lzat lon of B-DOF nodel about 

correspondlng nomlnal traLjectory and sul table physlcal 

part i t lonlng, block diagram forra of one splnning 

• I s s U e can be shovm by Figure 6. 
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Figure 6. Block diagram of splnning mlss l le 
In nonrotatlng coordlnate system 

Servo group raathematlcal model can be deflned by 

the fo l lov lng system of ordlnary d l f ferent la l and 

algebralc equatlons [2Sl, 

k^ = -l /T" "^ r 2C/T- X2 * 1 / T ! Û  
P z 

4 , = K C_ X, + K C, X-
ml p 2 1 p 1 2 

« _ = K D_ X, + K D, x_ 
«2 3? 2 4I p 1 2 

^3° "4 

«nl - S^l 'S * V 2 ^̂4 
*n2 = V i ^ * V2 -i 

or in s t a t e space form wlth, 

X , = A , X , + B . U , pk pk pk pk pk 
'pk pk pk 

(20) 

(21) 

In thls čase state, Input and output vectors correspond 

V ° '''l ̂ 2̂ ^3 ''Z- V = '"z "y''' '22) 
^pk = f«m ̂ n'" • 

whlle system matrlces A . , B , and C ' follou dlrectly ' pk pk pk 
from (20). 

Dynamlcs equatlons for pltch channel are glven by 
Xg = Xg 

*mn = •'.r "5 * Vz ^6 
^ = =̂8 

ho" "^1 ' V ^ ''B - ̂ 3 ''s - ̂ 4 '̂ lO *^'*m 
" = •̂q »^ * V i ''s * '̂ qP2 ""9 * ^^3 " 

- S__) 

10 
*11= - 1^2 Xjj * (q * 2j/V «^) 
y = X 11 

(23) 

'•zk' ̂ ^ 2 ^ 

State space form of equatlon (23) Is determlned by 

"dz" ''^''e'^ ••• \i^^ 

"dz = '«« *n'^ «24) 
X . = A . X. + B . U. dz dz dz dz dz 
^zk = ̂ dz ''dz * °dz "dz 

Dynanlc of yaw channel Is Identlcal and Is glven by, 

''dy°° ''̂ 12 ̂ 1̂3 '*14 ••• ''is' 
U^„ = [3„ 3„I^ (2S) 
dy m n X. = A. X. • B. U. dy dy dy dy dy 
f , = C . X . • D. U^ yk dy dy dy dy 
Non real tlme slmulatlon of the above equatlons 

has been performed on Cyber 170/850 uslng standard 
routlne for numerlcal Integratlon of ODEs from IKSL 
llbrary (DVERK) In order to generate reference 
solution. Wlth common period of Integratlon of Ims, and 
wlth 6-order Runge-Kutta nethods reference solutlons 
have been obtalned and are shovm In Figure 7. 

Derlvatlon of dlscrete tlme model for real tlme 
slmulatlon requlres careful cholce of a method for 
numerlcal Integratlon and period of dlscretlzatlon. For 
thls llnearlzed problem one of sultable numerlcal 
methods for dlscretlzatlon Is the approach glven by 
equatlon (4) and (5). After detalled dynaalc analysls 
of original contlnuous system based on elgenvalues 
Inspectlon and thelr dlstrlbution, the concept of multl 
rate processlng has been accepted. Real tlme processing 
In servo group has been performed wlth Ims period. In 
slmulatlon of rlgld body dynamlc equatlons the period 
of dlscretlzatlon Is Sms. The complete dlscrete tlme 
model has been tested through extenslve non real tlme 
slmulatlon whlch are shown In Figure 7. 

Program for testlng dlscrete tlme model Is based 
on equatlons (21),(24),(25) and (4) Is glven by 

for 1=1 to .... 
•servo block 
for J=l to S 

V,lc° V V.k-l* V^V.k* V.k-l' 
• 

*'pk,k° S k ''pl'.k 
output ypk,k'*m,k- *n.k' 
"pk.k-l" "pk.k 
"pk.k-l° "pk,4c 
next J 
•dynamlc of pltch and yaw channel 

''dz.k" '̂ dz ''dz.k-l* ̂ dz^S^pk.k* V . k - l ^ 

''dy.k= *dy >'dy,k-l* ^dy'^pk.k* ypk,k-l' 
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zlc.k dz dz,k dz 'pk,k 

f = C X 
yk,k dy dy,k °dy ^pk.k 

output f f 
zk yk 

"dz.k-l" ''dz.k 

'^dy,k-l° "dv.k 

^'pk.k-l" ^pk,k 

next 1 

Comparative ajialysls of results presented In 

Figure 7, shows a good tunlng of discrete tlme model 

that has been provlded wlth compensatlon matrlces L=I 

and r=l/2I (blllnear transformatlon) and correspondlng 

perlods of dlscretizatlon. 

Strategy of statlc task allocatlon uhlch follovs 

phy5lcal decomposltlon of problem and cholces of the 

numerlcal methods for dlscretizatlon must meet 

requlrements for real tlme slmulatlon wlth mlnlmal 

hardware requlrements. Computatlonal load I.e. speed up 

factor of flrst module-servo group Is determined by 

period of dlscretizatlon (ims) dlvided by executlon 

tlme of sirlthiiietlc operatlons needed for Implementatlon 

of thls discrete tlme model. The speed up factor 

computed for this module slves IC »1.0013. Thls 
servo 

means that real tine slmulatlon of this module is 

posslble on only one mlcroprocessor board and that the 

load balamclng for this mlcroprocessor is near ideal. 

The speed up factor for the folloviing group whlch 

presents dynajnlcs of pltch and yau channel Is 
K., , =1.00124, Thls means that real tlme slmulatlon 
dlnamlc 

UZ=10 . UY=0 

-^ 

T « (0 -2 

CD £3 

O 
• z 

_. < 0 • I . . I I I I I I . < B 

° e ae 2 le 4.ae B BB S ee •••• 

UZ=0 , UY=I0 

.Ji. 

'10 
I 1 1 1 1 1 1 r 

1» a 
o 
z 

(P ^ 

UZ=I0 , UY=0 

e ee s.ee 

Figure 7. Time responses of contlnuous and equlvalent discrete tirne models 

(T = Ims, T. = 5ras, L = I, T = 1/2 I) 
servo dynam 
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of this module is aiso, possible and that It also needs 

only one microprocessor with near ideal load balancing. 

From the obtalned results follows that the real time 

simulatlon of the model given In Figure 6, is possible 

with two near ideal equally load balance 

mlcroprocessors. Asslgnment of tasks is determined by 

allocation of the discrete time model of servo group to 

microprocessor no.l, whlle pltch and yaw dynamic 

equation to microprocessor no.2. The Intermedlate 

results computed by flrst microprocessor must be 

transferred to the second one. Hovever second 

m'lcroprocessor must check that intermedlate results or 

sequence of computation and require synchroni2atlon 

betueen microprocessor no. 1 and microprocessor no. 2. 

To Insure correct synchronlzatlon and acceptance of 

correct results, source microprocessor also broadcasts 

a ready flag with Its results. The destinatlon 

microprocessor i.e. the second microprocessor waits for 

ready flag before uslng the result broadcasted by the 

flrst microprocessor. Thjin It resets the ready flag 

after it detects that ready flag is set. Procedure 

executed by a source and destinatlon microprocessor in 

transferring and walting for exchange data and 

variables are standard in such cases. 

fzk 

o 0.2 0.4 0.6 

Figure 8. Real time simulatlon of one splnning missile system 

data have been recelved before uslng them. In this 

example we have used for Integratlon impliclt raethod 

from accuracy and stabillty reason. But impliclt 

Integratlon methods are not suitable for parallel 

simulatlon, slnce they requlre careful conslderation to 

insure correct synchronizatlon betvreen mlcroprocessors. 

In executlon of iteration k, flrst microprocessor must 

compute the output of servo block y . . and broadcast 
PK, R 

the results to second microprocessor as soon as 

possible. The second microprocessor in correspondlng 

iteration for computation of its state vector and 

output equation must walt for values y . . from flrst 
pk, k 

microprocessor. These data dependencles that exist 

among servo block and dyn2unlc block determlne the 

Program for parallel real time simulatlon for 

these two mlcroprocessors is coded in asserably language 

according to the foUoulng relatlons. 

•microprocessor no. 1 - servo block 

« 
•Interrupt routine (real time clock - 8253 - Ims) 

« 

Input u , . (from a/d converter over AMS-bus) 

p • 

^pk.k" "pk.k * V "pk.k 
« 

^pk.k"' S k '^pk,k output 'pk,k 

x , = A , x , , - t - B . u , , pk,k pk pk,k pk pk, k 

(to microprocessor no.2 
over dual port memory) 

idle (walt for next real time clock) 
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microprocessor no. 2 -djmEunlc of pltch and 
yaw channel 

Interrupt routlne (real tlme clock 
Input y 

8253 - Sms) 
(from microprocessor no.1 over 
dual port ineiiiory - walt for 
semaphor 3ynchronlzat lon) 

dz.k dz.k 
P 

^dz^pk.k 

' 'dy,k ' 'dy,k * ^dyypk,k 
* • • 

zk,k dz dz.k dz pk,k 
• » 

yk,k dy dy,k dy pk,k 

p 
( to d/a conver te rs over 
AhB - bus) 

''dz.k" *dz ''dz.k ^dz ^pk.k 
K . , = A . X . , + B , y , , dy,k dy dy,k dy pk,k 
Idle (walt for next real tlme clock) 

The obtalned real tlme solutions that satlsfy the 
accepted objectlve functlon are shovm In Figure 8 and 
can be consldered as near optlmal ones. 

5. CX)NCLUSION 

Presented methodology enables hlgh efflolent real 
tlme Integratlon of complex dynamlc system described by 
ordlnary dlfferentlal equatlons on raultlprocessor 
system. It neans that In the simulator design It Is the 
most Important to flnd the optlmal comblnatlon of 
decomposltlon technlques, dlscretlzatlon algorlthms and 
strategy of task allocatlon, that leads to the minlmal 
number of mlcroprocessors necess2iry for simulator 
reallzatlon In agreement wlth deslred aocuracy 
speclfIcatlons. Through the attached perlpheral 
homogenous slngle bus tlghtly coupled multlprocessor 
sy3tem, reallzed dlgltal simulator provldes a user wlth 
dlfferent experlmental abllltles In control sy3tem 
design, testlng, modlflcatlon and In the operator 
tralnlng. 
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