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Bled’11 – Part 2

This is the second of two special issues of Ars Mathematica Contemporanea dedicated
to the 7th Slovenian Graph Theory Conference (Bled’11). The conference was held (by
tradition) at Lake Bled, Slovenia, and took place from June 19 to June 25, 2011. In total, 9
keynote lectures and 213 contributed talks (within 16 Minisymposia and a general session)
were given.

The first special issue (published as the first issue of Volume 6 of Ars Mathematica
Contemporanea) contained 15 research papers. The current issue contains another 18 pa-
pers, on some more of the high quality research presented at the conference, and accepted
for publication after a thorough refereeing process. These papers, together with the 15
from the first special issue, present the readers of Ars Mathematica Contemporanea with a
selection of 33 fascinating and valuable contributions, covering a wide range of aspects of
graph theory.

A small number of submissions for these special issues have not yet completed the peer
review process. Those that succeed will be published in forthcoming regular issues of Ars
Mathematica Contemporanea.

In a sense, this special issue represents a formal conclusion to the Bled’11 conference.
We are already looking forward to the next Bled conference, to be held in June 2015.

Klavdija Kutnar and Primož Šparl
Guest Editors
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Abstract
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1 Introduction
Topological indices are very important in chemistry, since they can be used for model-
ing and prediction of many chemical properties. One of the most famous and the most
researched indices is Wiener index. Topological indices are invariants defined on graphs
representing various chemical compounds. For example, one such compound is graphene
which is represented with hexagonal lattice graph. Also, nanotubes and nanotori received
much attention recently, and they are represented with a graph which is rectangle shaped
lattice with opposite sides identified.

Recent theoretical investigations point out that the minimization of distance-based graph
invariants, namely the Wiener index W [7] and the topological efficiency index ρ recently
introduced [3], provides the fast determination of the subsets of isomers with relative
structural stability of a given chemical structure. This method has been applied to im-
portant classes of carbon hexagonal systems like fullerenes, graphene with nanocones and
graphene. This elegant computational topological approach quickly sieves the most stable
C66 cages among 4478 distinct isomers as reported in [8]. Moreover, the same method
gives the correct numbers of NMR resonance peaks and relative intensities. The Wiener
index has been computed for monodimensional infinite lattices to describe conductibilty
features of conjugated polymers [1]. Present article reports about a relevant property - the
compression factor [3] - of the topological invariants computed on infinite lattices. For dif-
ferent topological indices, there is quite much recent interest [4-6] in the ratio of the value
of the index on open and closed lattices (i.e. nanotubes and nanotori). In this article, we
investigate compression ratio of 2-dimensional and multidimensional rectangular lattices,
and various 2-dimensional polygonal lattices.

The present paper is organized as follows. In the second section named ’Preliminaries’,
we introduce some basic notions and notation that will be used throughout the paper. In
the third section, we establish the leading coefficient in Wiener index for open and closed
2-dimensional rectangular lattices, which leads us to compression ratio in asymptotic case.
In the fourth section, we use the results from the second section to derive the same kind
of result for hexagonal and similar lattices. In the fifth section, we establish the limit of
compression ratio for d-dimensional rectangular cube. Finally, in the last section named
’Conclusion’, we summarize the main results of this paper.

2 Preliminaries
In this paper, we consider only simple connected graphs. We will use the following nota-
tion: G for graph, V (G) or just V for its set of vertices, E(G) or just E for its set of edges.
With N we will denote number of vertices in a graph. For two vertices u, v ∈ V, we define
distance d(u, v) of u and v as the length of shortest path connecting u and v. Given the
notion of distance, Wiener index of a graph G is defined [9] as

W (G) =
∑

u,v∈V
d(u, v).

Here, the pair of vertices u, v is unordered. In some literature, the summation goes over all
ordered pairs (u, v) of vertices and then the sum needs to be multiplied by a half. Now, let
us introduce some special kinds of graphs that will be of interest to us in this paper, namely
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open and closed lattice graphs. First, letRn,k be rectangular lattice containing 2n rows and
2kn columns of squares. Lattices R3,1 and R3,2 are shown in Figure 1.

Figure 1: Lattices R3,1 and R3,2.

Let us denote vertices of Rn,k with integer coordinates (i, j) for i = 0, . . . , 2nk and
j = 0, . . . , 2n as if the lattice was placed in first quadrant of Cartesian coordinate system.
Therefore

V (Rn,k) = {vi,j : i = 0, . . . , 2nk and j = 0, . . . , 2n} .

Open lattice is a graph ORn,k obtained fromRn,k by deleting vertices v0,j and vi,0. Closed
lattice is a graph CRn,k obtained fromRn,k by identifying vertices v0,j and v2nk,j , and also
vertices vi,0 and vi,2n. Therefore, open and closed lattice graphs have the same number of
vertices which is ∣∣V (ORn,k)

∣∣ =
∣∣V (CRn,k)

∣∣ = 4n2k.

Further, for a fixed integer k let us consider polygons Pk with 4k+ 2 vertices. Let Ln,k

be rectangle shaped lattice consisting of 2n rows of polygons Pk, with rows containing n
and n − 1 polygons alternatively, such that two neighboring polygons from one row share
exactly two vertices, while two neighboring polygons from different rows share exactly
k + 1 vertices. For k = 1, lattice Ln,k is actually hexagonal lattice with 2n rows and n
columns of hexagons. Note that lattice Ln,k can be considered as subgraph of rectangular
lattice Rn,k assigning to polygons the size of 2k square cells. Therefore, we can use the
same vertex notation in Ln,k as in Rn,k. Lattices L3,1 and L3,2 for k = 1 and k = 2 are
shown in Figure 2. Again, open and closed lattices OLn,k and CLn,k can be obtained as for
rectangular lattice. Finally, a d-dimensional rectangular cube Rd

n is defined in a following
manner: set of vertices V (Rd

n) is defined with

V (Rd
n) = {(x1, . . . , xd) : xi ∈ {0, 1, . . . , n}} ,

and two vertices (x1, . . . , xd) and (y1, . . . , yd) are connected with an edge if and only
if there is a coordinate j such that xi = yi for every i ∈ {1, . . . , d} \ {j} , and for j-
th coordinate holds |yj − xj | = 1. Open lattice ORd

n is a graph obtained from Rd
n by

deleting all vertices that have at least one zero coordinate. Closed lattice CRd
n is a graph

obtained from Rd
n by identifying every pair of vertices (x1, . . . , xd) and (y1, . . . , yd) such

that xi = yi for every i ∈ {1, . . . , d} \ {j} and for j-th coordinate holds xj = 0 and
yj = n. Obviously, the number of vertices in ORd

n and CRd
n is the same and it equals nd.

Now, if OG is an open lattice graph and CG its closed version, compression ratio of G
is defined [3] as

cr(G) =
W (CG)

W (OG)
.
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Figure 2: Lattices L3,1 and L3,2.

Obviously, Wiener index depends on the size of the lattice i.e. on n and k, and therefore
compression ratio depends on them too. Our goal is to establish the limit of compression
ratio for Rn,k, Ln,k and Rd

n when n tends to infinity for a fixed k.

3 Compression ratio of Rn,k

For k = 1 (i.e. for square shaped rectangular lattices), the result cr(Rn,k) = 3
4 was already

obtained in reference [4]. The result 3
4 for bidimensional square is the same as the result for

monodimensional lattices (polymer chains) obtained in [3]. We will here derive the same
result for k > 1, i.e. for some rectangle shaped lattices. Let k be fixed integer. We have
following theorems.

Theorem 3.1. For the lattice graph ORn,k, Wiener index W (ORn,k) is a polynomial in n
of degree 5 whose leading coefficient equals

16

3
k2 (1 + k) .

Proof. For vertices vi,j and vp,q of ORn,k holds

d (vi,j , vp,q) = |p− i|+ |q − j| .

Obviously,

W (ORn,k) =

2kn∑
i=1

2n∑
j=1

2kn∑
p=i

2n∑
q=1

d(vi,j , vp,q)−
2kn∑
i=1

2n∑
j=1

2n∑
q=j

d(vi,j , vi,q).

The second (subtracted) sum does not influence leading term in n, therefore we can neglect
it. To avoid absolute value, we can rewrite the first sum as

W (ORn,k) ≈ 2
2kn∑
i=1

2n∑
j=1

2kn∑
p=i

2n∑
q=j

d(vi,j , vp,q)−
2kn∑
i=1

2n∑
j=1

2kn∑
p=i

d(vi,j , vp,j).

Again, the second (subtracted) sum does not influence leading term in n, therefore we can
neglect it. Now we have

W (ORn,k) ≈ 2
2kn∑
i=1

2n∑
j=1

2kn∑
p=i

2n∑
q=j

(p− i+ q − j)

and the result then follows by easy calculation.
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Theorem 3.2. For the lattice graph CRn,k, Wiener index W (CRn,k) is a polynomial in n
of degree 5 whose leading coefficient equals

4k2 (1 + k) .

Proof. Obviously, all vertices in CRn,k have the same sums of distances to all other ver-
tices. Therefore, to obtain W (CRn,k) it is enough to calculate distances from one vertex
(v1,1 is easiest for calculation) to all other vertices. Since CRn,k is a torus, to do that we
will calculate the sum of distances from v1,1 to vp,q where 1 ≤ p ≤ kn and 1 ≤ q ≤ n and
multiply it by 4.Now, the obtained number should be multiplied by number 2n ·2kn of ver-
tices in the lattice, and then divided by 2 since each distance was counted twice. Therefore
we have

W (CRn,k) ≈ 1

2
· 2n · 2kn · 4 ·

kn∑
p=1

n∑
q=1

(p− 1 + q − 1) ,

and the result now follows by direct calculation.

Corollary 3.3. Holds

lim
n→∞

cr(Rn,k) =
3

4
.

4 Compression ratio of Ln,k

This section is devoted to the exact determination of the compression factors for the 2-
dimensional polygonal lattice Ln,k. We start from a numerical example devoted to the
case of the graphene lattice. Figure 3 shows the rectangular L3,1 portion of this hexagonal
system.

Figure 3: View of L3,1 hexagonal lattice with bold vertices common to neighboring poly-
gons along one row, whereas the dotted ones are shared by two neighboring polygons from
two different rows.

The numerical determination of invariants W (OG) and W (CG) for this infinite graph
is based on the results summarized in Table 1 where, for an increasing number of vertices
N , values of both descriptors are listed. The exact polynomial forms are given in Table 1

for OW and CW with leading terms OW ≈ 2N
5
2

5 and CW ≈ 7N
5
2

24 respectively, producing
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N OW = 1
15

(
6N

5
2 − 5N

3
2 −N 1

2

)
CW = 1

24

(
7N

5
2 − 4N

3
2

)
36 3 038 2 232
100 39 666 29 000
196 214 214 156 408
324 753 882 550 152
484 2 057 902 1 501 368
676 4 746 690 3 462 472
900 9 710 998 7 083 000

Table 1: Exact polynomial forms for the Wiener index of the open (OW ) and closed (CW )
rectangular graphene lattices Ln,1 with N vertices.

the value cr(Ln,1) = 35
48 for the compression factor of rectangular graphene. More de-

tails about the numerical determination of various topological descriptors of the graphene
rectangular lattices are given in [2].

Now, we want to establish the compression ratio of Ln,k. We will use the fact that Ln,k

can be considered as the subgraph of Rn,k. Therefore, distances between vertices in Ln,k

for some pairs of vertices are equal as in Rn,k, while for some other pairs of vertices are
greater than in Rn,k. We will establish for which pairs of vertices the distance is greater in
Ln,k than in Rn,k, and how much greater. We will not establish the exact value of Wiener
index for OLn,k or CLn,k as that would be tedious for all the possible cases, but we will
neglect some quantities which do not influence the leading coefficient.

Theorem 4.1. For the lattice graph OLn,k, Wiener index W (OLn,k) is a polynomial in n
of degree 5 whose leading coefficient equals

16

15
k2 (7k + 5) .

Proof. Since Ln,k is a subgraph of Rn,k that means distances in Ln,k are equal or greater
than in Rn,k. Therefore

W (OLn,k) = W (ORn,k) + ∆.

If we establish leading coefficient in ∆, then by combining that result with Theorem 3.1 we
obtain desired result. Therefore, we are interesting in establishing ∆, i.e. for which pairs
of vertices the distance in Ln,k is greater than in Rn,k and how much greater. For a vertex
vi,j lattice Ln,k can be divided into four areas as illustrated with Figure 4. Vertices in areas
left and right to vi,j have the same distance to vi,j in Ln,k as in Rn,k, while the vertices in
areas up and down to vi,j have the greater distance to vi,j in Ln,k than in Rn,k. For easier
calculation, we will approximate zig-zag lines that divide Ln,k into areas with lines

q = q1(p) = j − 1

k
(p− i),

q = q2(p) = j +
1

k
(p− i).

as also illustrated in Figure 4, and we denote upper and lower areas with LA
n,k and left and

right areas with LB
n,k. With such an approximation, we make an error in some vertices near
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Figure 4: Division of lattice Ln,k into areas for a vertex vi,j .

the lines, but since number of such vertices is linear in n, that error does not influence the
leading term of ∆ and we can neglect it. Now that we established the pairs of vertices
for which the distance is greater, we want to establish how much greater. Obviously, the
trouble is if we have to go vertically, since some vertical edges are missing now. Therefore,
we go vertically as little as we can (the shortest path is illustrated in Figure 4), and for
each vertical step the path is k edges longer in Ln,k than in Rn,k. Now, to calculate all
these exactly, we have to divide into cases, regarding the position of vi,j (since then lines
q1(p) and q2(p) intersect boundaries in different sides, which influences calculation). The
division into cases is illustrated with Figure 5. There are four areas, but upper and lower

Figure 5: Division into cases with respect to the position of vi,j in the lattice.

are equal up to symmetry, and also left and right. Again, we will approximate division with
lines

j = j1(i) = n− 1

k
(i− kn),

j = j2(i) = n+
1

k
(i− kn)

and denote upper and lower areas with L(1)
n,k and left and right areas with L(2)

n,k. This approx-
imation again produces an error in calculating W (Ln,k) but not great enough to influence
the leading term, therefore we can again neglect it. Before we proceed note that lines we
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introduced can also be expressed as i = i1(j), i = i2(j), p = p1(q) and p = p2(q). Now
we distinguish two cases.

CASE I: Let vi,j ∈ L
(1)
n,k. For an arbitrary vertex vp,q , we are interested in establishing

the difference in d(vi,j , vp,q) between Ln,k and Rn,k. The difference is greater than zero
only if vp,q ∈ LA

n,k. To calculate the difference ∆1 that occurs for pairs of vertices in this
case, we have to divide LA

n,k into 4 subareas A1, A2, A3, A4 as illustrated in Figure 6. Now

Figure 6: The division of the area LA
n,k into subareas in the case vi,j ∈ L(1)

n,k.

we have

∆(A1) = 2
2n∑
j=n

i2(j)∑
i=i1(j)

i∑
p=1

q2(p)∑
q=1

(q2(p)− q) · k,

∆(A2) = 2
2n∑
j=n

i2(j)∑
i=i1(j)

2kn∑
p=i

q1(p)∑
q=1

(q1(p)− q) · k,

∆(A3) = 2
2n∑
j=n

i2(j)∑
i=i1(j)

i∑
p=p1(2n)

2n∑
q=q1(p)

(q − q1(p)) · k,

∆(A4) = 2
2n∑
j=n

i2(j)∑
i=i1(j)

p2(2n)∑
p=i

2n∑
q=q2(p)

(q − q2(p)) · k.

Therefore ∆1 = ∆(A1)+∆(A2)+∆(A3)+∆(A4) and by direct calculation we establish
that ∆1 is a polynomial in n of degree 5 with leading coefficient being 14

5 k
3.

CASE II: Let vi,j ∈ L
(2)
n,k. Again, the difference d(vi,j , vp,q) is greater than zero only

if vp,q ∈ LA
n,k. Again, we divide LA

n,k into four areas A1, . . . , A4 as shown in Figure 7.
Now, we calculate
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Figure 7: The division of the area LA
n,k into subareas in the case vi,j ∈ L(2)

n,k.

∆(A1) = 2
kn∑
i=1

j1(i)∑
j=j2(i)

i∑
p=1

q2(p)∑
q=1

(q2(p)− q) · k,

∆(A2) = 2
kn∑
i=1

j1(i)∑
j=j2(i)

p1(1)∑
p=i

q1(p)∑
q=1

(q1(p)− q) · k,

∆(A3) = 2
kn∑
i=1

j1(i)∑
j=j2(i)

i∑
p=1

2n∑
q=q1(p)

(q − q1(p)) · k,

∆(A4) = 2
kn∑
i=1

j1(i)∑
j=j2(i)

p2(2n)∑
p=i

2n∑
q=q2(p)

(q − q2(p)) · k.

Now ∆2 = ∆(A1) + ∆(A2) + ∆(A3) + ∆(A4) and by direct calculation we establish that
∆2 is a polynomial in n of degree 5 with leading coefficient being 22

15k
3.

Therefore, we conclude that ∆ is a polynomial in n of degree 5 with leading coefficient
being equal to

1

2

(
14

5
k3 +

22

15
k3
)

=
32

15
k3.

Now the result follows from this and Theorem 3.1.

Theorem 4.2. For the lattice graph CLn,k, Wiener index W (CLn,k) is a polynomial in n
of degree 5 whose leading coefficient equals

4

3
k2 (4k + 3) .

Proof. Let us introduce the same vertex notation in CLn,k as in CRn,k (we can do that as
CLn,k is a subgraph of CRn,k). Since, CLn,k is a subgraph of CRn,k we have

W
(
CLn,k

)
= W

(
CRn,k

)
+ ∆.

Therefore, if we establish ∆, the result will follow from Theorem 3.2. Since all vertices in
CLn,k are equivalent in the sense that they have the same distances to all other vertices, it
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is enough to calculate difference in distances for one vertex, and then multiply it by number
of vertices, and divide by two since each difference is thus calculated twice. It is easiest if
we calculate for v1,1. Since CLn,k is a torus, we will calculate the difference in distance
from v1,1 to vp,q where 1 ≤ p ≤ kn and 1 ≤ q ≤ n and multiply it by 4. In that area
difference in distances is greater than 0 only if 1 ≤ p ≤ kn and q1(p) ≤ q ≤ n where

q1(p) =
1

k
· p.

Therefore,

∆ ≈ 1

2
· 2kn · 2n · 4 ·

kn∑
p=1

n∑
q=q1(p)

(q − q1(p)) .

By direct calculation, we obtain that ∆ is a polynomial in n of degree 5 with leading
coefficient being

4

3
k3.

Now the result follows from Theorem 3.2.

Corollary 4.3. Holds

lim
n→∞

cr(Ln,k) =
5 (4k + 3)

4 (7k + 5)
.

Now, we can derive from this result compression ratio for some specific lattices. For
example, lattice Ln,1 is hexagonal lattice with 2n rows and n columns of hexagons. There-
fore, from Corollary 4.3 follows that compression factor for such lattice equals

lim
n→∞

cr(Ln,1) =
5 (4 + 3)

4 (7 + 5)
=

35

48
= 0.729 17

confirming the result numerically derived in [2]. For k = 2, lattice Ln,k is a lattice con-
sisting of 10-gons, with 2n rows and n columns of rectangular unit cells with size 2k = 4
squares as in Figure 2. From Corollary 4.3 follows that compression factor for such lattice
equals

lim
n→∞

cr(Ln,2) =
5 (4 · 2 + 3)

4 (7 · 2 + 5)
=

55

76
= 0.723 68.

Corollary 4.4. Holds

lim
n→∞

cr(Ln,k) = lim
n→∞

cr(Rn,k)− k

4(7k + 5)
.

Invariant limn→∞ cr(Ln,k) reaches its maximum value limn→∞ cr(Ln,1) = 35
48 , whereas

for large k the limit limn→∞ cr(Ln,k) constantly decreases toward its lower limit 5
7 .
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5 Compression ratio of Rd
n

In this section, we will establish the limit of compression ratio of d-dimensional rectangular
cube Rd

n when n tends to infinity, and we will show that it does not depend on dimension
d.

Theorem 5.1. Holds
lim
n→∞

cr
(
Rd

n

)
=

3

4
.

Proof. Let us denote [n] = {1, 2, . . . , n} . Note that

lim
n→∞

W
(
ORd

n

)
n2d+1

= lim
n→∞

1

n2d+1

 ∑
(x1,...xd)∈[n]d

∑
(y1,...yd)∈[n]d

∑
1≤i≤d

|yi − xi|

 =

= lim
n→∞

1

n2d+1

d · n2d−2 ∑
1≤i≤j≤n

(j − i)

 =

= lim
n→∞

1

n3

d · ∑
1≤i≤j≤n

(j − i)

 =

=
d

6.

On the other hand

lim
n→∞

W
(
CRd

n

)
n2d+1

= lim
n→∞

1

n2d+1

1

2
· nd · 2d ·

∑
(x1,...,xd)∈[n/2]d

∑
1≤i≤d

(xi − 1)

 =

= lim
n→∞

1

nd+1

2d−1 · d ·
(n

2

)d−1 ∑
1≤i≤n

2

(i− 1)

 =

= lim
n→∞

1

n2

d · ∑
1≤i≤n

2

(i− 1)

 =

=
d

8
.

Therefore

lim
n→∞

cr(Rd
n) = lim

n→∞

W
(
CRd

n

)
W (Rd

n)
= lim

n→∞

W(CRd
n)

n2d+1

W (Rd
n)

n2d+1

=
d
8
d
6

=
3

4
.

6 Conclusion
In this paper, we studied compression ratio for open and closed 2-dimensional rectangu-
lar lattices Rn,k and 2-dimensional polygonal lattices Ln,k. For that purpose, we estab-
lished that leading coefficient in W (ORn,k) equals 16

3 k
2 (1 + k) (Theorem 3.1), while
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in W (CRn,k) equals 4k2 (1 + k) (Theorem 3.2), which yields limn→∞ cr(Rn,k) = 3
4

(Corollary 3.3). Also, we established that leading coefficient in W (OLn,k) equals 16
15k

2

(7k + 5) (Theorem 4.1), while leading coefficient inW (CLn,k) equals 4
3k

2 (4k + 3) (The-
orem 4.2), which yields limn→∞ cr(Ln,k) = 5(4k+3)

4(7k+5) (Corollary 4.3). Lattice Ln,1 is
hexagonal lattice with 2n rows and n columns of hexagons, for which therefore holds
limn→∞ cr(Ln,1) = 35

48 . Lattice Ln,2 is 10-gonal lattice with 2n rows and n columns, for
which therefore limn→∞ cr(Ln,2) = 5(8+3)

4(14+5) = 55
76 . Finally, we established that for d-

dimensional rectangular cube holds limn→∞ cr
(
Rd

n

)
= 3

4 (Theorem 5.1).
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Abstract

The packing chromatic number χρ(G) of a graph G is the smallest integer k such that
the vertex set V (G) can be partitioned into disjoint classes X1, . . . , Xk, with the condition
that vertices in Xi have pairwise distance greater than i. We show that the packing chro-
matic number for the hexagonal lattice H is 7. We also investigate the packing chromatic
number for infinite subgraphs of the square lattice Z2 with up to 13 rows. In particular,
we establish the packing chromatic number for P6�Z and provide new upper bounds on
these numbers for the other subgraphs of interest. Finally, we explore the packing chro-
matic number for some infinite subgraphs of Z2�P2. The results are partially obtained by
a computer search.

Keywords: Packing chromatic number, hexagonal lattice, square lattice, computer search.

Math. Subj. Class.: 05C70, 05C85

1 Introduction and preliminaries
The packing coloring was introduced by Goddard et al. in [6] under the name broadcast
coloring. The concept comes from the regulations concerning the assignment of broadcast
frequencies to radio stations. In particular, two radio stations which are assigned the same
frequency must be placed sufficiently far apart so that neither broadcast interferes with the
reception of the other. Moreover, the geographical distance between two radio stations
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which are assigned the same frequency is directly related to the power of their broadcast
signals. These frequency restrictions have inspired the graphical coloring problem defined
below.

A k-coloring of a graph G is a function f from V (G) onto a set C = {1, 2, . . . , k}
(with no additional constraints). The elements of C are called colors. Let Xi denote the set
of vertices with the image (color) i. Note that X1, ..., Xk is partition of the vertex set of G
into disjoint (color) classes.

Let X1, ..., Xk be a partition of the vertex set of G with respect to the following con-
straints: each color class Xi is a set of vertices with the property that any distinct pair
u, v ∈ Xi satisfies dG(u, v) > i. Here dG(u, v) denotes the usual shortest path distance
between u and v. Then Xi is said to be an i-packing, while such a partition is called a
packing k-coloring. The smallest integer k for which there exists a packing k-coloring of
G is called the packing chromatic number of G and it is denoted by χρ(G).

Let G = (V,E) be a graph. A walk is a sequence of vertices v1, v2, . . . , vk and edges
vivi+1, 1 ≤ i ≤ k − 1. A path on n vertices is a walk on n distinct vertices and denoted
Pn. A walk is closed if v1 = vn. A closed walk in which all vertices (except the first and
the last) are different, is a cycle. The cycle on n vertices is denoted Cn. For u, v ∈ V (G),
dG(u, v) or d(u, v) denotes the length of the shortest walk (i.e., the number of edges on the
shortest walk) in G from u to v. These definitions extend naturally to directed graphs.

A set S ⊆ V (G) is independent if xy 6∈ E(G) for any pair of vertices x, y ∈ S.
Cardinality of a largest independent set S of G is the independence number α(G) of G.

This paper studies the packing chromatic number of hexagonal lattice and of some
infinite subgraphs of square lattice. Section 2 contains the search for the lower bound on
the packing chromatic number in hexagonal lattice. The bound is obtained by a computer
program using the dynamic approach for computing graph invariants, as described in the
first part of the section. Section 3 discusses the packing chromatic number for some infinite
subgraphs of the square lattice. We establish the packing chromatic number for P6�Z and
provide upper bounds on these numbers for Pn�Z, where 7 ≤ n ≤ 13. We conclude the
paper with the packing chromatic number for C4�Z as well as with some partial results on
upper bounds for some infinite subgraphs of Z2�P2 provided in Section 4.

The results in our paper were partially obtained by computers, mainly in Windows en-
vironment, but some also using Linux Ubuntu operating system. The machines used for
computations were also diverse: Intel i7 930 based personal computer, Intel Q9400 based
machine and a computer cluster (with up to 24 processor cores). All computations were car-
ried out during six months, starting in the middle of 2010. The development environment
and class libraries Lazarus (version of Pascal language) were used to write all necessary
programs.

2 Hexagonal lattice
The hexagonal lattice H plays a crucial role in many network applications, particularly in
frequency assignments, e.g. see [5]. It was proved by Brešar et al. [1] that the packing
chromatic number of the infinite hexagonal lattice lies between 6 and 8. The result was
improved by Fiala et al. [3], where the packing 7-coloring of the hexagonal lattice is
presented.

We show in this section that actual lower bound on the packing chromatic number of
the infinite hexagonal lattice is 7 and therefore χρ(H) = 7.
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We now present the algorithms, that have been used to provide the main result. We first
describe the concept needed to describe our computer checking. The idea is introduced in
[9] in a more general framework, but for our purposes the following description will be
sufficient.

u
u’

v
v’

w

w’

z z’

Figure 1: Graph H1.

Observe first the graph H1 depicted in Fig. 1. We construct Hi for i > 1 as follows.
Take the graph which is composed of an isomorphic copy of Hi−1 and of an isomorphic
copy of H1. Then add additional four edges that connect vertices u′, v′, w′ , and z′ of the
last added copy of H1 in Hi−1 with the vertices u, v, w, and z of the new copy of H1. As
an example see Fig. 2 where H2 is depicted.

u
u’

v
v’

w
w’

z

z’

Figure 2: Graph H2.

Obviously, Hi is a subgraph ofH for i ≥ 1.
We next define a directed graph Dk as follows.
The vertices of Dk are all packing k-colorings of H1. Let u and v be two distinct

vertices ofDk. Then ũv denotes a k-coloring ofH2 such that u and v induce the respective
packing k-coloring of the first and the second copy of H1. Note that ũv need not to be a
packing k-coloring of H2. uv is an arc in Dk if and only if ũv is a packing k-coloring of
H2.

Lemma 2.1. Let k ≤ 6. Then Hi admits a packing k-coloring if and only if Dk possesses
a walk P = v1, v2, . . . , vi with vj corresponding to the j-th copy of H1.
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Proof. Suppose first that Dk possesses a walk P = v1, v2, . . . , vi. If i = 2, then P is an
arc from v1 to v2 in Dk and the claim is obvious. Let then i > 2. Suppose the claim holds
for P ′ = v1, v2, . . . , vi−1, i.e. Hi−1 admits a packing k-coloring. Since P has an arc from
vi−1 to vi, the corresponding colorings induce a packing k-coloring in a copy of H2 that
corresponds to vi−1 and vi. In order to see that the assertion holds, note that the distance
between a vertex of a copy of H1 that corresponds to vi and a vertex of a copy of H1 that
corresponds to vi−2 is at least 7.

Suppose now that Hi admits a packing k-coloring. If i = 2, then by definition of
Dk a packing k-coloring of H2 induce an arc in Dk. Let then i > 2. Note that Hi is
composed of an isomorphic copy of Hi−1, say X , and of an isomorphic copy of H1, say
Y . Y is connected in Hi to an isomorphic copy of H1, say Z. Suppose the claim holds
for Hi−1 and let P ′ = v1, v2, . . . , vi−1 denote a walk in Dk that corresponds to X . Since
Hi admits a packing k-coloring, Y induces a packing k-coloring of H1, say vi. Y and Z
together induce a packing k-coloring of H2 and therefore vi−1vi forms an arc in Dk. Then
P = v1, v2, . . . , vi−1, vi is a walk in Dk and the proof is complete.

Lemma 2.2. Let k ≤ 6. ThenH admits a packing k-coloring only if Dk contains a closed
directed walk.

Proof. Let H for a given k admit a packing k-coloring denoted f . Suppose that Dk is
acyclic. Since H1 is finite, there is obviously only a finite number of vertices (packing
k-colorings of H1) in Dk, say nk. Let then d < nk denotes the length of a longest directed
path in Dk. Take now a subgraph of H isomorphic to Hd+2. A restriction of f to Hd+2

is obviously a packing k-coloring of Hd+2. From Lemma 2.1 it follows that Hd+2 admits
a packing k-coloring if and only if Dk possesses a walk P = v1, v2, . . . , vd+2 with vj
corresponding to a packing k-coloring of the j-th copy of H1. But since Dk is acyclic, the
length of the longest walk in Dk is at most d and we obtain a contradiction.

Theorem 2.3. χρ(H) = 7.

Proof. Since it is proved in [1] that the packing chromatic number of the infinite hexagonal
lattice is at least 6 and since in [3] a coloring of the hexagonal lattice using 7 colors is
presented, we have to show thatH does not admit a packing 6-coloring.

We first constructed the graph D6 by using a computer program. The graph consists
of 26660 vertices with a maximum output degree of 37 (see also the concluding remark).
By the depth first search algorithm we next established that D6 is an acyclic graph. From
Lemma 2.2 then it follows that the hexagonal lattice cannot admit a packing 6-coloring.
This assertion completes the proof.

An alternative approach to prove Theorem 2.3 is to use a naive brute force search for
a large enough subgraph of H. The approach used in the proof Theorem 2.3, however, is
potentially much more interesting and utile in order to search for the packing chromatic
number in other families of graphs since it uses the packing k-colorings of a relatively
small graph.

3 Square lattice
Cartesian product of graphs provide a setting which has been widely used in designing large
scale computer systems and interconnection networks. The Cartesian product of graphs G
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and H is the graph G�H with vertex set V (G)× V (H) and (x1, x2)(y1, y2) ∈ E(G�H)
whenever x1y1 ∈ E(G) and x2 = y2, or x2y2 ∈ E(H) and x1 = y1. The Cartesian
product is commutative and associative, having the trivial graph as a unit, cf. [8]. The
subgraph of G�H induced by u× V (H) is isomorphic to H and it is called an H-fiber.

It will be convenient to view the square lattice as the Cartesian product of two infinite
paths, i.e Z�Z.

Goddard et al. [6] determined the packing chromatic number for infinite subgraphs of
the square lattice Z2 with up to 5 rows. In the same paper the question of determining the
packing chromatic number of the infinite square lattice was posed. The best upper bound
17 was given by Holub and Soukal [7], while the best lower bound 12 was determined by
Ekstein et al. [2].

We have considered infinite subgraphs of Z�Z with up to 13 rows. The main results
are summarized in the following proposition.

Proposition 3.1.
(i) χρ(P6�Z) = 10,
(ii) χρ(P7�Z) ≤ 11,
(iii) χρ(P8�Z) ≤ 12,
(iv) χρ(P9�Z) ≤ 13,
(v) χρ(P10�Z) ≤ 14,
(vi) χρ(P11�Z) ≤ 14,
(vii) χρ(P12�Z) ≤ 15.
(viii) χρ(P13�Z) ≤ 15.

Proof. Note first that if f is a packing k-coloring of Pn�C`, k < `, then we can construct
from f a packing k-coloring of Pn�Pm for everym. One can use f to color every Pn-fibre
(uj × Pn) of Pn�Pm in the same way as the Pn-fibre (vj mod ` × Pn) of Pn�C`

1 2 1 3 1 2 1 3 1 2 1 3 1 10
3 1 4 1 8 1 5 1 9 1 4 1 2 1
1 6 1 2 1 3 1 2 1 3 1 7 1 5
2 1 3 1 7 1 4 1 6 1 2 1 3 1
1 9 1 5 1 2 1 3 1 5 1 8 1 4
3 1 2 1 3 1 10 1 2 1 3 1 2 1

Figure 3: A packing 10-coloring of P6�C14

1 2 1 3 1 2 1 3 1 2 1 3 1 4 1 5
3 1 6 1 4 1 7 1 5 1 6 1 2 1 7 1
1 8 1 2 1 3 1 2 1 3 1 9 1 3 1 2
4 1 3 1 5 1 10 1 4 1 2 1 5 1 11 1
1 2 1 9 1 2 1 3 1 8 1 3 1 2 1 3
5 1 7 1 3 1 6 1 2 1 7 1 4 1 6 1
1 3 1 2 1 4 1 5 1 3 1 2 1 3 1 2

Figure 4: A packing 11-coloring of P7�C16
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1 2 1 3 1 2 1 3 1 2 1 3 1 4
3 1 5 1 4 1 10 1 11 1 5 1 2 1
1 8 1 2 1 3 1 2 1 3 1 6 1 9
2 1 3 1 6 1 5 1 4 1 7 1 3 1
1 4 1 7 1 2 1 3 1 2 1 12 1 5
3 1 2 1 3 1 9 1 8 1 3 1 2 1
1 11 1 5 1 4 1 2 1 5 1 4 1 10
2 1 3 1 2 1 3 1 6 1 2 1 3 1

Figure 5: A packing 12-coloring of P8�C14

1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
4 1 5 1 6 1 4 1 5 1 7 1 4 1 5 1 6 1 7 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2

12 1 8 1 7 1 10 1 11 1 6 1 9 1 13 1 4 1 5 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
6 1 4 1 9 1 5 1 4 1 8 1 5 1 7 1 10 1 11 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
7 1 5 1 13 1 6 1 7 1 12 1 4 1 6 1 5 1 4 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3

Figure 6: A packing 13-coloring of P9�C20

In order to obtained the upper bounds, we therefore first tried to find a packing k-
coloring of Pn�Cm for every n of the interest with k (and m) being as small as possible.

The obtained colorings for n ∈ {6, 7, 8, 9, 11, 13} are depicted in Figs. 3 - 8, while a
packing 14-coloring of P10�C16 and a packing 15-coloring of P12�C16 can be obtained
from the first 10 rows of the packing 14-coloring of P11�C16 depicted in Fig. 7 and the
first 12 rows of the packing 15-coloring of P13�C16 depicted in Fig. 8, respectively.

In order to provide the lower bound for χρ(P6�Z) we applied the backtracking search,
e.g. see [10], adapted to packing colorings. Since the procedure did not find a packing
9-coloring in χρ(P6�P12), the assertion follows.

Results in Proposition 3.1 provide general upper bounds for infinite families of Carte-
sian products of two paths. For some graphs of these families however, better bounds or
even the exact numbers can be computed. The results are depicted on the web page pre-
sented in the concluding remark. We again applied the backtracking search, which it is
guaranteed to find a solution, if one exits, but it is relatively time consuming and therefore
not usable for larger graphs.

The colorings depicted in Figs. 3 - 8 have something in common: every second vertex
in a row (column) is colored by the color 1. We therefore conjecture, that if a packing k-
coloring of Pn�Pm exists, one can always find a packing k-coloring such that the classX1

is distributed as described above. This conjecture is formally stated below.

Conjecture 3.2. Let n ≥ 4 and let χρ(Pm�Pn) = k. Then exists a packing k-coloring of
Pm�Pn with |X1| = α(Pm�Pn) = dnm2 e.
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1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
4 1 5 1 8 1 4 1 6 1 7 1 5 1 12 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
7 1 9 1 13 1 5 1 10 1 11 1 4 1 6 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
5 1 4 1 6 1 7 1 4 1 5 1 8 1 14 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
10 1 11 1 5 1 12 1 9 1 6 1 7 1 4 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
6 1 7 1 4 1 8 1 5 1 4 1 13 1 5 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2

Figure 7: A packing 14-coloring of P11�C16

1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
4 1 5 1 8 1 14 1 9 1 6 1 7 1 12 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
6 1 7 1 4 1 15 1 5 1 4 1 10 1 5 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
11 1 9 1 5 1 6 1 7 1 8 1 13 1 4 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
5 1 4 1 10 1 12 1 4 1 5 1 6 1 7 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3
8 1 6 1 7 1 5 1 11 1 9 1 4 1 14 1
1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2
4 1 5 1 13 1 4 1 6 1 7 1 5 1 15 1
1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3

Figure 8: A packing 15-coloring of P13�C16

If the conjecture holds, the vertices of the class X1 can be fixed and therefore the
backtracking is capable to provide results for much larger graph. In order to provide lower
bounds for graphs of moderate size we therefore applied backtracking with no additional
constraints, while for larger graphs the vertices of the class X1 were fixed. The results of
these computations are summarized in Table 1. The results in the table are of two types:
exact values and upper bounds. Some of the upper bounds are exact values of χρ if the
Conjecture 3.2 holds. If a value k in the table is exact, that means that a packing k-coloring
for the graph of interest is found and that the backtracking procedure confirmed that a
packing (k−1)-coloring does not exist. An upper bound k means that a packing k-coloring
for the graph of interest exists, but we could not prove that a packing (k− 1)-coloring does
not exist. On the other hand, if an upper bound k is marked with asterisk, the backtracking
proved that a packing (k − 1)-coloring with the vertices of the class X1 fixed as stated in
the conjecture does not exist.
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m\n 6 7 8 9 10 11 12 13 14−15 16−24 25−27 28−41 > 41
6 8 9 9 9 9 9 10 10 10 10 10 10 10
7 9 9 9 10 10 10 10 10 ≤11∗ ≤11∗ ≤11∗ ≤11∗

8 9 10 10 10 ≤11∗ ≤11∗ ≤11∗ ≤11∗ ≤11∗ ≤12 ≤12
9 10 ≤11∗ ≤11∗ ≤11∗ ≤11∗ ≤11∗ ≤12∗ ≤12∗ ≤12∗ ≤13
10 ≤11∗ ≤11∗ ≤11∗ ≤12∗ ≤12∗ ≤12∗ ≤14 ≤14 ≤14
11 ≤11∗ ≤12∗ ≤12∗ ≤14 ≤14 ≤14 ≤14 ≤14
12 ≤12∗ ≤12∗ ≤15 ≤15 ≤15 ≤15 ≤15
13 ≤13 ≤15 ≤15 ≤15 ≤15 ≤15

Table 1: Packing chromatic numbers and bounds for Pm�Pn.

4 Subgraphs of Z�Z�P2

It is known that χρ(Z3) = ∞ [4]. Moreover even the packing chromatic number of
Z�Z�P2 is unbounded [3]. On the other hand, it was proved that χρ(G�Z) < ∞ for
any finite graph G [3].

Hence, it is worthy to study the packing chromatic number of some infinite subgraphs
of Z�Z�P2. In particular we considered C4�Z, C6�Z, C8�Z, C10�Z, C12�Z, and
P2�P3�Z. We were able to obtain exact results for the packing chromatic number of
C4�Z, while for the other families some partial results and bounds were found.

Proposition 4.1.
(i) χρ(C4�Z) = 9,
(ii) χρ(C6�Z) ≤ 13,
(iii) χρ(C8�Z) ≤ 15,
(iv) χρ(C10�Z) ≤ 22,
(v) χρ(C12�Z) ≤ 17,
(vi) χρ(P2�P3�Z) ≤ 18.

Proof. The upper bounds follow from the packing 9-coloring of C4�C16 and from the
packing 15-coloring of C8�C24 depicted in Fig 9 and Fig 10, respectively. The packing
13-coloring of C6�C48, the packing 22-coloring of C10�C48, the packing 17-coloring of
C12�C48 and the packing 18-coloring of P2�P3�C48 can be obtained from the authors
or from the web page presented in the concluding remark.

1 4 1 6 1 5 1 8 1 4 1 6 1 5 1 9
2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1
1 5 1 7 1 4 1 9 1 5 1 7 1 4 1 8
3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1

Figure 9: A packing 9-coloring of C4�C16

The lower bound for C4�P10 is obtained by using the backtracking procedure which
confirms that 8-coloring of C4�P10 does not exist.

Note that a coloring of G which provides the upper bound in Proposition 4.1 has the
vertices of the class X1 distributed such that the cardinality of X1 equals the independence
number of G. We therefore generalize Conjecture 3.2 as follows.

Let Xm denote Pm or Cm.
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1 13 1 8 1 4 1 5 1 9 1 4 1 5 1 8 1 4 1 5 1 9 1 4
3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1
1 6 1 7 1 12 1 14 1 6 1 7 1 13 1 15 1 6 1 7 1 10 1 5
2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1
1 4 1 9 1 5 1 4 1 8 1 5 1 4 1 9 1 5 1 4 1 8 1 11
3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1
1 5 1 15 1 6 1 7 1 10 1 11 1 6 1 7 1 12 1 14 1 6 1 7
2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1 2 1 3 1

Figure 10: A packing 15-coloring of C8�C24

Conjecture 4.2. Let n ≥ 4 and let χρ(Xm�P`�Pn) = k. Then there exists a packing
k-coloring of Xm�P`�Pn such that |X1| = α(Xm�P`�Pn).

Analogous as in Section 3 we therefore applied backtracking with no additional con-
straints for graphs of moderate size, while for larger graphs the vertices of the classX1 were
fixed. The packing colorings of the graphs of interest can be obtained from the authors or
from the web page presented in the concluding remark. The results of these computations
are summarized in Table 2, where an upper bound k marked with asterisk means that the
backtracking proved that a packing (k− 1)-coloring with the vertices of the class X1 fixed
as stated in the conjecture does not exist.

m\n 2 3 4 5 6 7 8 9 10 11 12−15 16−18 19−34 > 34
4 5 5 7 7 7 7 8 8 9 9 9 9 9 9
6 5 8 8 8 10 10 11 11 11 12 ≤ 12∗ ≤ 12∗ ≤ 13 ≤ 13
8 7 7 9 9 10 10 11 ≤12∗ ≤12∗ ≤ 13∗ ≤ 13∗ ≤ 14 ≤ 14 ≤ 15

P2�P3 5 8 8 10 10 11 ≤12∗ ≤12∗ ≤14 ≤ 15 ≤ 18 ≤ 18 ≤ 18 ≤ 18

Table 2: Packing chromatic numbers for Cm�Pn and P2�P3�Pn (below).

Concluding remark
All obtained packing colorings as well as the graph D6 can be obtained from the au-
thors or directly from the web page http://matematika-racunalnistvo.fnm.
uni-mb.si/personal/vesel/constructions.aspx.
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Abstract

Consider a simple graph G with no isolated edges and at most one isolated vertex. A
labeling w : E(G) → {1, 2, . . . ,m} is called product - irregular, if all product degrees
pdG(v) =

∏
e3v w(e) are distinct. The goal is to obtain a product - irregular labeling that

minimizes the maximal label. This minimal value is called the product irregularity strength
and denoted ps(G). We give the exact values of ps(G) for several families of graphs, as
complete bipartite graphs Km,n, where 2 ≤ m ≤ n ≤

(
m+2

2

)
, some families of forests,

including complete d-ary trees, and other graphs with δ(G) = 1.

Keywords: Product-irregular labeling, product irregularity strength, tree.

Math. Subj. Class.: 05C05, 05C15, 05C78

1 Introduction
Assume we are given simple undirected graph G = (V (G), E(G)) with neither loops
nor isolated edges and with at most one isolated vertex. Let us define integer labelling
w : E(G)→ {1, 2, . . . , s}. For every vertex v ∈ V (G) we define the product degree as

pdG(v) =

{ ∏
e3v w(e), dG(v) > 0,

0, dG(v) = 0
(1.1)

(where dG(v) denotes the degree of vertex v in G).
We call w product-irregular if for every pair of vertices u, v ∈ V (G), u 6= v

pdG(u) 6= pdG(v). (1.2)

The product irregularity strength ps(G) ofG is the smallest value of s that allows some
product-irregular labelling.

∗http://kbo.ue.poznan.pl/anholcer
E-mail address: m.anholcer@ue.poznan.pl (Marcin Anholcer)

cb This work is licensed under http://creativecommons.org/licenses/by/3.0/
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The concept was introduced by M. Anholcer in [4]. As we can see, it is the multi-
plicative version of the well known irregularity strength introduced by Chartrand et al. in
[5] and studied by numerous authors (the best result for general graphs can be found in
Kalkowski, Karoński and Pfender [6], while e.g. trees and forests have been studied e.g.
by Aigner and Triesch [1], and Amar and Togni [3]). On the other hand, the problem of
founding the product irregularity strength of graph is connected with the product antimagic
labellings investigated e.g. by Pikhurko [7]. Indeed, the result from the last publication
implies that for sufficiently large graphs

ps(G) ≤ |E(G)| .

Let nd denote the number of vertices of degree d, where δ(G) ≤ d ≤ ∆(G). In [4] M.
Anholcer showed that

ps(G) ≥ max
δ(G)≤d≤∆(G)

{⌈
d

e
n

1/d
d − d+ 1

⌉}
.

This reduces to
ps(G) ≥

⌈r
e
n1/r − r + 1

⌉
.

in the case of r-regular graph. Note that these bounds are not tight. Also the bounds on
ps(Cn) were given, where Cn is cycle on n vertices. It was proved that if n > 17, then

ps(Cn) ≥

⌈(
n

1− ln 2

)1/2
⌉
,

while for every ε > 0 there exists n0 such that for n > n0

ps(Cn) ≤ d(1 + ε)
√

2n lnne.

Similarly the upper bounds on the irregularity strength of grids and toroidal grids were
proved:

ps(Tn1×n2×···×nk
) ≤ d(1 + ε)

√
2(

k∑
j=1

√
nj) ln (

k∑
j=1

nj)e,

ps(Gn1×n2×···×nk
) ≤ d(1 + ε)

√
2(

k∑
j=1

√
nj) ln (

k∑
j=1

nj)e.

In [9] Skowronek-Kaziów showed, that

Proposition 1.1. For every n ≥ 3

ps(Kn) = 3.

Let us recall that nd denotes the number of vertices of degree d in G, where δ(G) ≤
d ≤ ∆(G). In this paper we are going to give the exact value of ps(G) for complete
bipartite graphs Km,n, where 2 ≤ m ≤ n ≤

(
m+2

2

)
, and some families of graphs with

δ(G) = 1. The main results are as follows.
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Proposition 1.2. Let m and n be two integers such that 2 ≤ m ≤ n. Then

ps(Km,n) = 3

if and only if n ≤
(
m+2

2

)
. Otherwise ps(Km,n) ≥ 4.

Theorem 1.3. Let D ≥ 3 be arbitrary integer. For almost all forests F such that

(i) ∆(F ) = D, n2 = 0 and n0 ≤ 1,

(ii) if we remove all the pendant edges, then in the resulting forest F ′, n2 = 0,

the product irregularity strength equals to

ps(F ) = n1.

The proofs of the above results are given in two following sections.

2 Complete bipartite graphs
Proof of Proposition 1.2

Let Km,n = (U, V,E), where U = {u1, . . . , um}, V = {v1, . . . , vn} and E = {{ui, vj},
1 ≤ i ≤ m, 1 ≤ j ≤ n}. If we used only labels 1 and 2, we would be able to obtain
at most n + 1 distinct products, 1, 2, . . . , 2n while we have n + m ≥ n + 2 vertices.
Thus ps(Kn,n) ≥ 3. On the other hand, assume that we are using only the labels 1,
2 and 3. The number of possible multisets of m elements is equal to

(
m+2

2

)
, and it is

the maximal number distinct products for the vertices in V . Thus it is impossible to find
product-irregular labeling of Km,n if |V | = n >

(
m+2

2

)
. Now we are going to prove that

labels 1, 2 and 3 are enough if m ≤ n ≤
(
m+2

2

)
.

Let us consider the set of all
(
m+2

2

)
multisets ofm elements equal to either 1, 2 or 3. Let

us denote the elements of jth multiset, where 1 ≤ j ≤
(
m+2

2

)
, with aij , where 1 ≤ i ≤ m.

Assume they are arranged in non decreasing order, i.e. in such a way that aij ≤ ai+1
j for

1 ≤ j ≤
(
m+2

2

)
and 1 ≤ i ≤ m−1. Now we arrange the obtained sequences in decreasing

lexicographic order, i.e. in such a way that for every 1 ≤ j1 < j2 ≤
(
m+2

2

)
there exists i0,

1 ≤ i0 ≤ m such that aij1 = aij2 if 1 ≤ i < i0 and ai0j1 > ai0j2 . Now if m < n, then we put

w({ui, vj}) = aij , 1 ≤ i ≤ m, 1 ≤ j ≤ n.

Observe that the weighted degrees in V are distinct, as the respective multisets are. It is
also straightforward to see that the degrees in U are distinct, as the numbers of factors equal
to 3 are. Moreover the number of factors different than 1 in the weighted degrees in V are
equal at most m, while in U they equal at least m+ 1. Thus finally the obtained labeling is
product-irregular.

If m = n, then we label any Kn−1,n subgraph of Kn,n as above and then put 1 on all
the edges incident to the remaining vertex. As in the case m = n − 1 none of the vertices
obtains the weighted degree 1, the resulting labeling is product-irregular.
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3 Graphs with δ(G) = 1

Proof of Theorem 1.3

Let us consider a forest F . We distinguish two kinds of non pendant vertices. The external
vertex is such a vertex that at least one of its neighbours is pendant vertex. The internal
vertex has no pendant vertices in the neighbourhood.

The product degree of every pendant vertex is equal to the label of the only edge inci-
dent to it. Thus ps(F ) ≥ n1. So in order to prove the theorem we have to show that there
exists a product-irregular labelling of F with n1 labels.

The proof consists of two parts. First using the Probabilistic Method (more precisely
the Linearity of Expectation, see e.g. [2], pp.13-21) we will prove the existence of partial
labeling that distinguishes the product degrees of internal vertices. Then, by labeling the
pendant edges we will extend the product-irregular labeling on whole forest F .

Let us choose the label for every non-pendant edge uniformly at random from the set
of all odd primes p, n1/2

1 < p ≤ n1. The number of such primes π1/2 equals

π1/2 = π(n1)− π(n
1/2
1 ) >

n1 − 2.51012n1
1/2

lnn1

provided n1 ≥ 17 (see e.g. [8]).
Let us enumerate in any way all the m1 pairs of non-adjacent internal vertices and m2

pairs of adjacent internal vertices. As for every forest we have

n1 ≥ 2 +

D∑
i=3

(i− 2)ni >

D∑
i=3

ni,

it follows that the total number of internal vertices nint satisfies the inequality

nint <
n1

2
.

Thus
m2 ≤ nint − 1 <

n1

2
and

m1 ≤
(
nint

2

)
<
n2

1

4
.

For every i, 1 ≤ i ≤ m1 + m2, let vi and ui be the vertices forming pair i and let Xi be
random variable such that

Xi =

{
1, pd(ui) = pd(vi),

0, otherwise.

We have

E(Xi) = Pr(pd(ui) = pd(vi)) ≤

{
D!π1/2

−2, ui ∼ vi,
D!π1/2

−3, otherwise.

Let X be random variable counting the“bad” pairs. Of course,

E(X) =

m1+m2∑
i=1

E(Xi) ≤ m1D!π1/2
−3 +m2D!π1/2

−2 < 1, (3.1)
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if only n1 is large enough.
This implies that for almost every forest satisfying given conditions, there exists a la-

beling w? using only the primes lower or equal to n1 that distinguishes all the internal
vertices. Moreover, for every internal vertex v we have

pd(v) > n1

and
pd(v) mod 2 = 1.

Let us choose any such labeling. Now we are going to extend w? on the pendant edges
in order to obtain complete labelingw. We will do it in two steps. Let next be the number of
external vertices. In the first step, for each such vertex we leave two pendant edges incident
to it not labeled. If there are other pendant edges (i.e. for at least one external vertex v,
d(v) > 3), then we put on them distinct labels from the set {1, , . . . , n1 − 2next} (in any
order). Let pd?(v) be the product of all edges incident with v that have been labeled. In the
second step we order the external vertices with non-decreasing value of pd?(v). Then we
label two edges incident with ith external vertex (1 ≤ i ≤ next) using labels n1−2next+ i
and n1 − i+ 1. Observe that the products of the pairs of labels increase with i.

After the second step, the product degrees of external vertices satisfy the conditions:

pd(vi) < pd(vj) if i < j,

pd(vi) > n1

and

pd(vi) mod 2 = 0.

For pendant vertices we have in turn:

pd(vi) ≤ n1

and

pd(vi) 6= pd(vj) if i 6= j.

As there can be at most one vertex v with pd(v) = 0, this finishes the proof.

Corollaries

From the above one can deduce the following two corollaries.

Corollary 3.1. Let d ≥ 2 be arbitrary integer. Then for almost all the complete d-ary trees

ps(T ) = n1.

Proof. We proceed as in the proof of Theorem 1.3. Even if d = 2, there is only one vertex
of degree 2 (the root) and its product degree is the product of two (not necessarily distinct)
primes p1, p2 > n

1/2
1 . It distinguishes this vertex from all other internal and pendant

vertices. And even if n1 ∈ {p1, p2}, it is impossible to obtain the external vertex with
same product degree, as the triple 1, p1, p2 cannot appear (pendant edges should be labeled
1 and n1 this time, what would imply n1 mod 2 = 0, contradiction). Thus all the product
degrees are distinct.
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One of the most important facts used in the proof of Theorem 1.3 is that n1 > n/2.
However, as it may be easily checked, the inequality analogous to (3.1) will be satisfied
even for smaller number of pendant vertices.

Corollary 3.2. Let D ≥ d ≥ 3 be arbitrary integers. For almost all graphs G such that

(i) δ(G) = 1, ∆(G) = D,

(ii) if we remove all the pendant edges, then for the resulting graph G′, δ(G′) = d ≥ 4,

(iii) n1 >> n2/(d−1) lnn (i.e. n = o(
n
(d−1)/2
1

lnn1
)),

(iv) none of the external vertices is adjacent to exactly one pendant vertex,

the product irregularity strength equals to

ps(G) = n1.

Proof. We proceed as in the proof of Theorem 1.3. The difference is that this time we do
not distinguish pairs of adjacent and non-adjacent vertices. The inequality (3.1) takes the
form:

E(X) <

(
n

2

)
D!π1/2

−d+1 < 1,

and the deterministic part of the proof remains unchanged.

Two simple observations

Finally let us add two simple observations on some special families of trees.

Proposition 3.3. Let K1,n be star with n pendant vertices, n ≥ 2. Then

ps(K1,n) = max{3, n}.

Proof. In the case n = 2, two labels 1 and 2 are not enough (either we use two equal
labels and obtain same product degrees of pendant vertices, or we label the edges with
1 and 2 and obtain two product degrees 2). On the other hand, using labels 2 and 3 we
produce product-irregular labeling. If n ≥ 3, we need at least n labels to distinguish the
product degrees of pendant vertices and this is enough, as the product degree of central
vertex equals n! > n.

Centipede Qn is the graph with V (Qn) = {u1, . . . , un, v1, . . . , vn} and E(Qn) =
{{ui, vi}, 1 ≤ i ≤ n} ∪ {{vi, vi+1}, 1 ≤ i ≤ n− 1}.

Proposition 3.4. Let Qn be a centipede, n ≥ 2. Then

ps(Qn) = max{3, n}.

Proof. If n = 2, two labels are not enough as it would be possible to obtain at most three
distinct products 1, 2 and 4 and we have four vertices. If n ≥ 3, we need at least n labels
to distinguish all the pendant vertices. So ps(Qn) ≥ max{3, n}. The product-irregular
labelings realizing this bound are given as follows:
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(i) If n = 2, put w({ui, vi}) = i, i = 1, 2 and w({v1, v2}) = 3. Then pd(u1) = 1,
pd(u2) = 2, pd(v1) = 3 and pd(v2) = 6.

(ii) If n = 3, put w({u2, v2}) = 1, w({u1, v1}) = w({v1, v2}) = 2, w({u3, v3}) =
w({v2, v3}) = 3. Then pd(u1) = 2, pd(u2) = 1, pd(u3) = 3, pd(v1) = 4, pd(v2) =
6 and pd(v3) = 9.

(iii) If n ≥ 4, put w({u1, v1}) = n − 1, w({un, vn}) = n − 2, w({un−1, vn−1}) = n,
w({ui, vi}) = i − 1, 2 ≤ i ≤ n − 2 and w({vi, vi+1}) = n, 1 ≤ i ≤ n − 1. Then
product degrees of pendant vertices are distinct numbers from the set {1, 2, . . . , n}
and the product degrees of external vertices - distinct numbers from the set {n(n −
2), n(n− 1)} ∪ {in2, 1 ≤ i ≤ n− 3} ∪ {n3}.
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Abstract

In this note we investigate the convex hull of those n × n permutation matrices that
correspond to symmetries of a regular n-gon. We give the complete facet description.
As an application, we show that this yields a Gorenstein polytope, and we determine the
Ehrhart h∗-vector.
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1 Introduction
To any finite group G of real n×n permutation matrices we can associate the permutation
polytope P (G) given by the convex hull of these matrices in the vector space Rn×n. A
well-known example of such a polytope is the Birkhoff polytope Bn, which is defined as
the convex hull of all n × n permutation matrices [9, 8]. This polytope appears in various
contexts in mathematics from optimization to statistics to enumerative combinatorics. (See,
e.g., [24, 20, 21, 2, 1].) It is also a famous example of a Gorenstein polytope (see Section
5). Gorenstein polytopes turn up in connection to mirror symmetry in theoretical physics.

Guralnick and Perkinson [15] studied polytopes associated to general subgroups G of
the symmetric group and proved results about their dimension, and about the diameter of
their vertex-edge graph. A systematic exposition of general permutation polytopes is given
in [5]. There, we studied which groups lead to affinely equivalent polytopes, we considered
products of groups and polytopes, classified low-dimensional cases, and we formulated
several open conjectures.

In order to get an intuition about what one can expect in general, it is instructive to
consider some special classes of permutation groups. A seemingly very difficult case is
when G equals the group of even permutation matrices. Just to exhibit exponentially many
facets is already a daunting task, for this see [17]. Even for cyclic G we showed in [6] that
these polytopes have a surprisingly complex and not yet fully understood facet structure.

In [12] Collins and Perkinson studied polytopes given by Frobenius groups. A special
case is the dihedral groupDn for n odd, which was considered in more detail by Steinkamp
[22]. Since Dn is the automorphism group of a regular n-gon, the cases where n is even
and odd are quite different.

The most recent paper on permutation polytopes [11] focused on determining the vol-
umes of permutation polytopes associated to cyclic groups, dihedral groups, and Frobenius
groups. In order to compute the volume of P (Dn), the authors find a Gale dual combina-
torial description, which they use to provide an explicit formula for the Ehrhart polynomial
of P (Dn).

The dihedral group Dn is the automorphism group Aut(Cn) of a cycle Cn, and any
permutation matrix M(σ) of an element σ ∈ Dn commutes with the adjacency matrix A
of Cn. So any point in P (Dn) commutes with A, and

P (Dn) ⊆ {M ∈ Rn×n |M is doubly stochastic and MA = AM} .

Here, a matrix is doubly stochastic if all entries are non-negative and each row and column
sum is 1. Tinhofer [24] asks, more generally, for a classification of those undirected graphs
G where the two sets above are equal, i.e. where the commutation condition MA = AM
already suffices to characterize the elements of P (Aut(G)) among all doubly stochastic
matrices. The Birkhoff-von Neumann theorem is the special case where A is the unit ma-
trix. Tinhofer shows that this also holds for the adjacency matrices of cycles and trees [24,
Theorems 2&3].

In this note, we independently investigate P (Dn) in a more direct and elementary way.
We give a complete list of its facet inequalities (Theorem 3.3, Theorem 4.1). As an ap-
plication, we observe that these lattice polytopes are Gorenstein polytopes, and we get
a nice description of the generating function of their Ehrhart polynomials (Theorem 5.3,
Corollary 5.4).

Acknowledgments: Many results are based upon experiments and computations using
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the package polymake [14] by Gawrilow and Joswig. We would like to thank the referees
for carefully reading and improving the text.

2 Notation and preliminary results
Let Sn be the permutation group on n ≥ 3 elements. Every permutation σ ∈ Sn can be
represented by an n×nmatrixMσ with entries δi,(j)σ . So the entries are in {0, 1} and there
is exactly one 1 in each row and column. Notice that we apply matrices and permutations
from the right. We can view such a matrix as a vector in Rn2

. For a subgroup G of Sn we
define the polytope

PG := conv(Mσ | σ ∈ G) .

This is a 0/1-polytope, so all matrices are in fact vertices of the polytope.
We denote by Dn the subgroup of Sn corresponding to the symmetry group of the

regular n-gon, the dihedral group of order 2n. This group is generated by two elements.
If n is odd, then these may taken to be the rotation ρ of the n-gon by 360/n degrees, and
the reflection τ along a line through one vertex and the midpoint of the opposite edge. If
n is even, then the second generator τ is instead the reflection along a line through two
opposite vertices. Thus ρ is the permutation (1, 2, . . . , n) and τ the reflection (2, n)(3, n−
1) · · · ((n + 1)/2, (n + 3)/2) if n is odd and (2, n)(3, n − 1) · · · (n/2, (n/2) + 2) if n is
even.

The associated permutation polytope is the convex hull of the corresponding matrices,

DPn := conv(Mσ | σ ∈ Dn) .

The dihedral group Dn has 2n elements

ρ0, ρ1, ρ2, . . . , ρn−1, τ, τρ, τρ2, τρ3, . . . , τρn−1.

We label the vertices of DPn by v0, . . . , vn−1, w0, . . . , wn−1 in this order. Let us give a
more convenient way to write these matrices.

Let I be the n-dimensional identity matrix and R be the n × n matrix that has 0’s
everywhere except at the n entries (i, j), where 0 ≤ i, j ≤ n− 1 and j ≡ i+ 1 mod n:

R =



0 1 0 0 · · · 0 0
0 0 1 0 · · · 0 0
...

. . . . . . . . .
...

...
...

. . . . . . . . .
...

...
0 · · · · · · 0 · · · 1 0
0 0 0 0 · · · 0 1
1 0 0 0 · · · 0 0


.

Reading the matrices Mσ row by row, we can identify Mσ with a (row) vector in Rn2

.
For instance, the 2 × 2 identity matrix would be identified with (1 0 0 1). Under this
identification the vertices of DPn are (in the order given above) the rows of the 2n × n2
matrix [

R0 R1 R2 · · · Rn−1

R0 R−1 R−2 · · · R−(n−1)

]
.



34 Ars Math. Contemp. 7 (2014) 31–39

Permuting the coordinates (corresponding to a linear automorphism of Rn2

) we may write
the vertices in the form

V =

[
I I I · · · I
I R−2 R−4 · · · R−2(n−1)

]
. (2.1)

Clearly, the first 2n coordinates of the vertices linearly determine the remaining coordi-
nates. So we can project onto R2n without changing the combinatorics of the polytope.
Hence, we observe that the dimension of DPn is at most 2n.

3 The situation for odd n

In this section we completely describe DPn for n odd. As it will turn out, it is useful to
introduce a new polytope that will serve as a basic building block for both situations of
even n and odd n.

Definition 3.1. LetQn be the polytope defined as the convex hull of the rows of the 2n×n2
matrix

W :=

[
I I I . . . I
I R1 R2 . . . Rn−1

]
. (3.1)

While Qn differs from DPn for even n, for odd n the R2k for 0 ≤ k ≤ n − 1 are a
permutation of the Rk for 0 ≤ k ≤ n− 1. So we deduce from (2.1) that, for n odd, Qn is
up to a permutation of coordinates just the polytope DPn.

Proposition 3.2. For odd n, the polytopes DPn and Qn are affinely isomorphic.

The following theorem examines the structure of Qn for arbitrary n. For n odd, this
result is a special case of Theorem 4.4 in [12].

Let us fix some convenient notation. We denote by ∆r the r-dimensional simplex. We
also use for any two integers s, k, the term [s]k ∈ {0, . . . , k − 1} to denote the remainder
of s upon division by k. The free sum of two polytopes P and P ′ of dimensions d and d′ is
the polytope

P ⊕ P ′ := conv({(p, 0) ∈ Rd+d
′
| p ∈ P} ∪ {(0, p′) ∈ Rd+d

′
| p′ ∈ P ′}).

Theorem 3.3 (Collins&Perkinson [12]). Let n be odd or even. The polytope Qn has di-
mension 2n−2 and is a free sum of two copies of ∆n−1. Taking coordinates x0, . . . , xn2−1
for Rn×n, its affine hull is given by the equations

1 =

(l+1)n−1∑
i=ln

xi (aff)

0 = xkn+[j]n − x(k+1)n+[j]n − x(k+1)n+[j+1]n + x(k+2)n+[j+1]n (Aj,k)

for 0 ≤ l ≤ n− 1, 0 ≤ j ≤ n− 2, 0 ≤ k ≤ n− 3.
An irredundant system of inequalities defining the polytope inside its affine hull is given

by the inequalities

xi ≥ 0

for 0 ≤ i ≤ n2 − 1.
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Proof. All the given equations are satisfied by the vertices of Qn. There are n equations
of type (aff) and n2 − 3n+ 2 equations of type (Aj,k). They are easily seen to be linearly
independent, so the dimension of Qn is at most 2n − 2. On the other hand, deleting any
row of W leaves us with a linearly (and hence affinely) independent set of row vectors.
(Observe that deleting a row leaves us with a column that contains exactly one 1.) Hence,
dim(Qn) = 2n− 2 and the given equations define the affine hull of Qn in Rn2

.
Further, we see that every 2n − 1 of the 2n rows of W span the affine hull of Qn. So

any facet of Qn has 2n− 2 vertices. Since the inequalities xj ≥ 0 are 0 on exactly 2n− 2
of the rows, they all define facets.

In order to prove that Qn is a free sum of simplices we observe that the first n and
the last n vertices define (n − 1)-dimensional simplices sitting in transversal subspaces
(intersecting in the matrix corresponding to the row vector (1/n, . . . , 1/n)). Therefore, the
combinatorial dual of Qn corresponds to the product of ∆n−1 with itself. In particular, Qn
has precisely n2 facets, so the facet description given above is complete.

4 The situation for even n

Recall that the join P ? Q of two polytopes P and Q is the convex hull of P ∪ Q after
embedding P and Q in skew affine subspaces. The dimension of P ? Q equals dim(P ) +
dim(Q) + 1. For instance, the join of two intervals is a tetrahedron.

Theorem 4.1. Let n be even. The polytope DPn is a join of two copies of Qn/2. In
particular, its dimension is 2n− 3.

Combined with Theorem 3.3, this result gives a complete description of the facet in-
equalities and the affine hull equations of DPn for n even.

Proof. Permuting the coordinates, we can transform V (see (2.1)) into[
I I I · · · I I I I · · · I
R0 R2 R4 · · · Rn−2 R0 R2 R4 · · · Rn−2

]
.

Clearly, projecting onto the first n
2

2 coordinates yields an affine isomorphism of DPn onto
the convex hull of the rows of the 2n× n2

2 matrix[
I I I . . . I
R0 R2 R4 . . . Rn−2

]
.

In the representation given by this matrix let us partition the set of 2n vertices (labelled
from 0 to 2n − 1) into two sets: consisting of the n rows with even index and the n rows
with odd index.

1 1
1 1
1 1
1 1

1 1
1 1
1 1
1 1

sort rows
 

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

sort columns
 

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

Then we permute the n2

2 coordinates in such a way that in the first set of rows (correspond-
ing to even vertices) all nonzero entries are in the first half (i.e. in the first n

2

4 columns).



36 Ars Math. Contemp. 7 (2014) 31–39

Then all nonzero entries in the second set of rows (corresponding to the odd vertices) will
be in the second half (i.e. in the last n2

4 columns). By a permutation of the coordinates
within the first half we get that the rows of even vertices yield precisely the vertex set of
Qn/2 × {0} (for 0 ∈ Rn2

4 ). In the same way, the coordinates in the second half can be

permuted so that the rows of odd vertices equal the vertices of {0} ×Qn/2 (for 0 ∈ Rn2

4 ).
Since 0 is not in the affine hull of Qn/2, we deduce that DPn is a join of two copies of
Qn/2. Hence, its dimension equals 2 dim(Qn/2) + 1 = 2(n − 2) + 1 = 2n − 3 by
Theorem 3.3.

5 Lattice properties

DPn andQn are lattice polytopes, i.e. their vertices lie in the lattice Zn2

of integral vectors.
It is readily checked that all above affine isomorphisms respect lattice points. In this section,
we will show that these lattice polytopes have especially nice properties which allow us to
completely describe their Ehrhart h∗-vectors.

A d-dimensional lattice polytope P containing 0 in its interior is reflexive, if its polar
(or dual) polytope

P ∗ := {x ∈ Rd | 〈x, v〉 ≥ −1 ∀ v ∈ P}

is again a lattice polytope (in the dual lattice). This notion was introduced by Batyrev in
[3]. A generalization of this is the class of Gorenstein polytopes. A lattice polytope is a
Gorenstein polytope of codegree k, if there is a positive integer k and an interior lattice point
m in kP such that kP −m is a reflexive polytope. Such polytopes play an important role
in the classification of Calabi-Yau manifolds for string theory. See [4] for basic properties.
The next proposition tells us that the polytopes Qn belong to this class. The normalized
volume of Rn is the volume form which assigns to the standard simplex the volume 1.

Proposition 5.1. Let n be odd or even. The polytope Qn is Gorenstein of codegree n and
normalized volume n.

Proof. By Theorem 3.3, the point 1
n (1, 1, . . . , 1) is an interior point of Qn with equal

integral distance 1/n to all facets, and m := (1, 1, . . . , 1) is the unique interior lattice point
in nQn. Hence nQn −m is a reflexive polytope.

By Theorem 3.3, all facets of Qn are simplices of facet width 1, hence they are all
unimodular. As we have seen, multiplying by n gives (up to translation) a reflexive polytope
with the unique interior lattice point m = (1, 1, . . . , 1). The normalized volume of nQn
is the sum of the volumes of n2 pyramids over facets with apex m. But in nQn each facet
has normalized volume n2n−3, and the apex has lattice distance 1 from the facet, so each
pyramid has normalized volume n2n−3. There are n2 of these pyramids, so the normalized
volume of nQn equals n2n−1. Dividing by n2n−2 to get from nQn back to Qn gives the
normalized volume n of Qn.

A polytope P is compressed if every so-called pulling triangulation is regular and uni-
modular. Equivalently, P is compressed if for any supporting inequality atx ≤ b with a
primitive integral normal a, i.e. with a normal vector whose entries are integers and which
is not an integral multiple of some other integer vector, the polytope is contained in the set
{x | b − 1 ≤ atx ≤ b}. For a more detailed explanation of these terms we refer to [13].
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This property has strong implications on the associated toric ideal, see e.g. [23]. The next
proposition follows immediately from Theorem 1.1 of [19] and Theorem 3.3.

Proposition 5.2. Let n be odd or even. The polytope Qn is compressed.

The Ehrhart polynomialLP (k) := |kP∩Zd| of a d-dimensional lattice polytope counts
the number of integral points in integral dilates of P . It is well known that the generating
function of LP is given by ∑

m≥0

LP (m)tm =
h∗(t)

(1− t)d+1

for some polynomial h∗ of degree at most d with integral non-negative coefficients, see [7].
Hence, determining the Ehrhart polynomial is equivalent to finding the h∗-vector (also
called the δ-vector) of coefficients of h∗(t). As is well-known, P is Gorenstein if and only
if the h∗-vector is symmetric. The following theorem shows that in our case this vector has
a particularly nice form.

Theorem 5.3. Let n be odd or even. The h∗-vector ofQn satisfies h∗i = 1 for 0 ≤ i ≤ n−1
and h∗i = 0 otherwise.

Proof. Since the codegree ofQn is n and its dimension is 2n−2 by Theorem 3.3, the max-
imal non-zero entry of the h∗-vector has to be h∗n−1, see [7]. By a theorem of Bruns and
Römer [10] we know that the h∗-vector of a Gorenstein polytope that has a regular unimod-
ular triangulation is symmetric and unimodal. In particular, h∗i ≥ 1 for i = 0, . . . , n − 1.
Since by Proposition 5.1 the sum of the entries of the h∗-vector equals n, the statement
follows.

In particular, if n is odd, the previous result describes the h∗-vector of DPn. Finally,
let us deal with the even case.

Corollary 5.4. Let n be even. The h∗-vector of DPn equals

(1, 2, 3, . . . ,
n

2
− 1,

n

2
,
n

2
− 1, . . . , 2, 1).

In particular, the polytope DPn is Gorenstein of codegree n and normalized volume n2/4.

Proof. By the proof of Theorem 4.1, DPn is given up to coordinate permutation as the
convex hull of the rows of [

W̃ 0

0 W̃

]
,

where W̃ is the n × (n2 )2 matrix whose rows are the vertices of Qn
2

as given in (3.1).
The integral linear functional which sums the first n2 coordinates evaluates to 1 on the first
n
2 rows, and to 0 on the second half. Hence, the two copies of Qn

2
(say, P1 × {0} and

{0} × P2) have lattice distance 1 in the lattice Zn2

2 ∩ aff DPn. In other words, there is
an affine isomorphism respecting lattice points which maps DPn onto the convex hull of
P1 × {0} × {1} and {0} × P2 × {0} in Rn2

2 +1. Therefore, the statement follows from the
well-known fact [7, Example 3.32] that in this case the h∗-polynomial equals the product
of the h∗-polynomials of P1 and P2.
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6 Substructures
In [5] the authors discussed which subgroups of a permutation group yield faces of P (G).
An obvious class of such subgroups are stabilizers:

Take a partition [n] := {1, . . . , n} =
⊔
Ii. Then the polytope of the stabilizer of the

subsets Ii
stab(G; (Ii)i) := {σ ∈ G | σ(Ii) = Ii for all i} ≤ G

is a face of P (G). The authors conjecture that there are no other examples.

Conjecture 5.8 [5] Let G ≤ Sn. Suppose H ≤ G is a subgroup such that P (H) � P (G)
is a face. Then H = stab(G; (Ii)i) for a partition [n] =

⊔
Ii.

We have verified the conjecture for G = Sn as well as for cyclic subgroups G ≤ Sn,
see Proposition 5.9 of [5]. Meanwhile Jessica Nowack and Daniel Heinrich studied this
question for the dihedral groups in their Diploma theses.

Proposition 6.1. (Heinrich, Nowack [16, 18]) Conjecture 5.8 holds for G = Dn ≤ Sn for
every n.

Sketch of the proof. For n odd Heinrich first shows that, ifH is the subgroup of all rotations
of G, then PH is not a face of PG. The remaining subgroups are precisely the stabilizers of
their orbits, see Theorem 7.1.1 of [16].

For n even the main work is to show that the subgroup of all rotations, the subgroup
of the squares of the rotations and finally the subgroup generated by the squares of the
rotations and by the reflections through two edges are precisely those subgroups H of G
for which PH is not a face of PG. Nowack shows that the remaining subgroups are precisely
the stabilizers of their orbits, see Section 4.2 of [18].
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Abstract

A simple undirected graph is said to be semisymmetric if it is regular and edge-transitive
but not vertex-transitive. Every semisymmetric graph is a bipartite graph with two parts of
equal size. Let p be a prime. In this paper, a class of semisymmetric graphs of order
2p3 are determined. This work is a partial result for our long term goal to classify all
semisymmetric graphs of order 2p3.

Keywords: Permutation group, primitive group, vertex-transitive graph, semisymmetric graph.
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1 Introduction
All graphs considered in this paper are finite, undirected, connected and simple. For a
graph X , we use V (X), E(X) and A := Aut(X) to denote its vertex set, edge set and
the full automorphism group, respectively. The graph is said to be vertex-transitive and
edge-transitive, if A acts transitively on V (X) and E(X), respectively. If X is bipartite
with bipartition V (X) = W (X)∪U(X), we let A+ be the subgroup of A preserving both
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W (X) and U(X). Since X is connected, we have that either |A : A+| = 2 or A = A+,
depending on whether or not there exists an automorphism which interchanges the two
parts. For G ≤ A+, the graph X is said to be G-semitransitive if G acts transitively on
both W (X) and U(X), and semitransitive if X is A+-semitransitive.

We call a graph semisymmetric if it is regular and edge-transitive but not vertex-transi-
tive. It is easy to see that every semisymmetric graph is a semitransitive bipartite graph
with two parts of equal size.

The first person who studied semisymmetric graphs was Folkman. In 1967 he con-
structed several infinite families of such graphs and proposed eight open problems see
[13]. Afterwards, Bouwer, Titov, Klin, I.V. Ivanov, A.A. Ivanov and others did much work
on semisymmetric graphs see [2, 4, 16, 17, 18, 30]. They gave new constructions of such
graphs and nearly solved all of Folkman’s open problems. In particular, Iofinova and Ivanov
[16] in 1985 classified biprimitive semisymmetric cubic graphs using group-theoretical
methods. This was the first classification theorem for such graphs. More recently, fol-
lowing some deep results in group theory which depend on the classification of finite sim-
ple groups and some methods from graph coverings, some new results on semisymmetric
graphs have appeared. For instance, in [11] Du and Xu classified semisymmetric graphs of
order 2pq for two different primes p and q. For more papers on semisymmetric graphs see
[5, 7, 8, 9, 10, 11, 12, 19, 21, 22, 23, 24, 25, 26, 27, 28, 33].

In [13], Folkman proved that there are no semisymmetric graphs of order 2p and 2p2

where p is a prime. Then we are interesting in determining semisymmetric graphs of order
2p3, where p is prime. Since the smallest semisymmetric graphs have the order 20 [13], we
let p ≥ 3. It is proved in [25] that the Gray graph of order 54 is the only cubic semisym-
metric graph of order 2p3. To classify all semisymmetric graphs of order 2p3 is still one of
attractive and difficult problems. These graphsX are naturally divided into two subclasses:

(1) Aut(X) acts unfaithfully on at least one part;

(2) Aut(X) acts faithfully on both parts.

Now we are going to concentrate on Subclass (1). To state our main theorem, we first
introduce two concepts.

Let Y be a connected semitransitive and edge-transitive graph with bipartition V (Y ) =
W (Y )∪U(Y ), whereW (Y ) = Z3

p andU(Y ) = Z2
p for an odd prime p. For distinguishing

the vertices of W (Y ) and U(Y ) convenience, the vertices of W (Y ) and U(Y ) are denoted
by (i, j, k, 0) and (y, z, 1), respectively, where i, j, k, y, z ∈ Zp. Now we define a bipartite
graph X with bipartition W (X) ∪ U(X), where

W (X) = W (Y ), U(X) = Zp × U(Y ) = {(x, y, z, 1)
∣∣ x, y, z ∈ Zp},

such that two vertices (i, j, k, 0) ∈ W (X) and (x, y, z, 1) ∈ U(X) are adjacent if {(i, j,
k, 0), (y, z, 1)} ∈ E(Y ). From now on, we shall say that the graph X is the graph ex-
panded from Y and that the graph Y is the graph contracted from X . Clearly X is
edge-transitive and regular. Furthermore, since for any (y, z, 1) ∈ U(Y ), the p vertices
{(x, y, z, 1)

∣∣ x ∈ Zp} in U(X) have the same neighborhood, X is semisymmetric, pro-
vided there exist no two vertices in W (X) which have the same neighborhood. Clearly,
Aut(X) acts unfaithfully on W (X) and Aut(X)/Spp

∼= Aut(Y ).
Note that the semisymmetric graphs where two vertices have the same neighbourhood

have been studied in several papers see [11, 20, 29, 33], with different definitions, for
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instance, X is a derived graph from Y , X is a unworthy graph, X is contracted to from Y
and so on.

Let Y be a connected graph and B an imprimitive system of Aut(Y ). Define a graph Z
with the vertex set B such that two blocks are adjacent in Z if there exists at least one edge
in Y between two blocks. This graph Z is called the block graph of Y . Moreover, if B is
the set of orbits of some nontrival normal subgroup N of Aut(Y ), then we call Z the block
graph induced by N .

The following proposition gives a characterization for Subclass (1) given in [31]:

Proposition 1.1. Suppose X is a semisymmetric graph of order 2p3, where p is an odd
prime, such that Aut(X) acts unfaithfully on at least one part. Then Aut(X) must act
unfaithfully on one part and faithfully on the other part, and X is the graph expanded from
the graph Y with bipartition V (Y ) = W (Y )∪U(Y ), whereW (Y ) = Z3

p andU(Y ) = Z2
p .

Moreover, we have that either

(1) p = 3, Aut(Y ) ∼= S3 o S3 which acts primitively on W (Y ); or

(2) Aut(Y ) has blocks of length p2 on W (Y ) and of length p on U(Y ). Let Y be the
block graph of Y . Then either

(2.1) the block graph Y is of valency at least 3, and Aut(Y ) is solvable and con-
tains a normal regular subgroup on W (Y ); or

(2.2) the block graph Y is of valency 2, where Aut(Y ) may be solvable or insolv-
able.

Following Proposition 1.1, in this paper we shall determine the graphs in Case (2.2),
while Cases (1) and (2.1) will be determined in our another paper. Before giving the main
theorem of this paper, we first define six families of graphs Y .

Definition 1.2. We shall define six families of bipartite graphs X with bipartition V (X) =
W (X) ∪ U(X), where

W (X) = {(i, j, k, 0)
∣∣ i, j, k ∈ Zp}, U(X) = {(x, y, z, 1)

∣∣ x, y, z ∈ Zp},
and edge set

E(X) = {{(i, j, k, 0), (x, i+ b, k + p−1
2 , 1)}

∣∣ i, j, k, x ∈ Zp, b ∈ Σ}∪
{{(i, j, k, 0), (x, j + sb, k + p+1

2 , 1)}
∣∣ i, j, k, x ∈ Zp, b ∈ Σ},

where s = θ
p−1
2r , Z∗p = 〈θ〉 for the family of graphs X2(p, r), s = 1 for other five families

of graphs Xi(p, r), and Σ is given by

(1) Graphs X1(p, r): Let p ≥ 3 and let Σ be a subgroup of Z∗p of order r, where
(p, r) 6= (7, 3), (11,5). Moreover, the valency of X1(p, r) is 2pr and the smallest
examples are X1(3, 1) and X1(3, 2).

(2) Graphs X2(p, r): Let p ≥ 5 and let Σ be a subgroup of Z∗p of order r ≥ 2, where
(p, r) 6= (7, 3), (11, 5) and 2r

∣∣ (p − 1). Moreover, the valency of X2(p, r) is 2pr
and the smallest example is X2(5, 2).

(3) Graphs X3(11, 5): Let p = 11 and let Σ = {0, 2, 3, 4, 8} ⊂ Z11. Moreover, the
valency of X3(11, 5) is 110.
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(4) Graphs X4(11, 6): Let p = 11 and Σ = {1, 5, 6, 7, 9, 10} ⊂ Z11. Moreover, the
valency of X4(11, 6) is 132.

(5) Graphs X5(p, r): Choose a point 〈v〉 and a hyperplane L in the project space
PG(n − 1, q), where qn−1

q−1 = p ≥ 7, and let G = 〈t〉 be a Singer subgroup of

PGL(n, q). Let Σ = {l ∈ Zp
∣∣ 〈v〉 ∈ Ltl}, where r = |Σ| = qn−1−1

q−1 . Moreover, the

valency of X5(p, r) is 2p q
n−1−1
q−1 and the smallest example is X5(7, 3).

(6) Graphs X6(p, r) : Adopting the same notation as in (5), set Σ = {l ∈ Zp
∣∣ 〈v〉 6∈

Ltl},where r = qn−1. Moreover, the valency ofX6(p, r) is 2pqn−1 and the smallest
example is X6(7, 4).

Remark 1.3. For 1 ≤ i ≤ 6, let Xi(p, r) be as in Definition 1.2. Then

(1) For any given y, z ∈ Zp, the p vertices {(x, y, z, 1)
∣∣ x ∈ Zp} have the same neigh-

borhood. Let Yi(p, r) be the contracted graph fromXi(p, r), obtained by contracting
each such p vertices into one vertex while preserving the adjacent relation, that is,

W (Yi(p, r)) = W (Xi(p, r)), U(Yi(p, r)) = {(y, z, 1)
∣∣ y, z ∈ Zp}.

Then we shall see from the proof of Theorem 1.4 that Aut(Yi(p, r)) = K o D2p,
where the subgroup K is the following

(i) Y1(p, r) and Y2(p, r): K = Spp if r ∈ {1, p − 1}; K = (Zp o Zr)
p if r 6∈

{1, p− 1};
(ii) Y3(11, 5) and Y4(11, 6): K = (PSL(2, 11))p;

(iii) Y5(p, r) and Y6(p, r): K = (PΓL(n, q))p.

(2) For any k ∈ Zp, let

Wk(Y ) = {(i, j, k, 0) ∈W (Y )
∣∣ i, j ∈ Zp}, Uz(Y ) = {(y, z, 1)

∣∣ y ∈ Zp}.
Then we shall see from the proof of Theorem 1.4 that {Wk(Y )

∣∣ k ∈ Zp} and
{Uz(Y )

∣∣ z ∈ Zp} are orbits of the group K on W (Y ) and U(Y ), respectively. Let
Y be the block graph induced by K. Then Y is a cycle of length 2p.

Now we give the main theorem of this paper.

Theorem 1.4. For an odd prime p, suppose that X is a semisymmetric graph of order 2p3

expanded from a graph Y such that Aut(Y ) has the blocks of length p2 on W (Y ) and of
length p on U(Y ) while the block graph Y is a cycle of length 2p. Then X is isomorphic
to one of graphs Xi(p, r) where 1 ≤ i ≤ 6, defined in Definition 1.2.

After this introductory section, some preliminary results will be given in Section 2, and
the main theorem will be proved in Sections 3. For group-theoretic concepts and notation
not defined here the reader is refereed to [6, 15].
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2 Preliminaries
First we introduce some notation. By H char G, we mean that H is a characteristic sub-
group of G. Given a group G and a subgroup H of G, by Cos(G,H) we denote the set of
right cosets of H in G. The action of G on Cos(G,H) is always assumed to be the right
multiplication action. For two subgroups N � G and H ≤ G, by N o H we denote the
semi-direct product of N by H , where N is normal. For a group G, by Exp (G) we denote
the least common multiple of orders of all the elements of G. By H o K, we denote the
wreath product of H and K.

A group-theoretic construction of semitransitive and semisymmetric graphs were given
in [11]. Here we quote one definition and two results.

Definition 2.1. Let G be a group, let L and R be subgroups of G and let D be a union
of double cosets of R and L in G, namely, D =

⋃
iRdiL. Define a bipartite graph X =

(G,L,R;D) with bipartition V (X) = Cos(G,L) ∪ Cos(G,R) and edge set E(X) =
{(Lg,Rdg)

∣∣ g ∈ G, d ∈ D}. This graph is called the bi-coset graph of G with respect to
L, R and D.

Proposition 2.2. [11] The graph X = B(G,L,R;D) is a well-defined bipartite graph.
Under the right multiplication action of G on V (X), the graph X is G-semitransitive. The
kernel of the action of G on V (X) is CoreG(L) ∩ CoreG(R), the intersection of the cores
of the subgroups L and R in G. Furthermore, we have

(i) X is G-edge-transitive if and only if D = RdL for some d ∈ G;

(ii) the degree of any vertex in Cos(G,L) (resp. Cos(G,R)) is equal to the number of
right cosets ofR (resp. L) inD (resp. D−1), soX is regular if and only if |L| = |R|;

(iii) X is connected if and only if G is generated by elements of D−1D;

(vi) X ∼= B(G,La, Rb;D′) where D′ =
⋃
iR

b (b−1dia)La, for any a, b ∈ G;

(v) X ∼= B(Ĝ, Lσ, Rσ;Dσ) where σ is an isomorphism fromG to Ĝ (it does not appear
in [11] but it is easy to prove.)

Proposition 2.3. [11] Suppose Y is a G-semitransitive graph with bipartition V (Y ) =
U(Y ) ∪W (Y ). Take u ∈ U(Y ) and w ∈W (Y ). Set D = {g ∈ G

∣∣ wg ∈ Y1(u)}. Then
D is a union of double cosets of Gw and Gu in G, and Y ∼= B(G,Gu, Gw;D).

Proposition 2.4. [32, 11.6, 11.7] Every permutation group of prime degree p is either
insolvable and 2-transitive, or isomorphic to Zp o Zs for some s dividing p− 1.

Proposition 2.5. [14] The insolvable permutation groups of prime degree p are given as
follows, where T denotes be the socle of the group and H denotes a point stabilizer of T :

(i) T = Ap and H = Ap−1;

(ii) T = PSL(n, q) and H is the stabilizer of a projective point or a hyperplane in
PG(n− 1, q), and |T : H| = (qn − 1)/(q − 1) = p;

(iii) T = PSL(2, 11) and H = A5, and T has two conjugacy classes of subgroups
isomorphic to A5;

(iv) T = M11 and H = M10;
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(v) T = M23 and H = M22.

Lemma 2.6. [31] Let G be an imprimitive transitive group of degree p2 with p ≥ 3 and
p3
∣∣ |G|. Suppose that G has an imprimitive system B with p-blocks and the kernel K. Let

P be a Sylow p-subgroup of G and N = P ∩K. Then

(1) Exp (P ) ≤ p2, |Z(P )| = p and P = N〈t〉, where tp ∈ Z(P );

(2) K is solvable, N char K and so N � G, provided either p = 3; or p ≥ 5 and
|N | ≤ pp−1.

3 Proof of the main theorem
To prove Theorem 1.4, we assume that p is an odd prime and that X is a semisymmetric
graph of order 2p3 expanded from the graph Y , where Aut(Y ) acts edge transitively on Y
and has blocks of length p2 on W (Y ) and of length p on U(Y ), and the block graph Y is a
cycle C2p of length 2p.

Let F = Aut(Y ) and let

B = {B0, B1, · · · , Bp−1} and B′ = {B′0, B′1, · · · , B′p−1}

be blocks system of F on U(Y ) and W (Y ), respectively. Label
E(Y ) = {(B0, B

′
p+1
2

), (B′p+1
2

, B1), · · · , (B p−1
2

, B′0), (B
′
0, B p+1

2
), · · · , (Bp−1, B

′
p−1
2

), (B′p−1
2

, B0)},

so that Y ∼= C2p. Set

σ = (0, 1, · · · , p− 1) and τ = (0)(1,−1) · · · (p− 1

2
,
p+ 1

2
) ∈ Sp.

Then Aut(Y ) ∼= 〈σ, τ〉 ∼= D2p, by defining (Bi)
γ = Biγ and (B′j)

γ = B′jγ for any
γ ∈ 〈σ, τ〉.

Label the vertices in Bi by aji for j ∈ Zp. By considering the imprimitive action of F
on U(Y ), we know that

F ≤ Sp o 〈σ, τ〉 = Spp o 〈σ, τ〉,
where, for any

e = (e(0), e(1), · · · , e(p−1)) ∈ Spp and γ ∈ 〈σ, τ〉,

we have
aji

(e;γ) = a
je

(i)
iγ
.

In particular, by identifying (1, γ) with γ so that aγji = ajiγ , we have that 〈σ, τ〉 can be
viewed as a subgroup of F .

From now on, for any t ∈ T ≤ Sp and i ∈ Zp, we set

ti = (

i+1︷ ︸︸ ︷
1, 1, · · · , t, 1, · · · , 1) and Ti = 〈ti

∣∣ t ∈ T 〉,
where Ti acts transitively on Bi and fixes Bj pointwise for all j 6= i. Moreover, we have

t
(e;γ)
i = te

(i)

iγ , Tσ
i

0 = T0σi = Ti, B
σi

0 = Bi.

SinceKBi is a transitive group of degree p, following Propositions 2.4 and 2.5 we need
to consider the following four cases separately in four subsections:
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(i) p ≥ 5 and KBi is insolvable;

(ii) p ≥ 5 and KBi ∼= Zp o Zr for r 6= 1;

(iii) p ≥ 5 and KBi ∼= Zp.

(iv) p = 3.

3.1 KBi is insolvable for p ≥ 5

Lemma 3.1. Suppose that p ≥ 5 and KBi is insolvable. Then Y is isomorphic to one of
the following graphs:

(i) Y1(p, r), and Aut(Y ) = Sp oD2p, where r = 1 or p− 1;

(ii) Y3(11, 5) and Y4(11, 6), and Aut(Y ) = PSL(2, 11) oD22;

(iii) Y5(p, q
n−1−1
q−1 ) and Y6(p, qn−1), and Aut(Y ) = PΓL(n, q) oD2p.

Proof. Suppose that p ≥ 5 and KBi is insolvable. Then by Lemma 2.6 we know that
K = T0 × T1 × · · · × Tp−1, where T is an insolvable group of degree p and Ti is defined
as before. In particular, a Sylow p-subgroup of F is of order pp+1, and so we may assume
that F contains σ defined as above.

Let u ∈ B0 and take an element g0 ∈ Fu \K. Since g0 fixes B0 setwise and exchanges
B′p−1

2

andB′p+1
2

, there exists a d = (d(0), d(1), · · · , d(p−1)) ∈ Spp such that g0 = dτ , where

τ is defined as before. Since F/K ∼= D2p, by considering the order of F we get F = KR
where R = 〈σ, dτ〉.

Let H0 = (T0)u. Then

Ku = H0 × T1 × · · · × Tp−1 and Fu = Ku o 〈dτ〉.

By Kdτ
u = Ku, we know that d(0) ∈ N(Sp)0(H0) and d(i) ∈ N(Sp)i(Ti) for i 6= 0.

Now dτ fixes the block B′0 setwise and exchanges B p−1
2

and B p+1
2

. Take w ∈ B′0.
Since T p−1

2
×T p+1

2
fixes u and acts transitively onB′0, there exists a k ∈ T p−1

2
×T p+1

2
≤ Ku

such that kdτ fixes both u andw, where without loss of generality, we denote kd by d again
so that dτ fixes both u and w. Then

Kw = T0 × · · · × T p−3
2
× L p−1

2
×N p+1

2
× T p+3

2
× · · · × Tp−1 and Fw = Kw〈dτ〉.

By Kdτ
w = Kw, we know that L = N and d(i) ∈ N(Sp)i(Li) for i ∈ {p−12 , p+1

2 }.
Now the corresponding groups H and L are two maximal subgroups of T of index p.

Following Proposition 2.5 we need to consider three cases separately.

(1) H and L are conjugate in T .

Without loss of generality, let H = L. For any almost simple group T in Sp, its point
stabilizers have two orbits in each block Bi with the respective length 1 and p−1. We may
therefore let T = Sp so that H = Sp−1 and F = SppR = Spp〈σ, dτ〉 = Spp〈σ, τ〉. Thus, we
may set d = 1. For later use, we set t = (0, 1, · · · , p− 1), Σ1 = {0} and Σ2 = Z∗p .

(2) soc(T ) = PSL(2, 11), and H and L are not conjugate in T .
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In this case T = PSL(2, 11), and T has two nonequivalent representations on the set of
right cosets of A5 of cardinality 11. Now F = T p〈σ, dτ〉. Since d(i) ∈ NS11

(Ti) = Ti, we
have d ∈ T p and so F = T p〈σ, τ〉. Therefore, we set d = 1.

Moreover, T may be considered as the automorphism group of a (11, 5, 2)-design D.
Let V = Z11 be the point set and let t = (0, 1, · · · , 10) be an element of order 11 in T .
Then M = {0, 2, 3, 4, 8} ⊂ V is a block (see [1, p.55]) of D. Without loss of generality,
we choose L and H to be the stabilizes of the block M and point 0, respectively. Again,
for later use, set Σ3 = M and Σ4 = Z11 \M.

(3) soc(T ) = PSL(n, q), and H and L are not conjugate in T .

In this case, PSL(n, q) ≤ T ≤ NSp(PSL(n, q))=PΓL(n, q). With the same reason as
(1), we let T = NSp(PSL(n, q)) and d = 1. Let S1 and S2 be the set of points and
hyperplanes of PG(n, q− 1), respectively, where |S1| = |S2| = qn−1

q−1 = p. Without loss of
generality, we choose L and H to be the stabilizers of a given point 〈v〉 and a hyperplane
L, respectively. Let G = 〈t〉 ∼= Zp be a singer subgroup of PGL(n, q). Let

Σ5 = {l ∈ Zp
∣∣ 〈v〉 ∈ Ltl}, Σ6 = Zp \ Σ1 = {l ∈ Zp

∣∣ 〈v〉 6∈ Ltl},
where |Σ5| = qn−1−1

q−1 and |Σ6| = qn−1.

Now for the above three cases (1)-(3), we have

Cos(F, Fw) = {Fwtip−1
2

tjp+1
2

σk
∣∣ i, j, k ∈ Zp}, Cos(F, Fu) = {Futy0σz

∣∣ y, z ∈ Zp}.
Clearly, Fw has two orbits on B p−1

2
∪B p+1

2
, that is,

Dl = {Futb0σ
p−1
2 , Fut

b
0σ

p+1
2

∣∣ b ∈ Σl},

where l = 1, 3, 4, 5, 6. For any point Fwtip−1
2

tjp+1
2

σk in W (Y ), since

Fut
b
0σ

p−1
2 tip−1

2

tjp+1
2

σk = Fut
b
0(tσ

p+1
2

p−1
2

)i(tσ
p+1
2

p+1
2

)jσ
p−1
2 +k = Fut

b
0t
i
0t
j
1σ

p−1
2 +k

= Fut
i+b
0 σk+

p−1
2 ,

and similarly,
Fut

b
0σ

p+1
2 tip−1

2

tjp+1
2

σk = Fut
j+b
0 σk+

p+1
2 ,

its neighbor is

Dlt
i
p−1
2

tjp+1
2

σk = {Futi+b0 σk+
p−1
2 , Fut

j+b
0 σk+

p+1
2

∣∣ b ∈ Σl}.

By labeling Fwtip−1
2

tjp+1
2

σk by (i, j, k, 0) and Fut
y
0σ

z by (y, z, 1), we get the respective

edge set of two graphs Y (l)

El = {((i, j, k, 0), (y, z, 1))
∣∣ y = i+ b, z = k + p−1

2 ; and

y = j + b, z = k + p+1
2 , i, j, k, y, z ∈ Zp, b ∈ Σl}.
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In cases (2) and (3), we get the graphs Y3(11, 5), Y4(11, 6) with the automorphism
group PSL(2, 11) o D2p, and Y5(p, r), Y6(p, r) with the automorphism group PΓL(n, q) o
D2p.

For case (1), the graph with the edge set E2 is exactly Y1(p, p − 1) for p ≥ 5. As
for the graph with the edge set E1, let φ be a map on W (Y ) ∪ U(Y ) which fixes W (Y )
pointwise and sends (y, z, 1) to (y+1, z, 1). Then φ is an isomorphism between the present
graph and Y1(p, 1). From the proof we know that both Y1(p, 1) and Y1(p, p − 1) have the
automorphism group Sp oD2p.

3.2 KBi ∼= Zp o Zr for p ≥ 5 and r 6= 1

Lemma 3.2. SupposeKBi ∼= ZpoZr for p ≥ 5 and r 6= 1. Then Y ∼= Y1(p, r) or Y2(p, r)
where p ≥ 5, r 6= 1, p− 1 and (p, r) 6= (7, 3), (11, 5), where Aut(Y ) = (Zp o Zr) oD2p.

Proof. Step 1: Determination of the structure of F .

Proof. Suppose KBi ∼= Zp o Zr for r 6= 1. Let S = 〈t〉o 〈c〉 ∼= Zp o Zp−1 ≤ Sp. Then
we may set T = 〈t〉 o 〈h〉, where h = c

p−1
r . Let P be a Sylow p-subgroup of F and take

d0σ ∈ P where
d0 ∈ 〈t0〉 × 〈t1〉 × · · · × 〈tp−1〉 ∼= Zpp .

Then K ≤ T p and F = K〈d0σ, dτ〉 for some d ∈ Spp . Moreover,

F ≤ F̂ = T p〈d0σ, dτ〉 = T p〈σ, dτ〉 and 〈σ, dτ〉/(T p ∩ 〈σ, dτ〉) ∼= D2p.

Let w ∈ B′0 and (B′0, B p−1
2

), (B′0, B p+1
2

) ∈ E(Y ). Let (w, u1) ∈ E(Y ) for u1 ∈
B p−1

2
. Then E = (w, u1)F ≤ (w, u1)F̂ . Since the orbits of Fw and F̂w on the block

B p−1
2

in U(Y ) are completely the same, we have |(w, u1)F̂ | = 2rp3 = |E|, which implies

E = (w, u1)F̂ . Therefore, we may just consider the case F = F̂ = T p〈σ, dτ〉.
As in the last Lemma, we choose two vertices u ∈ B0 and w ∈ B′0 which are fixed by

dτ. Without loss of generality, let H = 〈h〉 so that

Fu = (H0×T1×· · ·×Tp−1)〈dτ〉, Fw = (T0×T1×· · ·×H p−1
2
×H p+1

2
×· · ·×Tp−1)〈dτ〉.

We then need to determine the element d.
Let d = (d(0), d(1), · · · , d(p−1)) ∈ Spp . Since dτ normalizes K, Ku and Kw, it follows

that d(i) ∈ NSp(Hi) = 〈c〉 for i ∈ {0, p±12 }, and d(i) ∈ NSp(Ti) = S = 〈t〉〈c〉 for
i 6∈ {0, p±12 }. Suppose that i ∈ {0, p±12 } and write d(i) = tmcn. Since Ti ≤ Fu and Fw
we may re-choose d(i) = cn. Therefore, for any i ∈ Zp, we get

d(i) ∈ 〈c〉. (1)

Since (dτ)2 ∈ K, we have

dτdτ = ((d(0))2, d(1)d(p−1), · · · , d(p−1)d(1)) ∈ K,

and by taking into account (1) we get

(d(0))2, d(1)d(p−1), · · · , d(
p−1
2 )d(

p+1
2 ) ∈ H. (2)
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SinceKw fixes only one point uσ
p−1
2 inB p−1

2
and uσ

p+1
2 inB p+1

2
and since dτ normalizes

Kw and exchanges B p−1
2

and B p+1
2

, it follows that dτ must exchange these two points.
Therefore,

Fuσ
p−1
2 (dτ) = Fu(d(

p−1
2 ), d(

p+1
2 ), · · · , d(p−1), d(0), d(1), · · · , d(

p−3
2 ))τσ

p+1
2

= Fud(d(
p−1
2 ), d(

p−3
2 ), · · · , d(1), d(0), d(p−1), · · · , d(

p+1
2 ))σ

p+1
2

= Fu(d(0)d(
p−1
2 ), d(1)d(

p−3
2 ), · · · , d(

p−1
2 )d(0), d(

p+1
2 )d(p−1),

· · · , d(p−1)d(
p+1
2 ))σ

p+1
2

= Fuσ
p+1
2 .

Hence,

d(0)d(
p−1
2 ), d(1)d(

p−3
2 ), · · · , d(

p−1
2 )d(0), d(

p+1
2 )d(p−1), · · · , d(p−1)d(

p+1
2 ) ∈ H. (3)

From (2) and (3) we get

d(0), d(1) · · · , d(p−1) ∈ H, or d(0), d(1) · · · , d(p−1) ∈ 〈c
p−1
2r 〉 \H if 2r

∣∣ (p− 1). (4)

Therefore, if 2r - (p− 1) then we set d = 1; if 2r
∣∣ (p− 1), we set d = (c′m, c′m, · · · c′m)

where c′ = c
p−1
2r and m = 0, 1. To unify these two cases, in the first case we still write

d = (c′m, c′m, · · · c′m) for m = 0.

Suppose that 2r
∣∣ (p − 1). Let F1 = K o 〈σ, τ〉 and F2 = K o 〈σ, dτ〉, where

d = (c′, · · · , c′) with c′ = c
p−1
2r , noting that c′ 6∈ T . we may then state the following fact

Fact: F1 6∼= F2

Proof: Assume the contrary. Suppose that γ is an isomorphism from F1 to F2. Since
〈(t, t, · · · , t)〉 is characteristic in F1 and F2, we get

γ((t, t · · · t)) = (tk, tk, tk · · · , tk)

for some k ∈ F ∗p . Assume that γ(τ) = edτ , where e = (e(0), e(1) · · · , e(p−1)) ∈ K. Since

τ−1(t, t, · · · , t)τ = (t, t, · · · , t).

we have
γ(τ−1)γ((t, t, · · · , t))γ(τ) = γ(t, t, · · · , t),

that is
(edτ)−1(tk, tk, · · · , tk)(edτ) = (tk, tk, · · · , tk),

which implies
(tk)e

(0)c′ = tk.

Therefore, e(0)c′ ∈ 〈t〉 and so c′ ∈ T , a contradiction.

Step 2: Determination of the bicoset graphs.

Set D(l) = Fut
lσ

p−1
2 Fw and by Z = Z(p, r, d, l) we denote the corresponding bicoset

graph. We consider two cases separately.
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(1) l = 0.

Since Fuσ
p−1
2 Kw = Fuσ

p−1
2 and Fuσ

p−1
2 Kw〈dτ〉 = Fuσ

p+1
2 , we have

D(0) = Fuσ
p−1
2 Fw = {Fuσ

p−1
2 , Fuσ

p+1
2 }.

For any point Fwtip−1
2

tjp+1
2

σk in W (Z), since

Fuσ
p−1
2 tip−1

2

tjp+1
2

σk = Fu(tσ
p+1
2

p−1
2

)i(tσ
p+1
2

p+1
2

)jσk+
p−1
2 = Fut

i
0t
j
1σ
k+ p−1

2 = Fut
i
0σ
k+ p−1

2 ,

and similarly
Fuσ

p+1
2 tip−1

2

tjp+1
2

σk = Fut
j
0σ
k+ p+1

2 ,

its neighbor is N = {Futi0σk+
p−1
2 , Fut

j
0σ
k+ p+1

2 }. In this case, d(w) = 2. Let

ρ : Fwt
i
p−1
2

tjp+1
2

σk → Fwt
i+1
p−1
2

tj+1
p+1
2

σk, Fut
y
0σ

z → Fut
y
0σ

z

be the mapping of V (Z(p, r, d, 0)) to V (Y1(p, 1)). Then one may check that ρ is an iso-
morphism from Z(p, r, d, 0) to Y1(p, 1). Therefore, Aut(Z(p, r, d, 0)) ∼= Sp oD2p, contrary
to our hypothesis KBi ∼= Zp o Zr.

(2) l 6= 0.

In Sp o D2p, there exists some cl
′

such that the inner automorphism I(cl
′
) fixes Fu

and Fw and maps D(1) to D(l). Therefore, up to graph isomorphism, we only consider
Z(p, r, d, 1).

Since

Fut0σ
p−1
2 Kw = Fut0σ

p−1
2 (T0× T1× · · · ×H p−1

2
×H p+1

2
× · · ·Tp−1) = Fu(tH)0σ

p−1
2 ,

Fut0σ
p−1
2 Kwdτ = Fu(tH)0σ

p−1
2 dτ = Fu(tH)0(c′m, c′m, · · · , c′m)τσ

p+1
2

= Fu(tHc
′m

)0σ
p+1
2 ,

it follows that

D(1) = {Fu(th
′
)0σ

p−1
2 , Fu(th

′c′m)0σ
p+1
2

∣∣ h′ ∈ H}.
For any i, j, k ∈ Zp, since

Fu(th
′
)0σ

p−1
2 tip−1

2

tjp+1
2

σk = Fu(th
′
)0t

i
0σ
k+ p−1

2 = Fu(th
′+i)0σ

k+ p−1
2

and

Fu(th
′c′m)0σ

p+1
2 tip−1

2

tjp+1
2

σk = Fu(th
′c′m)0t

j
0σ
k+ p+1

2 = Fu(th
′c′m+j)0σ

k+ p+1
2 ,

the neighbor of Fwtip−1
2

tjp+1
2

σk is

{Fu(th
′+i)0σ

k+ p−1
2 , Fu(th

′c′m+j)0σ
k+ p+1

2

∣∣ h′ ∈ H}.
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Suppose d(w) = 2(p − 1). Then KBi ∼= Zp o Zp−1 and F = K〈σ, τ〉. In this case,
for any Fwtip−1

2

tjp+1
2

σk in W (Y ), its neighbor is

N = {Fu(th
′+i)0σ

k+ p−1
2 , Fu(th

′+j)0σ
k+ p+1

2

∣∣ h′ ∈ H}
where H ∼= Zp−1. Clearly, the corresponding graph is isomorphic to Y1(p, p − 1), with
KBi ∼= Sp, a contradiction. Therefore, 2 < d(w) < 2(p− 1).

Let th
′

= tb and b ∈ Σ where Σ is a subgroup of Z∗p of order r. Define a mapping φ
from V (Z) to V (Y2(p, r)), for r 6= 1, p− 1, by

Fwt
i
p−1t

j
1σ
k → Fwt

i
p−1t

j
1σ
k, and Fut

y
0σ

z → Fut
y
0σ

z.

Then φ is clearly an isomorphism between the two graphs.

Step 3: Determination of isomorphic classes and automorphism groups.

Let Ã = Aut(Z) and KZ be the kernel of Ã on Z, where Z is a cycle of length 2p.
Clearly, Ã/K ∼= D2p.

If (p, r) = (7, 3) and (11, 5), then Z is Y2(7, 3) with KBi ∼= PΓL(3, 2) and Y1(11, 5)
with PSL(2, 11), respectively, contradicting our condition.

Suppose that (p, r) 6= (7, 3), (11, 5). Since r
∣∣ (p − 1) and r 6= 1, p − 1, KBi can

not be insolvable and hence an affine group. Therefore, K ≤ KZ = (Zp o Zr)
p and then

KZ = K. Therefore, Ã = F .
In the case of 2r

∣∣ (p− 1), let F1 = K o 〈σ, τ〉 and F2 = K o 〈σ, dτ〉 be defined as in
Step 1. Let Z1 and Z2 be the corresponding graphs. Suppose that ρ is an isomorphism from
Z1 to Z2. Then F2 ≤ 〈ρ−1F1ρ, F2〉 ≤ Aut(Z2) = F2. Therefore, F2 = ρ−1F1ρ ∼= F1, a
contradiction. Therefore, the two graphs are not isomorphic.

3.3 KBi ∼= Zp for p ≥ 5

Lemma 3.3. The case KB ∼= Zp cannot occur.

Proof. Suppose that KB ∼= Zp. Then |E(Y )| = 2p3. As above, let w ∈ B′0 and
(B′0, B p−1

2
), (B′0, B p+1

2
) ∈ E(Y ). Let (w, u1) ∈ E(Y ) for u1 ∈ B p−1

2
. Then E =

(w, u1)F . We may consider the group F̂ = Sppo〈σ, τ〉 ≥ F. From the proof of Lemma 3.1,
we may construct two representations of F̂ with respective degree p3 and p2 such that both
Kw and (Spp)w fix u1. Then (w, u1)F ⊂ (w, u1)F̂ . Since |(w, u1)F | = 2p3 = |(w, u1)F̂ |,
we have (w, u1)F̂ = (w, u1)F = E(Y ) and so Aut(Y ) ∼= F̂ , contrary to our hypothesis
KBi ∼= Zp. Therefore, this case cannot occur.

3.4 p = 3

Lemma 3.4. If p = 3, then Y ∼= Y1(3, r) for r = 1, 2.

Proof. In this case, take F = S3 o D6 and H = L = Z2. Checking the proof of
Lemma 3.1(1), one may find that the arguments in there still hold for p = 3. Therefore,
Y ∼= Y1(3, r) for r = 1, 2.
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Abstract

We show that if G is any nilpotent, finite group, and the commutator subgroup of G is
cyclic, then every connected Cayley graph on G has a hamiltonian cycle.

Keywords: Cayley graph, hamiltonian cycle, nilpotent group, commutator subgroup.

Math. Subj. Class.: 05C25, 05C45

1 Introduction
It has been conjectured that every connected Cayley graph has a hamiltonian cycle. See
[4, 10, 11, 14, 15, 17] for references to some of the numerous results on this problem
that have been proved in the past forty years, including the following theorem that is the
culmination of papers by Marušič [12], Durnberger [5, 6], and Keating-Witte [9]:

Theorem 1.1 (D. Marušič, E. Durnberger, K. Keating, and D. Witte, 1985). Let G be a
nontrivial, finite group. If the commutator subgroup [G,G] of G is cyclic of prime-power
order, then every connected Cayley graph on G has a hamiltonian cycle.

It is natural to try to prove a generalization that only assumes the commutator subgroup
is cyclic, without making any restriction on its order, but that seems to be an extremely
difficult problem: at present, it is not even known whether all connected Cayley graphs on
dihedral groups have hamiltonian cycles. (See [1, 2] and [15, Cor. 5.2] for the main results
that have been proved for dihedral groups.) In this paper, we replace the assumption on the
order of [G,G] with the rather strong assumption that G is nilpotent:

Theorem 1.2. Let G be a nontrivial, finite group. If G is nilpotent, and the commutator
subgroup of G is cyclic, then every connected Cayley graph on G has a hamiltonian cycle.

E-mail addresses: Ebrahim.Ghaderpoor@uleth.ca (Ebrahim Ghaderpour), Dave.Morris@uleth.ca,
http://people.uleth.ca/∼dave.morris/ (Dave Witte Morris)
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The proof of this theorem is based on a variant of the method of D. Marušič [12] that
established theorem 1.1 (cf. [9, Lem. 3.1]).

Remark 1.3. Here are some previous results on the hamiltonicity of the Cayley graph
Cay(G;S) when G is nilpotent:

1. Assume G is nilpotent, the commutator subgroup of G is cyclic, and S has only
two elements. Then a hamiltonian cycle in Cay(G;S) was found in [9, §6] (see
proposition 3.16). The present paper generalizes this by eliminating the restriction
on the cardinality of the generating set S.

2. For Cayley graphs on nilpotent groups (without any assumption on the commutator
subgroup) it was recently shown that if the valence is at most 4, then there is a
hamiltonian path (see [13]).

3. Every nilpotent group is a direct product of p-groups. For p-groups, it is known that
every Cayley graph has a hamiltonian cycle ([16], see theorem 3.13). Unfortunately,
we do not know how to extend this to direct products.

4. Every abelian group is nilpotent. It is well known (and easy to prove) that Cayley
graphs on abelian groups always have hamiltonian cycles. In fact, there is usually a
hamiltonian path from any vertex to any other vertex (see [3]).

Acknowledgments. We thank Dragan Marušič and Mohammad Reza Salarian for their
comments that encouraged this line of research. We also thank an anonymous referee for
reading an earlier version of the paper very carefully, and providing many corrections and
helpful comments.

2 Assumptions and notation
We begin with some standard notation:

Notation 2.1. Let G be a group, and let S be a subset of G.

• Cay(G;S) denotes the Cayley graph of G with respect to S. Its vertices are the
elements of G, and there is an edge joining g to gs for every g ∈ G and s ∈ S.

• G′ = [G,G] denotes the commutator subgroup of G.

• Sr = { sr | s ∈ S } for any r ∈ Z. (Similarly, Gr = { gr | g ∈ G }.)
• S±1 = S ∪ S−1.

• #S is the cardinality of S.

Note that if S happens to be a cyclic subgroup of G, then Sr is a subgroup of S.

We now fix notation designed specifically for our proof of theorem 1.2:

Notation 2.2.

• G is a nilpotent, finite group,

• N is a cyclic, normal subgroup of G that contains G′,

• g 7→ g is the natural homomorphism from G to G/N = G,

• S = {σ1, σ2, . . . , σ`} is a subset of G, such that
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◦ S is a minimal generating set for G, and
◦ ` = #S = #S ≥ 2,

The minimality of S implies that e /∈ S, and that if s ∈ S and |s| ≥ 3, then s−1 /∈ S.

• Sk = {σi | i ≤ k } for 1 ≤ k ≤ `,
• Gk = 〈Sk〉N , and

• mk = |Gk : Gk−1|.

Definition 2.3.

• If (si)
n
i=1 is a sequence of elements of S±1 and g ∈ G, we use g(si)

n
i=1 to denote

the walk in Cay(G;S) that visits (in order) the vertices

g, gs1, gs1s2, . . . , , gs1s2 · · · sn.

• If C = g(si)
n
i=1 is any oriented cycle in Cay(G;S), its voltage is

∏n
i=1 si. This is

an element of N , and it may be denoted ΠC.

• For S0 ⊂ S, we say the walk g(si)
n
i=1 covers S±1

0 if it contains an oriented edge
labeled s and a (different) oriented edge labeled s−1, for every s ∈ S0. (That is,
there exist i, j with i 6= j, such that si = s and sj = s−1. When |s| = 2, this means
si = sj = s.)

• Vk is the set of voltages of oriented hamiltonian cycles in the graph Cay(Gk;Sk)
that cover S±1

k .

Notation 2.4. For k ∈ Z+, we use (s1, . . . , sn)k to denote the concatenation of k copies
of the sequence (s1, . . . , sn). Abusing notation, we often write sk and s−k for

(s)k = (s, s, . . . , s) and (s−1)k = (s−1, s−1, . . . , s−1),

respectively. Furthermore, we often write
(
(s1, . . . , sm), (t1, . . . , tn)

)
to denote the con-

catenation (s1, . . . , sm, t1, . . . , tn). For example, we have(
(a3, b)2, c−2

)2
= (a, a, a, b, a, a, a, b, c−1, c−1, a, a, a, b, a, a, a, b, c−1, c−1).

The following well-known, elementary observation is the foundation of our proof:

Lemma 2.5 (“Factor Group Lemma” [17, §2.2]). Suppose

• N is a cyclic, normal subgroup of G,

• C = g(si)
n
i=1 is a hamiltonian cycle in Cay(G;S), and

• the voltage ΠC generates N .

Then (s1, . . . , sn)|N | is a hamiltonian cycle in Cay(G;S).

With this in mind, we let N = G′, and we would like to find a hamiltonian cycle in
Cay(G;S) whose voltage generates N . In almost all cases, we will do this by induction on
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` = #S, after substantially strengthening the induction hypothesis. Namely, we consider
the following assertion (αεk) for 2 ≤ k ≤ ` and ε ∈ {1, 2}:

there exists hk ∈ N , such that, for every x ∈ N ,(
Vk ∩ hk(G′k)ε

)
x contains a generator of

a subgroup of N that contains (G′k)ε.
(αεk)

For ε = 2, we also consider the following slightly stronger condition, which we call α2+
k :

α2
k holds, and 〈hk, (G′k)2〉 contains G′k. (α2+

k )

Lemma 2.6. Let N = G′. If either α1
` or α2+

` holds, then there is a hamiltonian cycle in
Cay(G;S) whose voltage generates N .

Proof. Note that G′` = G′ = N . Since V` consists of voltages of hamiltonian cycles in
Cay(G;S), it suffices to find an element of V` that generates G′`.

If we assume α1
` , then the desired conclusion is immediate, by taking x = e in that

assertion.
Similarly, if we assume α2+

` , then taking x = e in α2
` tells us that some element γ of

V` ∩ h`(G
′
`)

2 generates a subgroup of N that contains (G′`)
2. Then, since γ ∈ (G′`)

2h`,
and 〈h`, (G′`)2〉 contains G′`, we have

N ⊃ 〈γ〉 = 〈γ, (G′`)2〉 = 〈h`, (G′`)2〉 ⊃ G′` = N.

Remark 2.7.

1. If |G′k| is odd, then (G′k)2 = G′k, so we have α1
k ⇔ α2

k ⇔ α2+
k in this case. Thus,

the parameter ε is only of interest when |G′| is even.

2. It is not difficult to see that α1
k ⇒ α2+

k , but we do not need this fact.

Our proof of α1
` or α2+

` is by induction on k. Here is the outline:

I. We prove a base case of the induction: α2
2 is usually true (see proposition 4.1).

II. We prove an induction step: under certain conditions, α1
k ⇒ α1

k+1 and α2+
k ⇒ α2+

k+1

(see proposition 5.4).

III. We prove α1
` or α2+

` is usually true, by bridging the gap between α2
2 and either α1

3 or
α2+

3 , and then applying the induction step (see corollary 6.1 and proposition 6.2).

3 Preliminaries
3A Remarks on voltage

Remark 3.1. By definition, it is clear that all translates of an oriented cycleC in Cay(G;S)
have the same voltage. That is,

Π
(
g(si)

n
i=1

)
= Π

(
(si)

n
i=1

)
.

Remark 3.2. If |N | is square-free (which is usually the case in this paper), then N is
contained in the center ofG (because N is the direct product of normal subgroups of prime
order, and it is well known that those are all in the center [8, Thm. 4.3.4]). In this situation,
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the voltage of a cycle in Cay(G;S) is independent of the starting point that is chosen
for its representation. That is, if (ti)

n
i=1 is a cyclic rotation of (si)

n
i=1, so there is some

r ∈ {0, 1, 2, . . . , n} with ti = si+r for all i (where subscripts are read modulo n), then

Π(ti)
n
i=1 = sr+1sr+2 · · · sn s1s2 · · · sr = (s1 · · · sr)−1

(
Π(si)

n
i=1

)
s1 · · · sr = Π(si)

n
i=1,

because Π(si)
n
i=1 ∈ N ⊂ Z(G).

The following observation is useful for calculating voltages:

Lemma 3.3. If a, b ∈ G, G′ ⊂ Z(G), and p1, q1, . . . , pr, qr ∈ Z, then

ap1bq1ap2bq2 · · · aprbqr = ap1+···+prbq1+···+qr [a, b]−Σ,

where Σ =
∑
i>j piqj .

Proof. The desired conclusion is easily proved by induction on r, using the fact that, since
G′ ⊂ Z(G), we have [ap, bq] = [a, b]pq for p, q ∈ Z [7, Lem. 2.2(i)].

3B Facts from group theory

Lemma 3.4. If |G′k| is square-free, then |G′k/G′k−1| is a divisor of both |Gk−1| and
|Gk/Gk−1|.

Proof. We may assume k = `, so G = Gk. Let p be a prime factor of |G′/G′k−1|, let P
be the Sylow p-subgroup of G, and let ϕ : G → P be the natural projection. Since |G′| is
square-free, it suffices to show that |Gk−1| and |Gk/Gk−1| are divisible by p.

We may assume |G′| = p and G′k−1 = {e}, by modding out the unique subgroup
of index p in G′. Therefore ϕ(Gk−1) is abelian, so it is a proper subgroup of P . Since
G′ = P ′ ⊂ Φ(P ), this implies ϕ(Gk−1)G′ is a proper subgroup of P , so its index is
divisible by p. Hence |G/Gk−1| is divisible by p.

There must be some t ∈ Sk−1, such that [σk, t] is nontrivial. Hence ϕ(t) /∈ Z(G) ⊃ G′,
so p is a divisor of |ϕ(t)|, which is a divisor of |Gk−1|.

The following fact is well known and elementary, but we do not know of a reference in
the literature. It relies on our assumption that G′ is cyclic.

Lemma 3.5. We have 〈 [s, t] | s, t ∈ S 〉 = G′ if N ⊂ Z(G).

Proof. Let H = 〈 [s, t] | s, t ∈ S 〉. Then H is a normal subgroup of G, because every
subgroup of a cyclic, normal subgroup is normal. In G/H , every element of S commutes
with all of the other elements of S (and with all of N ), so G/H is abelian. Hence G′ ⊂
H .

3C Elementary facts about cyclic groups of square-free order

Lemma 3.6. Assume |N | is square-free, and H and K are two subgroups of N . Then:

1. There is a unique subgroup K⊥ of N , such that N = K ×K⊥.

2. K⊥ is a normal subgroup of G.

3. K ⊆ H iff H = N in G = G/K⊥.
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Proof. (1) Since N is cyclic, it has a unique subgroup of any order dividing |N |; let K⊥

be the subgroup of order |N/K|. Since |N | is square-free, we have gcd
(
|K|, |K⊥|

)
= 1,

so N = K ×K⊥.
(2) It is well known that every subgroup of a cyclic, normal subgroup is normal (because

no other subgroup of N has the same order).
(3) We prove only the nontrivial direction. Since H = N , we know that |K| = |N | is

a divisor of |H|. So |H| has a subgroup whose order is |K|. Since K is the only subgroup
of N with this order, we must have K ⊆ H .

Remark 3.7. When we want to show that some subgroup H of N contains some other
subgroup K, Lemma 3.6 often allows us to assume K = N (by modding out K⊥), which
means we wish to prove H = N .

Lemma 3.8. Suppose

• γ is a generator of N ,

• x ∈ N , and

• a ≥ max
(
|N |, 5

)
.

Then, for some i with 1 ≤ i ≤ b(a− 1)/2c, we have N2 ⊆ 〈γ−2ix〉.

Proof. Write x = γh, where 1 ≤ h ≤ |N |, choose r ∈ {1, 2} such that h− r is even, and
let

i =

{
r if h ∈ {1, 2},

(h− r)/2 if h > 2.

Then h− 2i ∈ {±r} ⊂ {±1,±2}, so N2 ⊆ 〈γh−2i〉 = 〈γ−2ix〉.

Lemma 3.9. If

• N is a cyclic group of square-free order,

• m ≥ |N |,
• k ≥ 2,

• T = {γ1, . . . , γk} generates N ,

• h ∈ N , and

• Cay(N ;T ) is not bipartite,

then we may choose a sequence (ji)
m−1
i=1 of elements of {1, 2, . . . , k}, and γ∗i ∈ {γ

±1
ji
} for

each i, such that γ∗i+1 = γ∗i whenever ji+1 = ji, and

〈hγ∗1γ∗2 · · · γ∗m−1〉 = N. (3.10)

Proof. Let us assume |N | > 3. (The smaller cases are very easy to address individually.)
We begin by finding γ∗1 , γ

∗
2 , . . . , γ

∗
m−1 ∈ T±1, such that 〈hγ∗1γ∗2 · · · γ∗m−1〉 containsN2

(or N , if appropriate), but without worrying about the requirement that γ∗i+1 = γ∗i when-
ever ji+1 = ji.

Let γ be a generator of N , and assume h−1γ 6= e (by replacing γ with its inverse, if
necessary). Since Cay(N ;T ) is not bipartite, there is a walk (γ∗i )ri=1 from e to h−1γ, such
that r ≡ m− 1 (mod 2).
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We now show the walk can be chosen to satisfy the additional constraint that r < |N |
(so r ≤ m− 1). We know that Cay(N ;T ) has a hamiltonian cycle C (since N is abelian).
Since Cay(N ;T ) is not bipartite, C must have a chord L of even length. We may assume
one endpoint of L is e, since Cay(N ;T ) is vertex transitive. Let z be the other endpoint
of L. Being a hamiltonian cycle, C can be written as the union of two edge-disjoint paths
from e to h−1γ. Let P be the one of these paths that contains a subpath of even length
from e to z, and let P̂ be obtained from P by replacing this subpath with the edge L. Then
P and P̂ are two paths from e to h−1γ. Both have length less than |N |, and their lengths
are of opposite parity.

Now
hγ∗1γ

∗
2 · · · γ∗r (γ1γ

−1
1 )(m−1−r)/2 = γ generates N ,

as desired.

To complete the proof of the lemma, we modify the above sequence γ∗1 , γ
∗
2 , . . . , γ

∗
m−1

to satisfy the condition that γ∗i+1 = γ∗i whenever ji+1 = ji. First of all, since N is
commutative, we may collect like terms, and thereby write

γ∗1γ
∗
2 · · · γ∗m−1 = γm1

1 γm2
2 · · · γmk

k γ−n1
1 γ−n2

2 · · · γ−nk

k

wherem1 + · · ·+mk+n1 + · · ·+nk = m−1. Notice that ifmk and n1 are both nonzero,
then no occurrence of γi is immediately followed by γ−1

i ; so we have γ∗i+1 = γ∗i whenever
ji+1 = ji, as desired. Therefore, by permuting γ1, . . . , γk, we may assume mi = ni = 0
for all i > 1. Also, we may assume m1 and n1 are both nonzero, for otherwise we have
γ∗i = γ∗j for all i and j. Then, since γ1γ

−1
1 = γ2γ

−1
2 , we have

γ∗1γ
∗
2 · · · γ∗m−1 = γm1

1 γ−n1
1 = γm1−1

1 γ2γ
−(n1−1)
1 γ−1

2 .

We can assume n1 ≥ m1 (by replacing γ1 with its inverse, if necessary). Then

n1 ≥
⌈
m− 1

2

⌉
≥
⌈
|N | − 1

2

⌉
≥ 2,

so this new representation of the same product satisfies the condition that γi is never im-
mediately followed by γ−1

i . This completes the proof.

Corollary 3.11. Assume |N | is square-free and k ≥ 2 (and ε ∈ {1, 2}, as usual). For
convenience, let m = mk+1 and a = σk+1. If h ∈ N , then there exists a sequence
(si)

m−1
i=1 of elements of Sk, and s∗i ∈ {s

±1
i } for each i, such that s∗i+1 = s∗i whenever

si+1 = si, and

〈
h

m−1∏
i=1

[a, s∗i ], (G′k)ε

〉
contains


G′k+1

if there exist s, s′ ∈ Sk, such that
|[a, s]| is even and |[a, s′]| is odd,

(G′k+1)ε if |G′k+1/G
′
k| is odd,

(G′k+1)2 otherwise.

(3.12)

Proof. For each s ∈ Sk, let γs = [a, s]. Also, let

T = { γs | s ∈ Sk } ⊆ G′k+1 ⊆ N.
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Let

ε̂ =


1 if there exist t, t′ ∈ T , such that |t| is even and |t′| is odd,
ε if |G′k+1/G

′
k| is odd,

2 otherwise.

Lemma 3.6 allows us to assume (G′k+1)ε̂ = N , by modding out
(
(G′k+1)ε̂

)⊥
. We can also

assume (G′k)ε is trivial, by modding it out.
We claim that 〈T 〉 = N . We have〈

T,G′k
〉
⊇
〈
{ [σk+1, s] | s ∈ Sk }, { [s, t] | s, t ∈ Sk }

〉
=
〈
{ [s, t] | s, t ∈ Sk+1 }

〉
= G′k+1 (see Lemma 3.5)
= N.

Since (G′k)ε is trivial, this implies |N : 〈T 〉| ≤ ε. Thus, if the claim is not true, must have
|N : 〈T 〉| = ε = 2. In particular, |N | is even. Since (G′k+1)ε̂ = N , we conclude that
ε̂ = 1, so the definition of ε̂ (together with the fact that ε = 2) implies that T contains an
element of even order. So |〈T 〉| is even, which contradicts the fact that |N : 〈T 〉| = 2 is
even (and |N | is square-free). This completes the proof of the claim.

We also claim that Cay(N ;T ) is not bipartite. We may assume |N | is even (for other-
wise the claim is obvious). Since (G′k+1)ε̂ = N , this implies ε̂ = 1. However, the claim is
also obviously true if there exist t, t′ ∈ T , such that |t| is even and |t′| is odd. Hence, we
may assume |G′k+1/G

′
k| is odd, and ε = ε̂ = 1. Since (G′k)ε is trivial, this implies |G′k| is

odd, which contradicts the fact that |N | is even. This completes the proof of the claim.
The desired conclusion is now immediate from Lemma 3.9 (since γs = [a, s] and

(γs)
−1 = [a, s−1]).

3D Results from [9] and [16]

The following result from [16] allows us to assume G is not a 3-group. (Since we always
assume that G′ is cyclic, a short proof of the special case we need can be found in [15,
Thm. 6.1].)

Theorem 3.13 (Witte [16]). If |G| is a power of some prime p, then every connected Cayley
graph on G has a hamiltonian cycle.

The following simple observation usually allows us to assume |N | is square-free.

Lemma 3.14 ([9, Lem. 3.2]). Let G = G/Φ(N), where Φ(N) is the Frattini subgroup
of N [8, §10.4]. Then:

1. |N | is square-free, and

2. if there is a hamiltonian cycle in Cay(G/N ;S) whose voltage generates N , then
there is a hamiltonian cycle in Cay(G/N ;S) whose voltage generates N .

Lemma 3.15 (Keating-Witte [9, Case 6.1]). If |G2| is even, then Cay
(
G2;S2

)
has a hamil-

tonian cycle whose voltage is a generator of G′2.
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Proof. For the reader’s convenience, we provide a proof. We may assume |σ1| is even (by
interchanging σ1 and σ2 if necessary). For convenience, let n = |σ1| and m = m2. Then(

σm−1
2 , (σ1, σ

−(m−2)
2 , σ1, σ

m−2
2 )(n−2)/2, σ1, σ

−(m−1)
2 , σ

−(n−1)
1

)
is a hamiltonian cycle in Cay(G2;S2).

Lemma 3.14 allows us to assume |G′2| is square-free, which implies G′2 is in the center
of G2 (see remark 3.2). Also, from Lemma 3.4, we know that |[σ1, σ2]| is a divisor of both
m and n. Therefore

(σ1σ
−(m−2)
2 σ1σ

m−2
2 )(n−2)/2 =

(
σ2

1 [σ1, σ
m−2
2 ]

)(n−2)/2

= σn−2
1 [σ1, σ2](m−2)(n−2)/2 = σn−2

1 [σ1, σ2]2

and
[σ
−(m−1)
2 , σ

−(n−1)
1 ] = [σ2, σ1](m−1)(n−1) = [σ2, σ1] = [σ1, σ2]−1,

so the voltage of this cycle is

σm−1
2

(
σ1σ

−(m−2)
2 σ1σ

m−2
2

)(n−2)/2
σ1σ

−(m−1)
2 σ

−(n−1)
1

= σm−1
2

(
σn−2

1 [σ1, σ2]2
)
σ1σ

−(m−1)
2 σ

−(n−1)
1

= σm−1
2 σn−1

1 σ
−(m−1)
2 σ

−(n−1)
1 [σ1, σ2]2

= [σ
−(m−1)
2 , σ

−(n−1)
1 ] [σ1, σ2]2

= [σ1, σ2],

which generates G′2 (see Lemma 3.5).

The following result allows us to assume ` ≥ 3.

Proposition 3.16 (Keating-Witte [9, §6]). If ` = 2 and N = G′, then Cay
(
G;S

)
has a

hamiltonian cycle.

Proof. For the reader’s convenience, we provide a proof (using the main result of Section 4
below). We may assume |G/G′| is odd, for otherwise a hamiltonian cycle is obtained by
combining Lemma 3.15 with the Factor Group Lemma (2.5). We may also assume that |G|
is not a power of 3, for otherwise theorem 3.13 applies. This implies it is not the case that
|s| = 3 for every s ∈ S.

If |G′| is square-free, then proposition 4.1 tells us that α2
2 is true. Also, since |G/G′| is

odd, we know |G′| is odd (cf. Lemma 3.4), so α2
2 implies that α1

2 is true (see remark 2.7(1)).
Therefore, the Factor Group Lemma (2.5) provides a hamiltonian cycle in Cay(G;S) (see
Lemma 2.6). Then Lemma 3.14 tells us there is a hamiltonian cycle even without the
assumption that |G′| is square-free.

4 Base case of the inductive construction
Recall that the condition αεk is defined in Section 2.

Proposition 4.1 (cf. [9, Case 6.2]). Assume |N | is square-free (and ` ≥ 2). Then α2
2 is

true unless |G′2| = m2 = |σ1| = |σ2| = 3.
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Proof. For convenience, let

a = σ1, b = σ2, and m = m2,

and define r by
b
m

= ar and 0 < r ≤ |a|.
We may assume:

• ` = 2, so S = S2 = {a, b} and G = G2.

• (G′)2 is nontrivial. (Otherwise, the condition about generating (G′)2 is automatically
true, so it suffices to show V2 6= ∅, which is easy.)

• Either |a| is even, or m is odd (by interchanging σ1 and σ2 if necessary).

• |a| 6= 3 (by interchanging σ1 and σ2 if necessary: if |σ1| = |σ2| = 3, then m = 3
and, from Lemma 3.4, we also have |G′| = 3, which means we are in a case in which
the statement of the proposition does not make any claim).

• r ≥ |a|/2 (by replacing a with its inverse if necessary).

Note that |G′| is a divisor of both |a| andm (see Lemma 3.4). Since (G′)2 is nontrivial,
this implies that |a| and m both have at least one odd prime divisor.

Case 1. Assume m = 3. Since |G′| is a divisor of m, we must have |G′| = 3, so |a| must
be divisible by 3. Then, since |a| 6= 3, we must have |a| ≥ 6. Furthermore, by applying
Lemma 3.4 with a and b interchanged, we see that |G/〈b〉| is also divisible by |G′| = 3,
which means that r is divisible by 3.

We claim that it suffices to find two elements γ1, γ2 ∈ V2, such that γ1 6= γ2 and
γ1 ∈ γ2G

′. To see this, note that, for any x ∈ N , there is some i ∈ {1, 2}, such that 〈γix〉
has nontrivial projection to G′ (with respect to the unique direct-product decomposition
N = G′ × (G′)⊥). Since |G′| is prime, this implies that the projection is all of G′, so
Lemma 3.6 tells us that 〈γix〉 contains G′. This establishes α1

2, which is equivalent to α2
2

(see remark 2.7(1)). This completes the proof of the claim.
Assume, for the moment, that r = 3. Then, since r ≥ |a|/2 and |a| ≥ 6, we must have

|a| = 6. Here are two hamiltonian cycles in Cay(G; a, b) that cover S±1:

(b−1, a−2, b−4, a−2, b−1, a3, b2, a, b−2)

and
(b−1, a−2, b−1, a, b−1, a−1, b−2, a−1, b−1, a2, b2, a, b−2)

(see Figure 1). By using Lemma 3.3, we see that their voltages are

b−1a−2b−4a−2b−1a3b2ab−2 = b−6[a, b]−(−10) = b−6[a, b]

and

b−1a−2b−1ab−1a−1b−2a−1b−1a2b2ab−2 = b−6[a, b]−(−8) = b−6[a, b]2,

respectively. So we may let γ1 = b−6[a, b] and γ2 = b−6[a, b]2.
We may now assume r ≥ 6 (since r is divisible by 3). Let

I =

{
{0, 1} if r 6= |a|,
{1, 2} if r = |a|.
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e

b

b
2

a a2 a3 a4 a5 e

b

b
2

a a2 a3 a4 a5

Figure 1: Two hamiltonian cycles in Cay
(
G; {a, b}

)
when m = r = 3.

e
ai ai+1

aib
−1

ai+1b
−1

b

b
2

a−3

Figure 2: A hamiltonian cycle in Cay
(
G; {a, b}

)
when m = 3 and r ≥ 6.

Then, for i ∈ I , we have 0 ≤ i ≤ |a| − 4, and 4 ≤ r − i ≤ |a| − 1, so the walk

Ci =
(
ai, b−1, a−(|a|−r+i−1), b−1, a|a|−4, b−1, a−(|a|−i−4), b−1, ar−i−3, b−2, a, b2, a, b−2

)
is as pictured in Figure 2. It is a hamiltonian cycle in Cay(G; a, b) that covers S±1. Fur-
thermore, since

aib−1a−i = b−1(baib−1a−i) = b−1[b−1, a−i] = b−1[b, a]i = b−1[a, b]−i,

its voltage is of the form h2 [a, b]−2i, where h2 is independent of i. Thus, we may let

{γ1, γ2} = {h2 [a, b]−2i | i ∈ I }.

Case 2. Assume m 6= 3. (Cf. [9, Case 4.3].) Since m and |a| both have at least one odd
prime divisor, we must have m ≥ 5 and |a| ≥ 5. Let

X =

{(
b−(m−2), a, bm−3, a|a|−3, b−1, (a−(|a|−4), b−1, a|a|−4, b−1)(m−3)/2

)
if |a| is odd,(

b−1, (b−(m−3), a, bm−3, a)(|a|/2)−1, b−(m−2)
)

if |a| is even.

For each i with 1 ≤ i ≤ b(|a| − 1)/2c, we have 1 ≤ i ≤ min
(
r − 1, |a| − 3

)
(since

r ≥ |a|/2 and |a| ≥ 5), so we may let

Ci =
(
ai, b−1, a−(|a|+i−r−1), X, a−(|a|−i−2), b−1, ar−i−1, b−(m−1)

)
(see Figures 3 and 4). Then Ci is a hamiltonian cycle in Cay(G; a, b).
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e
ai ai+1

aib
−1

ai+1b
−1

b

...

b
m−2

b
m−1

Figure 3: A hamiltonian cycle Ci in Cay
(
G; {a, b}

)
when m = |G/〈a〉| is odd.

Note that both possibilities for X contain oriented edges labelled a, b, and b−1. Fur-
thermore, since |a| − i − 2 ≥ 1, we see that Ci also contains at least one oriented edge
labelled a−1. Therefore Ci covers {a, b, a−1, b−1} = S±1.

As in Case 1, the voltage ΠCi of Ci is of the form h2 [a, b]−2i, where h2 is independent
of i. Since |a| ≥ |G′| (see Lemma 3.4) and 〈[a, b]〉 = G′ (see Lemma 3.5), Lemma 3.8
(combined with Lemma 3.6) tells us that for any x ∈ N , we may choose i so that 〈(ΠCi)x〉
contains (G′)2.

5 The main induction step
The induction step of our proof uses the following well-known gluing technique that is
illustrated in Figure 5.

Definition 5.1. Let

• C1 and C2 be two vertex-disjoint oriented cycles in Cay(G;S),

• g ∈ G, and

• a, s ∈ S.

If

• C1 contains the oriented edge g(s), and

• C2 contains the oriented edge gsa(s−1),

then we use C1 #a
s C2 to denote the oriented cycle obtained from C1 ∪ C2 as in Figure 5,

by

• removing the oriented edges g(s) and gsa(s−1), and
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e
ai ai+1 a−1

aib
−1

ai+1b
−1

b

...

b
m−2

b
m−1

Figure 4: A hamiltonian cycle Ci in Cay
(
G; {a, b}

)
when |a| is even.

• inserting the oriented edges g(a) and gsa(a−1).

This is called the connected sum of C1 and C2.

Lemma 5.2. If C1, C2, g, s, and a are as in definition 5.1, and N ⊂ Z(G), then

Π(C1 #a
s C2) = (ΠC1)(ΠC2)[a, s].

Proof. Write C1 = gs(si)
m
i=1 and C2 = ga(tj)

n
j=1. Then

C1 #a
s C2 = gsa

(
a−1, (si)

m−1
i=1 , a, (tj)

n−1
j=1

)
,

so

Π(C1 #a
s C2) = a−1

(
m−1∏
i=1

si

)
a

n−1∏
j=1

tj


= a−1

(
m∏
i=1

si

)
s−1
m a

 n∏
j=1

tj

t−1
n

= a−1 (ΠC1) s−1 a (ΠC2) s

= (ΠC1) (ΠC2) a−1s−1as (ΠCi ∈ N ⊂ Z(G))

= (ΠC1) (ΠC2) [a, s].

Corollary 5.3. Assume

• 2 ≤ k < `, and (to eliminate some subscripts) m = mk+1 and a = σk+1,

• π1, π2, . . . , πm are elements of Vk,
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g gs

ga gsa

a a−1
s−1

s

C1

C2

Figure 5: C1 and C2 are merged into a single cycle by replacing the two white edges
labelled s and s−1 with the two black edges labelled a and a−1.

• s1, s2, . . . , sm−1 are elements of Sk, and, for each i, a choice s∗i ∈ {s
±1
i } has been

made in such a way that if si+1 = si, then s∗i+1 = s∗i , and

• N ⊂ Z(G).

Then there is a hamiltonian cycle in Cay(Gk+1;Sk+1) that covers S±1
k+1, and whose voltage

is (
m∏
i=1

πi

)(
m−1∏
i=1

[a, s∗i ]

)
.

Proof. For each i, let Ci be an oriented hamiltonian cycle in Cay(Gk;Sk) that covers S±1
k ,

and has voltage πi. We inductively construct sequences (gi)
m
i=1 and (xi)

m
i=1 of elements

of Gk, as follows.
Let g1 = e. Since C1 covers S±1

k , we know there is some x1 ∈ Gk, such that ag1C1

contains the oriented edge ax1(s∗1).
Now, suppose g1, x1, g2, x2, . . . , gi, xi ∈ Gk are given, such that the connected sum

ag1C1 #a
s∗1
a2g2C2 #a

s∗2
· · ·#a

s∗i−1
aigiCi

exists, and contains the oriented edge aixi(s∗i ). Since Ci+1 covers S±1
k , we know that

Ci+1 contains an oriented edge labelled (s∗i )
−1, and a different oriented edge that is la-

belled s∗i+1. Therefore, there exist gi+1, xi+1 ∈ Gk, such that

ai+1gi+1Ci+1 contains the oriented edges ai+1xis∗i
(
(s∗i )

−1
)

and ai+1xi+1(s∗i+1).

The first of these edges is removed when we form the connected sum(
ag1C1 #a

s∗1
a2g2C2 #a

s∗2
· · ·#a

s∗i−1
aigiCi

)
#a
s∗i

ai+1gi+1Ci+1,
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but the second edge remains, and will be used to form the next connected sum (unless
i+ 1 = m).

Since each Ci is a hamiltonian cycle in Cay(Gk;Sk), the resulting connected sum

ag1C1 #a
s∗1
a2g2C2 #a

s∗2
· · ·#a

s∗m−1
amgmCm

passes through all of the vertices in aGk ∪ a2Gk ∪ · · · ∪ amGk. That is, it passes through
every element of Gk+1, so it is a hamiltonian cycle in Cay(Gk+1;Sk+1). Its voltage is
calculated by repeated application of Lemma 5.2.

To complete the proof, we verify that the hamiltonian cycle covers S±1
k+1. Since each

Ci covers S±1
k , the disjoint union

ag1C1 ∪ a2g2C2 ∪ · · · ∪ amgmCm

contains (at least) m disjoint pairs of edges labelled s and s−1, for each s ∈ Sk. Each
invocation of the connected sum removes only one such pair, and the operation is performed
onlym−1 times, so at least one of them pairs must remain, for each s ∈ Sk. Therefore, the
hamiltonian cycle covers S±1

k . Also, the cycle certainly covers a±1, since each invocation
of the connected sum inserts a pair of edges labelled a and a−1. Hence, the hamiltonian
cycle covers S±1

k ∪ {a±1} = S±1
k+1.

We can now prove the main result of this section. (Recall that the condition αεk is
defined in Section 2.)

Proposition 5.4. Assume |N | is square-free and |G′k+1/G
′
k| is odd. Then

1. α1
k ⇒ α1

k+1, and

2. α2+
k ⇒ α2+

k+1 if |[s, t]| is even for all s, t ∈ Sk+1 with s 6= t.

Proof. For convenience, let m = mk+1 and a = σk+1. Let hk ∈ N be as in (αεk),
and choose an oriented hamiltonian cycle C in Cay(Gk;Sk) that covers S±1

k , and has its
voltage in hk(G′k)ε. There is no harm in assuming that the voltage is precisely hk. Let

hk+1 = (hk)m[a, σ1]m−1.

Given any x ∈ N , corollary 3.11 provides a sequence (si)
m−1
i=1 of elements of Sk, and

s∗i ∈ {s
±1
i } for each i, such that s∗i+1 = s∗i whenever si+1 = si, and〈

x (hk)m
m−1∏
i=1

[a, s∗i ], (G′k)ε

〉
contains (G′k+1)ε. (5.5)

From (αεk) we know there exists π ∈ Vk ∩ hk (G′k)ε, such that, if we let

γ = π (hk)m−1
m−1∏
i=1

[a, s∗i ],

then 〈xγ〉 contains (G′k)ε. Since π ≡ hk (mod (G′k)ε), combining this with (5.5) shows
that 〈xγ〉 contains (G′k+1)ε. Also, since we are assuming |[a, s∗i ]| is even if ε = 2, we have
[a, s∗i ] ≡ [a, σ1] (mod (G′k+1)ε) for all i, so

γ ∈ (hk)m[a, σ1]m−1(G′k+1)ε = hk+1(G′k+1)ε.
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Furthermore, corollary 5.3 tells us that there is a hamiltonian cycle in Cay(G;S) whose
voltage is γ, and this hamiltonian cycle covers S±1. This establishes αεk+1.

Now, if ε = 2, then our assumptions imply that |hk| and |[a, σ1]| are both even. Since
m and m − 1 are of opposite parity, this implies that |hk+1| is even, so 〈hk, (G′k+1)2〉
contains G′k+1. This establishes α2+

k+1.

6 Combining the base case with the induction step
Recall that the condition αεk is defined in Section 2.

Corollary 6.1. Assume |N | is square-free and ` ≥ 2. If |G′| is odd, then α1
` is true unless

|G′| = |s| = 3 for all s ∈ S.

Proof. Assume it is not the case that |G′| = |s| = 3 for all s ∈ S. Then we may assume (by
permuting the elements of S) that either |G′2| 6= 3 or |σ1| 6= 3. Therefore proposition 4.1
tells us that α2

2 is true. Also, since |G′| is odd, we have α2
2 ⇔ α1

2 (see remark 2.7(1)), so
α1

2 is true. Then repeated application of proposition 5.4(1) establishes α1
` .

Proposition 6.2. Assume |N | is square-free and ` ≥ 3. If |G′| is even, then:

1. α1
` is true if there exist s, t ∈ S, such that |[s, t]| is odd and s 6= t.

2. α2+
` is true if |[s, t]| is even for all s, t ∈ S with s 6= t.

Proof. Since |G′| is even, we may assume (by permuting the elements of S) that |[σ3, σ1]|
is even. It suffices to prove α1

3 or α2+
3 (as appropriate), for then repeated application of

proposition 5.4 establishes the desired conclusion. Thus, we may assume ` = 3, so G3 =
G. Let m = m3 and a = σ3 = σ`.

By permuting the elements of S, we may assume that either:

odd case: |[σ3, σ2]| is odd, or

even case: |[s, t]| is even for all s, t ∈ S with s 6= t.

Furthermore, in the even case, we may assume that either:

even subcase: 〈σ1, σ2〉 has even index in G, or

odd subcase: 〈s, t〉 has odd index in G, for all s, t ∈ S, such that s 6= t.

Since |[σ3, σ1]| is even, we know |σ1| is even (see Lemma 3.4). In particular, we have
|σ1| 6= 3, so proposition 4.1 tells us that α2

2 is true.
We now use a slight modification of the proof of proposition 5.4. Let h2 ∈ N be as in

(αεk) (with k = ε = 2), and choose an oriented hamiltonian cycle C in Cay(G2;S2) that
covers S±1

2 , and has its voltage in h2(G′2)2. There is no harm in assuming that the voltage
is precisely h2.

Since |σ1| is even, we know |G2| is even. Therefore, Lemma 3.15 provides a hamilto-
nian cycle C ′ in Cay(G2;S2), such that ΠC ′ is a generator of G′2. Let

h′ =

{
ΠC ′ in the odd subcase of the even case,
h2 in all other cases.

Let h3 = (h2)m−1h′[a, σ1]m−1.
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Given any x ∈ N , corollary 3.11 provides a sequence (si)
m−1
i=1 of elements of S2, and

s∗i ∈ {s
±1
i } for each i, such that s∗i+1 = s∗i whenever si+1 = si, and〈

x(h2)m−1h′
m−1∏
i=1

[a, s∗i ], (G′2)2

〉
contains (G′)2. (6.3)

Furthermore, in the odd case, the choices can be made so that (6.3) holds with G′ in the
place of (G′)2.

From α2
2, we know there exists π ∈ V2 ∩ h2 (G′2)2, such that, if we let

γ = π (h2)m−2h′
m−1∏
i=1

[a, s∗i ],

then

〈xγ〉 contains (G′)2. (6.4)

It is clear from the definitions that γ ∈ h3G
′
3. Furthermore, we have γ ∈ h3(G′3)2 in the

even case.
corollary 5.3 tells us that there is a hamiltonian cycle in Cay(G;S) whose voltage is γ,

and this hamiltonian cycle covers S±1. We now consider various cases individually.

Case 1. The odd case. Recall that, in this case, (6.3) holds with G′ in the place of (G′)2.
Since π ≡ h2 (mod (G′2)2), combining this with (6.4) shows that 〈xγ〉 contains all of G′.
This establishes α1

3.

Case 2. The even subcase of the even case. In this subcase, we know m is even, h′ = h2,
and |[a, σ1]| is even. Since h3 = (h2)m[a, σ1]m−1, we see that |h3| is even, so 〈h3, (G

′
3)2〉

contains G′3. This establishes α2+
3 .

Case 3. The odd subcase of the even case. In this subcase, we know m − 1 is even,
and h′ = ΠC ′ has even order. Therefore |h3| is even, so 〈h3, (G

′
3)2〉 contains G′3. This

establishes α2+
3 .

We can now establish our main theorem:

Proof of theorem 1.2. We may assume:

• ` ≥ 3, for otherwise proposition 3.16 applies.

• |G| is not a power of 3, for otherwise theorem 3.13 applies.

Let S be a minimal generating set of G, and let N = G′. Note that S is a minimal gen-
erating set of G (because G′ is contained in the Frattini subgroup Φ(G) [8, Thm. 10.4.3]).

We claim there is a hamiltonian cycle in Cay(G;S) whose voltage generatesG′. While
proving this, there is no harm in assuming that |G′| is square-free (see Lemma 3.14). Also
note that, since |G| is not a power of 3, we cannot have |G′| = |s| = 3 for all s ∈ S. Then,
by applying either corollary 6.1 or proposition 6.2 (depending on the parity of |G′|), we
obtain either α1

` or α2+
` . Each of these yields the desired hamiltonian cycle in Cay(G;S)

(see Lemma 2.6).
Now that the claim has been verified, the Factor Group Lemma (2.5) provides a hamil-

tonian cycle in Cay(G;S).
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Abstract

The notion of “antimatroid with repetition” was conceived by Bjorner, Lovasz and Shor
in 1991 as an extension of the notion of antimatroid in the framework of non-simple lan-
guages. Further they were investigated by the name of “poly-antimatroids” (Nakamura,
2005, Kempner & Levit, 2007), where the set system approach was used. If the underlying
set of a poly-antimatroid consists of n elements, then the poly-antimatroid may be repre-
sented as a subset of the integer lattice Zn. We concentrate on geometrical properties of
two-dimensional (n = 2) poly-antimatroids - poly-antimatroid polygons, and prove that
these polygons are parallelogram polyominoes. We also show that each two-dimensional
poly-antimatroid is a poset poly-antimatroid, i.e., it is closed under intersection.

The convex dimension cdim(S) of a poly-antimatroid S is the minimum number of
maximal chains needed to realize S. While the convex dimension of an n-dimensional
poly-antimatroid may be arbitrarily large, we prove that the convex dimension of an n-
dimensional poset poly-antimatroid is equal to n.

Keywords: Antimatroid, polyhedron, convex dimension, lattice animal, polyomino.

Math. Subj. Class.: 05B35

1 Preliminaries
An antimatroid is an accessible set system closed under union [3]. An algorithmic charac-
terization of antimatroids based on the language definition was introduced in [5]. Another
algorithmic characterization of antimatroids that depicted them as set systems was devel-
oped in [14]. Dilworth (1940) was the first to study antimatroids, using another axiomatiza-
tion based on lattice theory, and they have been frequently rediscovered in other contexts.
The most updated survey on the subject may be found in [19].
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Antimatroids can be viewed as a special case of either greedoids or semimodular lat-
tices, and as a generalization of partial orders and distributive lattices. While classical
examples of antimatroids connect them with posets, chordal graphs, convex geometries,
etc., game theory gives a framework in which antimatroids are interpreted as permission
structures for coalitions [1]. There are also rich connections between antimatroids and clus-
ter analysis [16]. In mathematical psychology, antimatroids are used to describe feasible
states of knowledge of a human learner [9].

A poly-antimatroid [21] is a generalization of the notion of the antimatroid to multisets.
If the underlying set of a poly-antimatroid consists of n elements, then the n-dimensional
poly-antimatroid may be represented as a subset of the integer lattice Zn.

In this paper we investigate the correspondence between poly-antimatroids and poly-
ominoes. In the digital plane Z2, a polyomino [12] is a finite connected union of unit
squares without cut points. If we replace each unit square of a polyomino by a vertex at
its center, we obtain an equivalent object named a lattice animal [13]. Further, we use the
name polyomino for the two equivalent objects.

A polyomino is called column-convex (row-convex) if all its columns (rows) are con-
nected. In other words, each column/row has no holes. A convex polyomino is both row-
convex and column-convex. The parallelogram polyominoes [6], sometimes known as
staircase polygons [4, 13, 22], are a particular case of this family. In the staircase polygon
each element may be reached from the source (lowest left) point by a path made only of
north and east unit steps, and similarly this element may be reached from the target (highest
right) point by a path made only of south and west unit steps. Hence staircase polygons are
defined by a pair of monotone north-east paths that have common ending points.

We prove that a representation of a two-dimensional poly-antimatroid on the plane is a
staircase polygon.

Let E be a finite set. A set system over E is a pair (E,F), where F is a family of sets
over E, called feasible sets. We will use X ∪ x for X ∪ {x}, and X − x for X − {x}.

Definition 1.1. [18]A finite non-empty set system (E,F) is an antimatroid if
(A1) for each non-empty X ∈ F , there exists x ∈ X such that X − x ∈ F
(A2) for all X,Y ∈ F , and X * Y , there exists x ∈ X − Y such that Y ∪ x ∈ F .

Any set system satisfying (A1) is called accessible.
In addition, we use the following characterization of antimatroids.

Proposition 1.2. [18] For an accessible set system (E,F) the following statements are
equivalent:

(i) (E,F) is an antimatroid
(ii) F is closed under union (X,Y ∈ F ⇒ X ∪ Y ∈ F)

An “antimatroid with repetition” was invented by Bjorner, Lovasz and Shor [2]. Further
it was investigated by the name of “poly-antimatroid” as a generalization of the notion of
the antimatroid for multisets. A multiset A over E is a function fA : E → N , where
fA(e) is a number of repetitions of an element e in A. A poly-antimatroid is a finite non-
empty multiset system (E,S) that satisfies the antimatroid properties (A1) and (A2). So
antimatroids may be considered as a particular case of poly-antimatroids. Examples of an
antimatroid ({x, y, z},F) and a poly-antimatroid ({x, y}, S) are illustrated in Figure 1.
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Figure 1: (a) Antimatroid. (b) Poly-antimatroid.

Definition 1.3. A multiset system (E,S) satisfies the chain property if for all X,Y ∈ F ,
and X ⊂ Y , there exists a chain X = X0 ⊂ X1 ⊂ ... ⊂ Xk = Y such that Xi =
Xi−1 ∪ xi and Xi ∈ S for 0 ≤ i ≤ k.

It is easy to see that the chain property follows from (A2), but they are not equivalent.
It is clear that each poly-antimatroid satisfies the chain property.

Antimatroids have already been investigated within the framework of lattice theory by
Dilworth [7]. The feasible sets of an antimatroid ordered by inclusion form a lattice, with
lattice operations: X ∨Y = X ∪Y , and X ∧Y is the maximal feasible subset of set X ∩Y
called a basis. Since an antimatroid is closed under union, it has only one basis.

A finite lattice L is called join-distributive [3] if for any x ∈ L the interval [x, y] is
Boolean, where y is the join of all elements covering x. Such lattices have appeared under
several different names, e.g. locally free lattices [18] and upper locally distributive lattices
(ULD) [10, 20]. Distributive lattices are exactly those that are both upper and lower locally
distributive.

Theorem 1.4. [3, 18] A finite lattice is join-distributive if and only if it is isomorphic to
the lattice of feasible sets of some antimatroid.

It easy to see that feasible sets of a poly-antimatroid ordered by inclusion form a join-
distributive lattice as well.

Consider a particular case of antimatroids called poset antimatroids [18]. A poset an-
timatroid has as its feasible sets the lower sets of a poset (partially ordered set). Poset
antimatroids can be characterized as the unique antimatroids, which are closed under inter-
section [18]. We extend this definition to poly-antimatroids.

Definition 1.5. A poly-antimatroid is called a poset poly-antimatroid if it is closed under
intersection.

Evidently, feasible sets of a poset poly-antimatroid ordered by inclusion form a dis-
tributive lattice.



76 Ars Math. Contemp. 7 (2014) 73–82

2 Two-dimensional poly-antimatroids and polyominoes
In this section we consider a geometric characterization of two-dimensional poly-anti-
matroids.

Let E = {x, y}. In this case each point A = (xA, yA) in the digital plane Z2 may be
considered as a multiset A over E, where xA is a number of repetitions of an element x,
and yA is a number of repetitions of an element y in multiset A. Thus a set of points in
the digital plane Z2 that satisfies the properties of an antimatroid is a representation of a
two-dimensional poly-antimatroid.

Definition 2.1. A set of points S in the digital plane Z2 is a poly-antimatroid polygon if
(A1) for every point (xA, yA) ∈ S, such that (xA, yA) 6= (0, 0),
either (xA − 1, yA) ∈ S or (xA, yA − 1) ∈ S
(A2) for all A * B ∈ S,
if xA ≥ xB and yA ≥ yB then either (xB + 1, yB) ∈ S or (xB , yB + 1) ∈ S
if xA ≤ xB and yA ≥ yB then (xB , yB + 1) ∈ S
if xA ≥ xB and yA ≤ yB then (xB + 1, yB) ∈ S

Notice that accessibility implies ∅ ∈ S.
For example, see a poly-antimatroid polygon in Figure 2.

-

6

s s s s ss s s ss s s s ss s s s ss s s s s ss s s s ss s s s

x

y

0 1 2

1

A

B

Figure 2: A poly-antimatroid polygon.

We use the following notation [17]. If A = (x, y) is a point in a digital plane, the
4-neighborhood N4(x, y) is the set of points

N4(x, y) = {(x− 1, y), (x, y − 1), (x+ 1, y), (x, y + 1)}

and 8-neighborhood N8(x, y) is the set of points

N8(x, y) = {(x− 1, y), (x, y − 1), (x+ 1, y), (x, y + 1), (x− 1, y − 1),

(x− 1, y + 1), (x+ 1, y − 1), (x+ 1, y + 1)}.

Let m be any of the numbers 4 or 8. A sequence A0, A1, ..., An is called an Nm-path if
Ai ∈ Nm(Ai−1) for each i = 1, 2, ...n. Any two points A,B ∈ S are said to be Nm-
connected in S if there exists an Nm-path A = A0, A1, ..., An = B from A to B such that
Ai ∈ S for each i = 1, 2, ...n. A digital set S is an Nm-connected set if any two points
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P ,Q from S are Nm-connected in S. An Nm-connected component of a set S is a maximal
subset of S, which is Nm-connected.

An Nm-path A = A0, A1, ..., An = B from A to B is called a monotone increasing
Nm-path if Ai ⊂ Ai+1 for all 0 ≤ i < n, i.e.,

(xAi
< xAi+1

) ∧ (yAi
≤ y

Ai+1
) or (x

Ai
≤ x

Ai+1
) ∧ (y

Ai
< y

Ai+1
).

The chain property and the fact that the family of feasible sets of a poly-antimatroid is
closed under union mean that for each two points A,B: if B ⊂ A, then there is a monotone
increasing N4-path from B to A, and if A is incomparable with B, then there is a monotone
increasing N4-path from both A and B to A ∪ B = (max(xA, xB),max(yA, yB)). In
particular, for each A ∈ S there is a monotone decreasing N4-path from A to 0. So, we
can conclude that a poly-antimatroid polygon is an N4-connected component in the digital
plane Z2.

Definition 2.2. A point set S ⊆ Z2 is defined to be orthogonally convex if, for every
line L that is parallel to the x-axis (y = y∗) or to the y-axis (x = x∗), the intersection
of S with L is empty, a point, or a single interval ([(x1, y

∗), (x2, y
∗)] = {(x1, y

∗), (x1 +
1, y∗), ..., (x2, y

∗)}).

It follows immediately from the chain property that every poly-antimatroid polygon S
is both connected and orthogonally convex.

In what follows we prove that poly-antimatroid polygons are closed not only under
union, but under intersection as well.

Lemma 2.3. A poly-antimatroid polygon is closed under intersection, i.e., if two points
A = (xA, yA) and B = (xB , yB) belong to a poly-antimatroid polygon S, then the point
A ∩B = (min(xA, xB),min(yA, yB)) ∈ S.

Proof. The claim of the lemma is evident for two comparable points. Consider two in-
comparable points A and B, and assume without loss of generality that xA < xB and
yA > yB . Then there is a monotone decreasing N4-path from A to 0, and so there is a
point C = (xC , yB) ∈ S on this path with xC ≤ xA. Hence, the point A ∩ B belongs to
S, since it is located on the monotone increasing N4-path from C to B.

Thus, every poly-antimatroid polygon is a distributive lattice polyhedron [11], since
x, y ∈ S ⇒ min(x, y),max(x, y) ∈ S.

Consider the following rectangles:

R = {(x, y) ∈ Z2 : xmin ≤ x ≤ xmax ∧ ymin ≤ y ≤ ymax} and |R| > 1

Definition 2.4. The sequence of n rectangles C1, C2, ..., Cn is called regular if
(a) x0

min = y0min = 0
(b) xi

min ≤ xi+1
min ∧ yimin ≤ yi+1

min

and for each 1 ≤ i ≤ n− 1 at least one of the inequality is strong
(c) xi+1

min ≤ xi
max ∧ yi+1

min ≤ yimax for each 1 ≤ i ≤ n− 1
(d) xi

max ≤ xi+1
max ∧ yimax ≤ yi+1

max

and for each 1 ≤ i ≤ n− 1 at least one of the inequality is strong

Lemma 2.3 implies that every poly-antimatroid polygon is a union of rectangles built
on each pair of incomparable points. The following is even more explicit.
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Lemma 2.5. Every poly-antimatroid polygon is a regular sequence of rectangles.

Proof. Consider the set of rectangles built on pairs of incomparable points and leave only
maximal rectangles, i.e., rectangles that are not covered completely by other rectangles.
These rectangles forms a regular sequence. Indeed, the property (a) and (c) follows from
the definition of a poly-antimatroid polygon (A1).

Suppose there are two maximal rectangles R1 and R2 with two incomparable minimal
points (x1

min, y
1
min) and (x2

min, y
2
min). Then, since poly-antimatroid polygons are closed

under union and under intersection, these rectangles are covered by two rectangles. The
minimal and maximal points of the first rectangle are

(min(x1
min, x

2
min),min(y1min, y

2
min)), (min(x1

max, x
2
max),min(y1max, y

2
max)).

The minimal and maximal points of the second rectangle are

(max(x1
min, x

2
min),max(y1min, y

2
min)), (max(x1

max, x
2
max),max(y1max, y

2
max))

respectively. There are the cases that these two rectangles are identical. See Figure 3. Thus
the rectangles R1 and R2 are not maximal and so all minimal points are comparable. The
same is true for maximal points as well.

-

6

-

6

R1

R2

R1

R2

s s

s s
s s s s ss s s s ss s s s s

s s ss s s ss s s ss s s

x

y

x

y

0

Figure 3: Two examples for proof of Lemma 2.5.

The following theorem shows that a poly-antimatroid polygon is a parallelogram poly-
omino.

Theorem 2.6. A set of points S in the digital plane Z2 is a poly-antimatroid polygon if
and only if it is an orthogonally convex N4-connected set that is bounded by two monotone
increasing N4-paths between (0, 0) and the maximum point of the set (xmax, ymax).

To prove the “if” part of Theorem 2.6 it remains to give a definition of the boundary.
A point A in set S is called an interior point in S if N8(A) ∈ S. A point in S which

is not an interior point is called a boundary point. All boundary points of S constitute the
boundary of S. We can see a poly-antimatroid polygon with its boundary in Figure 4.

Since poly-antimatroid polygons are closed under union and under intersection, there
are six types of boundary points that we divide into two sets – lower and upper boundary:

Blower = {(x, y) ∈ S : (x+ 1, y) /∈ S ∨ (x, y − 1) /∈ S ∨ (x+ 1, y − 1) /∈ S}
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-

6

s s s s ss s s ss s s s ss s s s ss s s s s ss s s s ss s s s

x

y

B0 B1 B4

B8

B18 = (xmax, ymax)

B10

Figure 4: A boundary of a poly-antimatroid polygon.

Bupper = {(x, y) ∈ S : (x− 1, y) /∈ S ∨ (x, y + 1) /∈ S ∨ (x− 1, y + 1) /∈ S}
It is possible that Blower ∩Bupper 6= ∅. For example, the point B10 in Figure 4 belongs

to both the lower and upper boundaries.
From Lemma 2.5 it follows immediately that lower and upper boundaries are bound-

aries of regular sequence of rectangles and so a poly-antimatroid polygon is an orthogonally
convex N4-connected set bounded by two monotone increasing N4-paths.

The following lemma is the “only-if” part of Theorem 2.6.

Lemma 2.7. An orthogonally convex N4-connected set S that is bounded by two monotone
increasing N4-paths between (0, 0) and (xmax, ymax) is a poly-antimatroid polygon.

Proof. By Definition 2.1 we have to check the two properties (A1) and (A2):
(A1) Let A = (x, y) ∈ S. If A is an interior point in S then (x − 1, y) ∈ S and

(x, y−1) ∈ S. If A is a boundary point, then the previous point on the boundary ((x, y−1)
or (x− 1, y)) belongs to S.

(A2) Let A * B ∈ S. Consider two cases:
(i) xa ≥ xb and ya ≥ yb. If B is an interior point in S then (xb + 1, yb) ∈ S and

(xb, yb+1) ∈ S. If B is a boundary point, then the next point on the boundary ((xb, yb+1)
or (xb + 1, yb)) belongs to S.

(ii)xa ≤ xb and ya ≥ yb. We have to prove that (xb, yb+1) ∈ S. Suppose the opposite.
Then the point B is an upper boundary point. Since ya ≥ yb there exists an upper boundary
point (xa, y) with y ≥ yb that contradicts the monotonicity of the boundary.

Corollary 2.8. Any poly-antimatroid polygon S may be represented as the union of its
boundary:

S = Blower ∨ Bupper = {X ∪ Y : X ∈ Blower, Y ∈ Bupper}

3 Convex dimension
Definition 3.1. Convex dimension [18] cdim(S) of any antimatroid S is the minimum
number of maximal chains

∅ = X0 ⊂ X1 ⊂ ... ⊂ Xk = Xmax with Xi = Xi−1 ∪ xi

whose union gives the antimatroid S.
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The set of maximal chains sufficient to realize a poly-antimatroid is called a convex
realizer.

The result of Corollary 2.8 shows that the convex dimension of a two-dimensional poly-
antimatroid equals two. Note, that the convex dimension of an arbitrary three-dimensional
poly-antimatroid may be arbitrarily large [8]. Let S be a set of points:

S = {(x, y, z) : (0 ≤ x, y ≤ N) ∧ (0 ≤ z ≤ 1) ∧ (z = 1⇒ x+ y ≥ N)}.

It is easy to check that S is a three-dimensional poly-antimatroid. Consider N + 1
points (x, y, 1) with x + y = N . Since each of these points cannot be represented as a
union of any points from S with smaller coordinates, the convex dimension of S is at least
N + 1.

In the sequel we prove that the convex dimension of an n-dimensional poset poly-
antimatroids is at most n.

An endpoint of a feasible set X is an element e ∈ X such that X − e is a feasible set
too. A feasible set that has only one endpoint is called a path of the antimatroid. It is easy
to see that a path is an union-irreducible element of the lattice and each feasible set is the
union of its path subsets. The family of ideals in the set of paths partially ordered by set
inclusion forms path poset antimatroid.

Theorem 3.2. [18] The convex dimension of antimatroid is equal to the width of its path
poset.

It is easy to check that the theorem holds for poly-antimatroids as well.
Denote by dim(S) the order dimension of the lattice of feasible multisets of a poly-

antimatroid. The order (or the Dushnik-Miller) dimension of a poset is the smallest number
of total orders the intersection of which gives the partial order.

Corollary 3.3. [18]

dim(S) ≤ cdim(S)

Since any n-dimensional poly-antimatroid may be represented as a subset of the integer
lattice Zn, its order dimension is at most n [23].

For poset poly-antimatroids their convex dimension should equal to order dimension,
since feasible sets of a poset poly-antimatroid form a distributive lattice and order di-
mension of distributive lattice is equal to the width of its path poset (ideals of the union-
irreducible elements)[23]. Eventually, we obtain the following.

Proposition 3.4. The convex dimension of the n-dimensional poset poly-antimatroids is at
most n.

4 Conclusions
It turned out that a two-dimensional case of a poly-antimatroid known in this paper as
a poly-antimatroid polygon is equivalent to special cases of polyominoes, lattice animals,
and staircase polygons. It seems to be a challenging problem to generalize the path structure
of poly-antimatroid polygons to upper dimensions.
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Abstract

We study a subalgebra V of the Monster algebra, VM, generated by three Majorana axes
ax, ay and az indexed by the 2A-involutions x, y and z of M, the Monster simple group.
We use the notation V = 〈〈ax, ay, az〉〉. We assume that xy is another 2A-involution and
that each of xz, yz and xyz has order 5. Thus a subgroupG of M generated by {x, y, z} is
a non-trivial quotient of the group G(5,5,5) = 〈x, y, z | x2, y2, (xy)2, z2, (xz)5, (yz)5,
(xyz)5〉. It is known that G(5,5,5) is isomorphic to the projective special linear group
L2(11) which is simple, so that G is isomorphic to L2(11). It was proved by S. Norton
that (up to conjugacy) G is the unique 2A-generated L2(11)-subgroup of M and that K =
CM(G) is isomorphic to the Mathieu groupM12. For any pair {t, s} of 2A-involutions, the
pair of Majorana axes {at, as} generates the dihedral subalgebra 〈〈at, as〉〉 of VM, whose
structure has been described in [16]. In particular, the subalgebra 〈〈at, as〉〉 contains the
Majorana axis atst by the conjugacy property of dihedral subalgebras. Hence from the
structure of its dihedral subalgebras, V coincides with the subalgebra of VM generated by
the set of Majorana axes {at | t ∈ T}, indexed by the 55 elements of the unique conjugacy
class T of involutions of G ∼= L2(11). We prove that V is 101-dimensional, linearly
spanned by the set { at · as | s, t ∈ T }, and with CVM(K) = V ⊕ ιM, where ιM is the
identity of VM. Lastly we present a recent result of Á. Seress proving that V is equal to the
algebra of the unique Majorana representation of L2(11).

Keywords: Majorana representation, Monster group, Conway-Griess-Norton algebra.

Math. Subj. Class.: 20C99, 20F05, 20C34, 20D05

1 Main result
We let

(
VM, · , ( , )

)
be the Monster algebra, a commutative non-associative algebra of

dimension 196, 884 over R, as described in [2]. As an RM-module, VM = V ′M ⊕ 1M,
where V ′M is the minimal faithful irreducible RM-module of dimension 196, 883 and 1M
∗This article was written under the supervision of Prof. Alexander A. Ivanov.

E-mail address: sophie.decelle@imperial.ac.uk (Sophie Decelle)
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is the trivial RM-module which is the R-span of the identity ιM of the algebra VM. The
automorphism group of

(
VM, · , ( , )

)
is M the Monster simple group ( [2], [7]). By

2A we denote the conjugacy class of involutions in M with the largest centraliser as in
the Atlas [3]. For each 2A involution t of M, the centraliser CM(t) ∼= 2.BM stabilises
a 2-subspace W of VM which has two non-trivial idempotents at and ιM − at. In [2], J.
Conway constructed an M-invariant bijection ψ sending each 2A involution t to the non-
trivial idempotent at of W with eigenvalue 1 and multiplicity 1 . We denote by at := ψ(t)
the image of t. In [8] A. A. Ivanov axiomatises some of the properties of the idempotents
at into the definition of a Majorana axis.

A Majorana axis a of a real commutative non-associative algebra
(
V, · , ( , )

)
, where

· associates with ( , ) in the sense that (u · v, w) = (u, v · w) for all u, v, w ∈ V , is
an idempotent of length 1, whose adjoint operator ada is semi-simple on V with spectrum
{1, 0, 1

22 ,
1
25 }. The eigenspaces of ada are denoted by V (a)

µ , with µ an eigenvalue, and
satisfy the following conditions. The 1-eigenvectors of ada are exactly the scalar multiples
of a. There exists a linear transformation τ(a) of V , called a Majorana involution, negating
the 1

25 -eigenvectors, fixing the other eigenvectors and preserving both the algebra and inner
products. Lastly there exists a linear transformation σ(a) of V (a)

+ = V
(a)
1 ⊕ V (a)

0 ⊕ V (a)
1
22

negating the 1
22 -eigenvectors, fixing the 0- and 1-eigenvectors, and preserving both prod-

ucts on V (a)
+ . From [8], this definition is equivalent to the ’Fusion Rules’. For two eigen-

vectors u ∈ V
(a)
λ and v ∈ V

(a)
µ of a fixed Majorana axis a, the Fusion Rules specify in

which part of the spectrum of ada the product u · v lies.

Sp 1 0 1
22

1
25

1 1 0 1
22

1
25

0 0 0 1
22

1
25

1
22

1
22

1
22 1, 0 1

25

1
25

1
25

1
25

1
25 1, 0, 1

22

Table 1: Fusion rules

Definition 1.1. We denote by 〈〈A〉〉 the subalgebra of VM generated by a setA of Majorana
axes.

The classification of subalgebras 〈〈at, as〉〉 of VM, where {as, at} is a pair of Majorana
axes, was started in [2] and completed in [16]. We call them dihedral subalgebras as the
corresponding pair of 2A-involutions {t, s} generates a dihedral subgroup of M. We say
the dihedral subalgebra has type C if the product of involutions ts belongs to the conjugacy
class C of M.
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Some subalgebras of VM generated by triples of Majorana axes are described by A. A.
Ivanov et al in [11], [12], [13], [10], and [9].

In this paper, we investigate a subalgebra V = 〈〈ax, ay, az〉〉 of VM such that the di-
hedral subalgebra 〈〈ax, ay〉〉 has type 2A and each of the dihedral subalgebras 〈〈ax, az〉〉,
〈〈ay, az〉〉, and 〈〈axy, az〉〉 has type 5A. The vector axy is the Majorana axis ψ(xy) (since
a dihedral subalgebra 〈〈as, at〉〉 of type 2A contains the axis ast).

Keeping in mind the bijection ψ we might ask whether there exists a subgroup of M gen-
erated by a triple of 2A involutions {x, y, z} satisfying the relations:

x2 = y2 = z2 = (xy)2 = (xz)5 = (yz)5 = (xyz)5 = 1.

A group affording the presentation

〈x, y, z | x2, y2, (xy)2, z2, (xz)5, (yz)5, (xyz)5〉

defines the Coxeter group G(5,5,5) and from [4] it is isomorphic to the projective special
linear group L2(11). From classical results on Ln(pk), [5], L2(11) is a simple group of
order 660 = 22 ·3 ·5 ·11 and it has a single conjugacy class of involutions which we denote
by T , and whose size is 55.

Proposition 1.2. There exists a monomorphism ι : L2(11) ↪→M such that ι(T ) ⊆ 2A and
ι is unique up to conjugacy in M.

Proof. In Table 5 of [17] S. Norton gives the list of simple subgroups of M having their
elements of order 5 in the M-conjugacy class 5A. For ι(T ) it is a requirement since if a
product of two 2A involutions has order 5 it belongs to the conjugacy class 5A of M [2]. By
Norton’s list there is only one conjugacy class of groups isomorphic to L2(11) containing
5A elements and their involutions belong to class 2A.

Throughout the paper ι denotes the monomorphism as in Proposition 1.2, G ∼= L2(11)
denotes the image of ι, and T denotes the conjugacy class of involutions in G.

By the conjugacy property of dihedral subalgebras1, the axis atst is contained in 〈〈at, as〉〉.
Hence from the dihedral subalgebras of V , we can restate our aim to be the study of the
subalgebra V of VM generated by the set of 55 Majorana axes {at | t ∈ T}. We determine
the dimension of V and find a spanning set for V . In the next section we prove the following
theorem.

Theorem. Let V be the subalgebra of VM generated by the set of 55 Majorana axes
{at | t ∈ T}, where T is the class of involutions of the unique 2A-generated L2(11)-
subgroup G of M. Then

(1) dim(V ) = 101,

(2) V is linearly spanned by the set {at · as | t, s ∈ T}.
(3) If K = CM(G) then CVM(K) = V ⊕ ιM.

1Let t and s be two 2A involutions, then tst is an involution conjugate to s. Hence tst is a 2A involution with
corresponding Majorana axis atst := ψ(tst).
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In the last section we give some evidence towards the uniqueness of the map ψ :

t → at, where t ∈ T , within the class of Majorana representations of L2(11) satisfying
conditions (2A) and (3A) (the terminology is explained in the last section)2. Lastly we state
a recent result of Á. Seress proving that V is equal to the algebra of the unique Majorana
representation of L2(11).

2 Some properties of L2(11)

We present some of the standard properties of G ∼= L2(11) used when calculating inner
product values for V .

The group G is the automorphism group of the (11, 5, 2)-biplane, which we denote B
(see [19]).
B is a 2-symmetric design with 11 points, {p1, . . . , p11}, and 11 lines, {l1, . . . , l11}, such
that each line contains 5 points, each point lies on 5 lines, two lines intersect in exactly 2
points, and two points share exactly 2 lines. We call the incidence relation pi ∈ lj a flag,
which we denote αi,j , and the relation pi /∈ lj an anti-flag, which we denote by wi,j .

From [14], the lines of B can be obtained by finding a difference set l1 of size 5, with
elements from Z11, such that every integer modulo 11 appears exactly twice as a difference
i− j mod 11 for i and j in l1. We have that l1 = {1, 3, 4, 5, 9}, which is the set of non-zero
perfect squares in Z11, and all other lines lk can be defined by lk =

{
1 + k, 3 + k, 4 +

k, 5 + k, 9 + k
}

, where k ∈ Z∗11 and addition is modulo 11.
The incidence matrix N of B is given below with the rows indexed by the points of B, the
columns indexed by the lines, and each flag is represented by a ′1′ and each anti-flag by a
′0′.

1 0 1 1 1 0 0 0 1 0 0
0 1 0 1 1 1 0 0 0 1 0
0 0 1 0 1 1 1 0 0 0 1
1 0 0 1 0 1 1 1 0 0 0
0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 1 0 1 1 1 0
0 0 0 1 0 0 1 0 1 1 1
1 0 0 0 1 0 0 1 0 1 1
1 1 0 0 0 1 0 0 1 0 1
1 1 1 0 0 0 1 0 0 1 0
0 1 1 1 0 0 0 1 0 0 1

We can represent G as a permutation group on 11 letters, so that G ⊂ Sym(11), by letting
G act on the indices of the points or lines such that the incidence structure of B is preserved.

The stabiliser G(αi,j) of a flag αi,j is isomorphic to A4, the stabiliser G(wk,l) of an anti-
flag wk,l is isomorphic to D10, and the stabiliser of a line (or a point) is isomorphic to A5.
We can associate to a flag αi,j a unique subgroup S(αi,j) ∼= C2×C2 and to an anti-flagwk,l
a unique subgroup S(wk,l) ∼= C5 such that NG

(
S(αi,j)

)
= G(αi,j) and NG

(
S(wk,l)

)
=

G(wk,l). It is easy to see that each involution t stabilises 3 flags and to deduce thatCG(t) ∼=
2When the first draft of this article was written, the author has learned that Ákos Seress has written a GAP

program, [6], capable of checking this uniqueness conjecture.
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D12. Similarly for 〈h〉 a subgroup of order 3 we can deduce NG(〈h〉) ∼= D12. There are
only one class of involutions and one class of elements of order 3 in G, so we can let d
be the G-invariant bijection between subgroups of order 2 and 3 sending each involution
t to the unique subgroup of order 3 commuting with t. Furthermore, by [14], G contains
one class of subgroups isomorphic to the Frobenius group of order 55, which we denote
F55. These are the four conjugacy classes of maximal subgroups of G; two non-conjugate
classes of subgroups isomorphic toA5 each of size 11 and each stabilising a point or a line,
one class of subgroups isomorphic to D12, and one class of subgroups isomorphic to the
Frobenius group F55.

3 The algebra V

We start this section by finding an upper bound for dim(V ) based on the work of S. Norton
([15], [16], and [17]). We then calculate the Gram matrix of a particular subset of V which
provides a lower bound for dim(V ).

3.1 S. Norton’s observations

The upper bound on dim(V ) stems from the following inclusion.

Lemma 3.1. V ⊆ CVM

(
CM(G)

)
Proof. By the definition of a Majorana axis, at is fixed by CM(t) ∼= 2.BM . Therefore
CM(G) = CM

(
〈x, y, z〉

)
=

⋂
t=x,y,z

CM(t) fixes V = 〈〈ax, ay, az〉〉 by M-invariance of the

algebra VM.

We denote by K the group CM(G). The dimension of the fixed space of K in VM can
be obtained by calculating the fusion of the character table of K in that of M (since the
character of V ′M is known [3]). It is equal to the inner product of characters 〈χVM ↓K
,1K〉RK , where 1K is the trivial character of K, and χVM ↓K is the character of VM
restricted to K. We thus need to determine the isomorphism type of K and the inclusions
of the conjugacy classes of G and K into those of M.

We call an A5-subgroup H of M an A5 of type (2A, 3A, 5A) if the elements of order
2, 3 and 5 of H are in the M-conjugacy classes 2A, 3A and 5A respectively. Clearly all
A5-subgroups of G are of type (2A, 3A, 5A).

Proposition 3.2. (i) For K as above, K ∼=M12.

(ii) All A5-subgroups H as above are conjugate in M and CM(H) ∼= A12.

(iii) The conjugacy classes of G fuse into those M as follows:

Class in G 1a 2a = T 3a 5a 5b 6a 11a 11b
Class in M 1A 2A 3A 5A 5A 6A 11A 11A

Proof. The result from part (i) can be read from the entry 31 of Table 3 of [15]. Part (ii) is
proved in Lemma 4 of [15]. To prove (iii) we carry on from the proof of Proposition 1.1.
From Table 5 of [17] we deduce the inclusion 3a ⊂ 3A. In the character table of M, given
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in [3], the information on p-powers3 of elements g ∈ 6A gives g2 ∈ 3A and g3 ∈ 2A,
and 6A is the unique conjugacy class of elements of order 6 with those p-powers, hence to
avoid a contradiction we must have 6a ⊂ 6A. Since M has a unique class 11A of elements
of order 11 the classes 11a and 11b are subsets of 11A.

Proposition 3.3. For the algebra CVM(K) we have dim(CVM(K)) = 102.

Within the proof of Proposition 3.3 we determine the fusion of the conjugacy classes of K
into those of M. We follow the Atlas’s notation, [3], by writing the conjugacy of elements
of order N in M: NA, NB, . . . (etc) in increasing order of the size of the class. Similarly
for K we use the notation NAK , NBK , · · · (etc). The character tables used are those of
the Atlas [3].

Proof. By part (i) of the previous proposition we have the inclusion of groups H ⊂ G,
where H ∼= A5 is of type (2A, 3A, 5A), which implies K ⊂ CM(H) ∼= A12. In A12,
the elements with cycle decompositions 2218, 2414, and 26 have 8, 4, and no fixed points
respectively in the natural action of A12 on 12 points, and so by Lemma 6 in [15] they
are mapped to the M-conjugacy classes 2A, 2B and 2A respectively. There is a doubly
transitive action of M12 on 12 points with character χ1 + χ11a where χ1 is the trivial
character of M12 and χ11a is the first irreducible character of degree 11 (as in the Atlas,
[3]). This character takes the value 0 for the elements in the class 2AM12

, and the value 4
for the elements in the class 2BM12

, hence 2AM12
⊂ 2A and 2BM12

⊂ 2B.
The structure class constants4 for any pair of 2A involutions in M give the number of

elements in each conjugacy class of M expressible as a product of two 2A involutions. The
constants can be calculated directly from the character table. For M the product of two 2A
involutions lies in either of the M classes : 1A, 2A, 2B, 3A, 3C, 4A, 4B, 5A or 6A (see
[2] or [15]). Similarly forK ∼=M12 we obtain that the product of two 2AK involutions lies
in either of the K classes 1AK , 2AK , 2BK , 3BK , 4AK , 4BK , 5AK or 6AK . To avoid
a contradiction on the monomorphism ι we have 5AK ⊂ 5A, and 6AK ⊂ 6A and 3AK is
a subset of either 3A or 3C. The class 6AK has p-powers 3BK , 2AK in K, and the class
6A has p-powers 3A, 2A in M. Hence 3BK ⊂ 3A. From lemma 6 of [15] no elements of
order 3 in CM(H) ∼= A12 belongs to class 3C of M, hence 3AK belongs to either 3A or
3B. If 3AK ⊂ 3A then 6BK ⊂ 6C and if 3BK ⊂ 3B then 6BK is in either 6B or 6E
according to the relevant p-powers in K and M. We determine the fusion in M of 3AK and
6BK at the end of the proof. The classes 4AK , 4BK contain products of 2A involutions
and their squares lie in class 2BK ⊂ 2B hence 4AK , 4BK ⊂ 4A as 4A is the unique
class of elements of order 4 squaring to 2B. The classes 8AK , 8BK have their squares in
classes 4AK , 4BK respectively, and in M the unique conjugacy class of elements of order
8 squaring to 4A is 8B. Hence 8AK , 8BK ⊂ 8A. The class 10AK in M12 has p-powers
5AK ⊂ 5A and 2AK ⊂ 2A and in M the class 10A is the unique class of elements of

3For a finite group L, the p-power line in the character table of L records for each conjugacy classC of L, and
for each prime p dividing the order of the elements of C, to which conjugacy class the pth-power of the elements
of C belongs to.

4For a finite group L, the structure class constants give the number of solutions s1,2,3 to equations in the
group of the type x1.x2 = x3, where each xi belongs to a conjugacy class Ci of L. From the table of complex
characters of L:

s1,2,3 =
|L|

|CL(x1)| · |CL(x2)|
∑

χ∈Irr(L)

χ(x1)χ(x2)χ(x3)

χ(1)
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order 10 with such p-powers so that 10AK ⊂ 10A. There is a unique class of elements of
order 11 in M so 11AK , 11BK ⊂ 11A. If 3AK ⊂ 3A then 6BK ⊂ 6C and the completed
fusion of conjugacy classes of K in those of M gives a value of 〈χVM ↓K ,1K〉RK which
is not integral, a contradiction. Hence 3AK ⊂ 3B and 6BK is in 6B or 6E. To determine
which, we look at the fusion of the conjugacy classes of A := CM(H) ∼= A12 in M.
Apart from the conjugacy classes 6GA, 9AA, 9BA and 9CA, the fusion of the classes of
A in M is straightforward using the information on p-powers and the fusion of the classes
of K in M already obtained. From a calculation of S. Shpectorov in [12] we know that
〈χVM ↓A,1A〉RA = 26. This can only happen if 6GA ⊂ 6B and 9AA, 9BA, 9CA ⊂ 9A.
In particular elements of order 6 in A12 cannot be subsets of 6E, hence neither can the
elements of order 6 in K. Hence 6BK ⊂ 6B. We have obtained the fusion of K in M

Class in K 1AK 2AK 2BK 3AK 3BK 4AK 4BK
p-powers A A A A A B B

Class in M 1A 2A 2B 3B 3A 4A 4A

5AK 6AK 6BK 8AK 8BK 10AK 11AK
A BA AB A B AA A
5A 6B 6A 8B 8B 10A 11A

and we can now compute the inner product of real characters of K

〈χVM ↓K ,1K〉RK = 102.

The following useful observation was made by S. Norton (in a more general context).

Lemma 3.4. The identity ιM of VM cannot be contained in V .

Proof. The groups G and K centralise each other in M and G × K is a subgroup of M.
The unique conjugacy class of involutions T of G is in class 2A of M, and we have proved
that the classes 2AK and 2BK are in 2A and 2B respectively.

Claim : there exist elements s ∈ T and t ∈ 2AK such that the element ts of G×K is
in class 2B of M.

From Proposition 3.2, part (iii), the element s can be taken from a A5-subgroup X of G of
type (2A, 3A, 5A). From the proof of Proposition 3.2, the elements of 2AK act fixed-point
freely on 12 points, and the centraliser in M of an A5-subgroup of type (2A, 3A, 5A) is
isomorphic to A12. By Table 4, line 7 of [17], there exists a subgroup Y ⊆ A12, Y ∼= A5,
that acts transitively on 12 points. Let t ∈ Y . Then, by Table 3, line 8 of [17], the
involutions in the diagonal subgroups of X × Y are in 2B. In particular ts ∈ 2B and the
claim is proved.
Since ts ∈ 2B, the axes at and as generate a dihedral algebra of type 2B and at · as = 0
(see [2] or [11]). For all z ∈ T there is an element g ∈ G such that z = sg , so by invariance
of the algebra product (at · as)g = 0 = at · az since G normalises K. Now, V is generated
by the 55 Majorana axes az for z ∈ T and the 0-eigenspace of at is closed under the algebra
product, so if the identiy ιM were in V we would get the contradiction at · ιM = 0.
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The identity of a commutative algebra being unique and therefore stable under the auto-
morphism group we have ιM ∈ CVM(K). And since ιM is not in V we obtain the main
result of this subsection.

Proposition 3.5. For the algebra V we have dim(V ) ≤ 101.

3.2 Inner product values for V

In this subsection we calculate all inner products on a well-chosen subset of V and compute
the rank of the corresponding Gram matrix to bound below the dimension of V . We do so
using the information on some subalgebras of V which have already been classified.

3.2.1 Dihedral subalgebras of V

The algebra V contains the dihedral subalgebras of types 2A, 3A, 5A, and 6A (obtained by
calculating the relevant structure class constants in the character table ofG). From [16], for
each type of dihedral algebra, we know the dimension of the algebra, and a basis for which
all algebra and inner products are known. We follow the exposition given in [8] which is
now accepted as standard in the Majorana Theory and where a different scaling to [16] is
used. Table 2 is taken from [8], which notation we explain below.

Each dihedral subalgebra corresponds to a dihedral subgroup D of M generated by two 2A
involutions t and s, whose product we denote by ρ := ts. We denote by a0, a1 and ai the
Majorana axes at, as and atρi in Table 2.
In the subalgebra of type 2A, we have aρ = ψ(ρ) which is also a Majorana axis, and in
the types 3A and 5A the vectors uρ and wρ are introduced to close the algebra product.
They correspond to elements of order 3 or 5 inD respectively. From [2], the 1-dimensional
subspace linearly spanned by the vector uρ orwρ is invariant under the normaliserNM(〈ρ〉)
which is isomorphic to 3.F24 or (D10×F5).2 respectively. Also, in the type 3A the vector
itself is stable underNM(〈ρ〉), so that uρ = uρ−1 , and in the type 5A the vector is stabilised
up to negation wρ = −wρ2 = −wρ3 = wρ4 .

Any element of order 3 or 5 in G can be expressed as a product of two involutions, and any
two involutions correspond to a dihedral subalgebra of V . Hence to study the algebra V
we can consider the span of the vectors corresponding to the cyclic subgroups of order 2, 3
and 5 of G.
We let G(i) be a set of non-trivial representatives of each cyclic subgroup of order i for
i = 2, 3, 5, of size 55, 55 and 66 respectively, where for i = 5 the representatives are
taken from the same conjugacy class of G. We use the notation A := {at | t ∈ G(2)},
U := {uh | h ∈ G(3)}, and W := {wf | f ∈ G(5)}, and we let S := A ∪ U ∪W .

3.2.2 A5 subalgebras of V

The algebra V also contains 22 A5-subalgebras of type (2A, 3A, 5A) as G contains two
conjugacy classes of A5-subgroups of type (2A, 3A, 5A), of size 11 each. The structure
of a subalgebra VH generated by the Majorana axes indexed by the involutions of an A5-
subgroupH of type (2A, 3A, 5A) follows from [12]. We reformulate it so as to present VH
as a subalgebra of VM generated by a triple of Majorana axes.
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Type Basis Products and angles

2A a0, a1, aρ a0 · a1 = 1
23 (a0 + a1 − aρ), a0 · aρ = 1

23 (a0 + aρ − a1)
(a0, a1) = (a0, aρ) = (a1, aρ) =

1
23

a0 · a1 = 1
25 (2a0 + 2a1 + a−1)− 33·5

211 uρ
3A a−1, a0, a1, a0 · uρ = 1

32 (2a0 − a1 − a−1) +
5
25uρ

uρ uρ · uρ = uρ
(a0, a1) =

13
28 , (a0, uρ) = 1

22 , (uρ, uρ) = 23

5

a0 · a1 = 1
27 (3a0 + 3a1 − a2 − a−1 − a−2) + wρ

5A a−2, a−1, a0, a0 · a2 = 1
27 (3a0 + 3a2 − a1 − a−1 − a−2)− wρ

a1, a2, wρ a0 · wρ = 7
212 (a1 + a−1 − a2 − a−2) + 7

25wρ
wρ · wρ = 52·7

219 (a−2 + a−1 + a0 + a1 + a2)

(a0, a1) =
3
27 , (a0, wρ) = 0, (wρ, wρ) = 53·7

219

a0 · a1 = 1
26 (a0 + a1 − a−2 − a−1 − a2 − a3 + aρ3) +

32·5
211 uρ2

6A a−2, a−1, a0, a0 · a2 = 1
25 (2a0 + 2a2 + a−2)− 33·5

211 uρ2
a1, a2, a3 a0 · uρ2 = 1

32 (2a0 − a2 − a−2) +
5
25uρ2

aρ3 , uρ2 a0 · a3 = 1
23 (a0 + a3 − aρ3), aρ3 · uρ2 = 0, (aρ3 , uρ2) = 0

(a0, a1) =
5
28 , (a0, a2) = 13

28 , (a0, a3) = 1
23

Table 2: Dihedral subalgebras
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Proposition 3.6. Let VH = 〈〈ax, ay, az〉〉 be a subalgebra of VM where the dihedral sub-
algebra 〈〈ax, ay〉〉 has type 2A and where the dihedral subalgebras 〈〈ax, az〉〉, 〈〈ay, az〉〉,
and 〈〈axy, az〉〉 have types 5A, 5A and 3A respectively. Then VH has dimension 26 and it
is linearly spanned by the products of all pairs of Majorana axes indexed by the involutions
of H .

For explicit formulas for the algebra product in VH or a list of all inner product values, we
refer the reader to [12]. In the rest of the paper we will simply refer to an A5-subgroup H
to mean an A5-subgroup of type (2A, 3A, 5A).

For anA5-subgroupH , we denote byH(2), H(3) andH(5) the sets of non-trivial conjugate
representatives of cyclic subgroups of order 2, 3 and 5 and in the corresponding algebra
VH we denote by AH , UH and WH the sets of vectors {at | t ∈ H(2)}, {uh | h ∈ H(3)},
and {wf | f ∈ H(5)}. Let wH be the sum of all vectors in WH . By [12], the set SH :=
AH ∪UH ∪WH is a spanning set of size 31 for VH , and VH is 26-dimensional with a basis
AH ∪ UH ∪ {wH}. The five independent linear relations on SH , which can be found in
[12] or [16], are called the Norton Relations.

Proposition 3.7. The Norton Relations
In the algebra VH corresponding to an A5-subgroup H of type (2A, 3A, 5A), all vectors
wf ∈WH satisfy:

wf =
1

6
wH +

1

27

 ∑
t∈H(2)

5 (f)

at −
∑

t∈H(2)
3 (f)

at

+
32.5

212

 ∑
h∈H(3),
o([h,f ])=3

uh −
∑

h∈H(3),
o([h,f ])=5

uh


where

H
(2)
5 (f) : =

{
t ∈ H(2) | o(tf) = 5

}
,

H
(2)
3 (f) : =

{
t ∈ H(2) | o(tf) = 3

}
.

We denote by H1 = {H1, . . . , H11} and H2 = {H ′1, . . . , H ′11} the two classes of A5-
subgroups in G. One class corresponds to the rows of N and the other to the columns,
so the intersection between A5’s taken from different classes can be read directly from the
entries of N .

For a given A5-subgroup Hi in G let W i be the sum of all vectors in WHi
. For a vector

wf ∈WHi
we rewrite the Norton relation for wf as

wf =
1

6
W i + λ Ai(f) + µ Ui(f) (3.1)

where the meaning of λ, µ, Ai(f) and Ui(f) is clear from Proposition 3.7.

Corollary 3.8. Let w be the sum of all vectors wf in W ⊆ V . Then S′ := A∪U ∪ {w} is
a spanning set of size 111 for S.
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Proof. Consider an A5-subgroup H1 ∈ H1. From N , any subgroup Hi′ ∈ H2 intersect
H1 in aD10 or anA4. IfH1∩Hi′

∼= D10 there exists a representative f ofH(5)
1 inH1∩Hi′

for which the Norton relations give

wf =


1
6W

1 + λ A1(f) + µ U1(f)

1
6W

i′ + λ Ai′(f) + µ Ui′(f)

and so W i′ is in Sp(A ∪ U ∪ {W 1}), the R-linear span of A ∪ U ∪ {W 1}.
If H1 ∩ Hi′

∼= A4 then the situation can be visualized as the following submatrix of N ,
where each anti-flag has been replaced by the unique element of G(5) stabilising it, and the
rows and columns are indexed with the copy of A5 stabilising the corresponding line or
point of B.

(H1 Hi

H ′i 1 wg
H ′j wf wk

)
From the Norton relations for g ∈ Hi ∩Hi′ , k ∈ Hi ∩Hj′ and f ∈ H1 ∩Hj′ , we also
get W i′ ∈ Sp

(
A ∪ U ∪ {W 1}

)
. FromN , for any subgroup Hi ∈ H1 there are 3 elements

ofH2 intersecting both H1 and Hi in a D10, with say Hl′ being one of them:

(H1 Hi

Hl′ wf wl
)

so the Norton relations for f and l give W i ∈ Sp
(
A ∪ U ∪ {W 1}

)
. Hence there exists

v ∈ Sp(A ∪ U) such that

22W 1 =
∑
Hi∈H1

W i +
∑
Hi′∈H2

W i′ + v,

and from N every element of G(5) is contained in exactly one element of H1 and one of
H2 so that ∑

Hi∈H1
W i +

∑
Hi′∈H2

W i′ = 2 w,

where w is the sum of all vectors wf in W , and hence

W 1 = 1
11w + v′ for some v′ ∈ Sp(A ∪ U).

4 Inner product values
Definition 4.1. For each pair (G(i), G(j)) with i, j ∈ {2, 3, 5} we call the inner product
values on G(i) ×G(j) inner products of type (i, j).

If we let E(i) be the equivalence class of elements of order i in G belonging to the
same cyclic subgroup, then the orbits of G acting by conjugation on E(i) × E(j) form a
subpartition of the distinct inner products values of type (i, j) (these orbits were calculated
using [1]).

We will only explain the inner products values (uk, vl) for which the subgroup 〈k, l〉
is isomorphic to F55 or to the whole of G. They arise as the solutions of equations of
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intersecting subalgebras inside V , or equivalently as particular configurations of subgroups
inside G, which can be read from the incidence matrix N or found using a code written in
[1].

4.1 Inner products of type (2, 2)

From the dihedral subalgebras of V we know all possible inner product values of any two
Majorana axes in V , see [11].

Case o(ts) 〈〈at, as〉〉 〈t, s〉 (at, as)

1 1 1A 1 1

2 2 2A D4
1
23

3 3 3A D6
13
28

4 5 5A D10
3
27

5 6 6A D12
5
28

Table 3: Inner Products of type (2, 2), with t, s ∈ G(2)

4.2 Inner products of type (2, 3)

The value for case 5) of the inner product of type (2, 3) was computed using the following
lemma.

Lemma 4.2. For t ∈ G(2) and h ∈ G(3) such that 〈t, h〉 ∼= L2(11) we have

(at, uh) =
1

2.3.5 .

Proof. We fix an element h ∈ G(3) and we let t ∈ G(2) such that 〈t, h〉 = G. Since
NG
(
〈h〉
) ∼= D12 then 〈h〉 is contained in exactly two distinct dihedral groups of order 6.

Let Sh be one of the two sets of 3 involutions, Sh := {s, sh, sh2}, such that 〈S, h〉 ∼= D6,
and up to permutation of the set Sh we have

〈t, s〉 ∼= D6,
〈t, sh〉 ∼= D12,
〈t, sh2〉 ∼= D10.

In the 3A-dihedral subalgebra 〈〈as, uh〉〉 we have the equality

uh = − 211

33.5

[
as · ash − 1

25 (2as + 2ash − ash2)
]
,

so taking the inner product with at gives

(at , uh) = − 211

33.5

[
(at , as · ash)− 1

25 (at , 2as + 2ash − ash2)
]
,



S. Decelle: The L2(11)-subalgebra of the Monster algebra 95

Case o(ht) 〈t, h〉 (at, uh)

1 2 D6
1
22

2 3 A4
1
32

3 5 A5
1

2.32

4 6 C6 0

5 11 L2(11)
1

2.3.5

Table 4: Inner Products of type (2, 3), with t ∈ G(2) and h ∈ G(3)

Case o(tf) = o(tf−1) o([t, f ]) 〈t, f〉 (at, wf )

1 2 5 D10 0

2 3 5 A5 − 72

214

3 5 3 A5
72

214

4 5 5 L2(11) − 1
214

5 6 6 L2(11) − 3
212

6 11 5 L2(11)
19
214

Table 5: Inner Products of type (2, 5), with t ∈ G(2) and f ∈ G(5)

and by associativity of the algebra product with the inner product

(at, as · ash) = (as, at · ash).

Since 〈t, sh〉 ∼= D12, the element ρ = tsh has order 6 so the algebra product at · ash is
contained in the dihedral algebra 〈〈at, ash〉〉 of type 6A, and so

(as, at · ash) = 1
26 (as, at + ash − atρ2 − atρ3 − atρ4 − atρ5 + aρ3) +

32.5
211 (as, uρ2),

where 〈s, ρ2〉 ∼= A4, so the value of (as , uρ3) is known to be 1
9 from [11]. Since all the

required inner products are now known, one can compute (at, uh) =
1

2.3.5 .
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4.3 Inner products of type (2, 5)

The next lemma justifies the values found in cases 4), 5) and 6). We omit its proof which
is similar to the proof of Lemma 4.2.

Lemma 4.3. Let t ∈ G(2) and f ∈ G(5) such that 〈t, f〉 ∼= L2(11). Then exactly one of
the following holds.

(i) There exists s ∈ G(2) commuting with t and inverting f , and

(at, wf ) = − 1
211 + 1

26 p−
1
23 q, where

p = 7(at, asf ) + (at, asf2) and q = (ats, asf ).

(ii) There exists s ∈ G(2) inverting f and generating with t a dihedral group of order 6,
and

(at, wf ) =
32

214 + 1
27 p−

33.5
211 q, where

p = (at, 5asf + asf2 + asf3 + asf4) and q = (ust, asf ).

(iii) There exists s ∈ G(2) inverting f and generating with t a dihedral group of order
12, and

(at, wf ) = − 3
215 + 1

26 p+
1
27 q −

32.5
211 r, where

p = (asf , aρ3 − 2at − atρ2 − atρ3 − atρ4 − atρ5), q = (at, asf2 + asf3 + asf4)
and r = (uρ2 , asf ),

for ρ := ts of order 6 in 〈t, s〉 ∼= D12.

4.4 Inner products of type (3, 3)

In the next lemma part (i) addresses cases 4) and 6) and part (ii) addresses case 5). The
lemma assumes all products of type (2, 3) are known.

Lemma 4.4. Let h, k ∈ G(3) with 〈h, k〉 ∼= L2(11). Then exactly one of the following
holds.

(i) There exists an involution t inverting both h and k, and

(uh, uk) =
24

35.5 (5− 23.32p+ 26q), where

p = (uh, atk2) = (uk, ath2) and
q = (ath, atk2) + (ath, atk) + (ath2 , atk) + (ath2 , atk2).

(ii) There exists an involution t inverting h and generating with k an alternating group
A4, and

(uh, uk) =
25

33.5 (
1

22.3 − p− 2q − r), where

p = (ath, 3utk − 4utk − 4utk2), q = (ath2 , uk) and r = (ath, uk).
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Case {o(hk), o(hk−1)} 〈h, k〉 (uh, uk)

1 {1, 3} C3
23

5

2 {2, 3} A4
23.17
34.5

3 {5, 5} A5
24

34.5

4 {5, 6} L2(11)
23

3.52

5 {5, 11} L2(11)
23.7
33.52

6 {6, 6} L2(11)
25

34.5

Table 6: Inner Products of type (3, 3), with h, k ∈ G(3)

4.5 Inner products of type (3, 5)

Part (i) of the next lemma addresses case 3), and part (ii) addresses cases 5) and 6).

Lemma 4.5. Let h ∈ G(3) and f ∈ G(5) such that 〈h, f〉 ∼= L2(11). Then exactly one of
the following holds.

(i) There exists an involution t inverting f and h, and

(uh, wf ) = − 211

33.5 (p−
1
25 q), where

p = 7
212 (atf + atf4 − atf2 − atf3 , ath) +

7
25 (wf , ath) and

q = (2at + 2ath + ath2 , wf ).

(ii) There exists an involution t inverting f and generating with h a subgroup isomorphic
to A5, and

(uh, wf ) =
7
27 p+

1
27 q −

1
24 r, where

p = (asf + asf4 , uh), q = (asf2 + asf3 , uh) and r = (asf , ush + ush2).

The inner product value for case 4) of the inner product of type (3, 5) can be found using
the Norton relations inside some A5-subalgebras of V , see equation (1). The proof of the
following lemma uses similar arguments to the proof of Corollary 3.8. We use the notation
of (1).

Lemma 4.6. Let f ∈ G(5) and h ∈ G(3). If there exists an element g ∈ G(5) such that
A1 := 〈f, g〉 and A2 := 〈h, g〉 are two non-conjugate A5-subgroups of G, then

(uh, wf ) =
1
6

(
uh ,W

2
)
+ 1

27

(
uh , la

)
+ 32.5

212

(
uh, lu

)
, where

la = A1(g) +A1(f)−A2(g) and lu = U1(g) + U1(f)− U2(g).
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Case o(hf) o(hf−1) 〈h, f〉 (uh, wf )

1 2 5 A5
−5.7
29.32

2 3 5 A5
5.7

29.32

3 3 6 L2(11)
−67

29.32.5

4 5 5 L2(11)
−1

28.32.5

5 6 11 L2(11)
7

26.32.5

6 11 11 L2(11)
−7

27.32.5

Table 7: Inner Products of type (3, 5), with h ∈ G(3) and f ∈ G(5)

4.6 Inner products of type (5, 5)

In the next lemma, part (i) justifies the values of the inner product of type (5, 5) for the
cases 2), 3) and 4), and part (ii) justifies case 6). The proof is similar to that of Corollary
3.8 and the notation is the same as the one used in the previous lemma.

Lemma 4.7. Let f, g ∈ G(5) not contained in a common A5-subgroup, with f and g
belonging to the pairs {Hi, Hi′} and {Hj , Hj′} respectively, of distinct non-conjugate
A5-subgroups of G. Then exactly one of the following holds.

(i) Hi ∩Hj′
∼= D10, or Hj ∩Hi′

∼= D10, with k an element of order 5 in Hi ∩Hj′ , say,
then

(wf , wg) =
1

62
(
W j ,W j

)
+

1

28.3

(
la ,W

j
)
+

3.5

213
(
lu, W

j
)
+

1

214
(
la , Aj(g)

)
+

32.5

219
(
la , Uj(g)

)
+

32.5

219
(
lu , Aj(g)

)
+

34.52

224
(
lu , Uj(g)

)
,

where la = Aj(k)−Ai′(k) +Ai′(f) and lu = Uj(k)− Ui′(k) + Ui′(f).

(iii) Hi ∩Hj′
∼= Hj ∩Hi′

∼= A4, and there exist two elements k 6= l ∈ G(5) such that k
belongs to Hi and Hm′ and l belongs to Hj and Hm′ , so that

(wf , wg) =
1

62
(
W j ,W j

)
+

1

28.3

(
la ,W

j
)
+

3.5

213
(
lu ,W

j
)
+

1

214
(
la , Aj(g)

)
+

32.5

219
(
la , Uj(g)

)
+

32.5

219
(
lu , Aj(g)

)
+

34.52

224
(
lu , Uj(g)

)
,

where la = Aj(l)−Am′(l)−Ai(k) +Am′(k) +Ai(f),
and lu = Uj(l)− Um′(l)− Ui(k) + Um′(k) + Ui(f).
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Case {o(fg), o(fg−1)} o([f, g]) 〈f, g〉 (uh, wf )

1 {1, 5} 1 C5
53.7
219

2 {3, 5} 5 A5
7.29
219

3 {5, 11} 11 F55
−11
219

4 {3, 6} 5 L2(11)
3.151
221

5 {2, 6} 5 L2(11)
157
220

6 {5, 11} 2 L2(11)
59
220

7 {5, 5} 3 L2(11)
−3.41
220

Table 8: Inner Products of type (5, 5), with f, g ∈ G(5)

Corollary 4.8. The inner product values between the vector w, and the vectors at ∈ A,
uh ∈ U , wf ∈W and w itself are as follows

(i) (at, w) =
32

211 ;

(ii) (uh, w) = − 32

27.5 ;

(iii) (wf , w) =
33.5.17
218 ;

(iv) (w,w) = 34.5.11.17
217 .

4.7 Dependence relations in the algebra

We let VS′ be the R-vector space having the subset S′ = A ∪ U ∪ {w} of V as a basis.
We turn VS′ into a G-module by the natural action of G on S′, and we let π be the natural
projection

π : VS′ → V .

Using [1] we find the rank of the Gram matrix of the set S′ and give a description of the
kernel of π.

We recall the bijection d introduced at the beginning of section 2 between subgroups of
order 2 and 3 in G:

d :G(2) → G(3)

〈t〉 → 〈h〉

since ∀t ∈ G(2) ∃! h ∈ G(3) where dt, he = 1. For a fixed involution t ∈ G(2) its
normaliser NG(t) ∼= D12 has the following orbits on G(2) (the action is conjugation):
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O1, O
1
3, O

2
3, O

1
6, O

2
6, O

3
6, O

4
6, O

1
12 and O2

12,

where the subscript indicates the size of the orbit. If we write NG(t) = 〈ρ〉 o 〈s〉 then
ρ3 = t, so O1 = {ρ3}, O1

3 = {s, sρ2, sρ4} and O2
3 = {sρ, sρ3, sρ5} wlog. Further we

can describe the orbits as follows:

O1

3 ∪O2

3 ={s ∈ G(2)|〈s, t〉 ∼= 22}
O1

6 ∪O2

6 ={s ∈ G(2)|〈s, t〉 ∼= D12}
O3

6 ∪O4

6 ={s ∈ G(2)|〈s, t〉 ∼= D6}
O1

12 ∪O2

12 ={s ∈ G(2)|〈s, t〉 ∼= D10}.

For (t1, t2) in O1
3 × O2

6 or O2
3 × O1

6 the subgroup 〈t1, t2〉 in G is isomorphic to either 22

or D10. For (t1, t2) in O1
3 × O1

6 or O2
3 × O2

6 the subgroup 〈t1, t2〉 is isomorphic to either
D6 or D12.

Proposition 4.9. (i) The rank of the Gram matrix for the set S′ is 101.

(ii) The kernel of π is 10-dimensional and consists of 10 linearly independent relations,
between the vectors of A ∪ U , taken from a set of 55 G-invariant relations R(t)
indexed by the involutions of G.

For a fixed involution t in G(2), R(t) defines the following NG(t)-invariant relation:

R(t) :=
∑
r∈T1

ar −
∑
s∈T2

as +
32.5

25

( ∑
h∈d(T1)

uh −
∑

k∈d(T2)

uk

)
= 0,

where T1 and T2 can taken to be O1
3 ∪O1

6 and O2
3 ∪O2

6 respectively (or vice versa).

From the rank of the Gram matrix of the set S′ we obtain the following proposition.

Proposition 4.10. For the algebra V we have dim(V ) ≥ 101.

The above, together with Proposition 3.5, proves that dim(V ) = 101. Hence the set S′

spans V , so that {at · as | t, s ∈ T} also spans V . From Lemma 3.4, the identity ιM of
VM is not in V . The space CVM(K) is 102-dimensional, containing ιM and having V as a
subspace. Hence CVM(K) decomposes as V ⊕ ιM, and we have proved our main theorem.

5 A Majorana representation of L2(11)

The dihedral and A5-subalgebras of V can be characterised under the axioms of Majorana
theory; they are equal to the algebra of the Majorana representations of the dihedral groups
D4 of type 2A, D6 of type 3A, D10 of type 5A, and D12 of type 6A, and of the alternating
group A5 of type (2A, 3A, 5A).
Majorana theory was introduced by A. A. Ivanov in [8] to axiomatise some of the properties
of VM and its Majorana axes. We refer the reader to [8] and [11] for a full description.

Definition 5.1. A Majorana representation of a finite group G is a tuple
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R =
(
G, T, X, ( , ), ·, ϕ, ψ

)
,

where T is a union of conjugacy classes of involutions generating G, and X is a commu-
tative non-associative R-algebra endowed with an inner product ( , ) associating with its
algebra product · in the sense that (u ·v, w) = (u, v ·w) for all u, v, w ∈ X and satisfying
the Norton Inequality

(u · u, v · v) ≥ (u · v, u · v), for all u, v ∈ X .

The image of the homomorphism ϕ : G ↪→ GL(X) is an automorphism of
(
X, · , ( , )

)
,

and the map ψ is an injection sending each involution t of T to a Majorana axis at of X , as
defined in the second paragraph of section 1 (the properties of the spectrum of ada and the
Fusion Rules are assumed to hold ), such that ϕ and ψ commute in the sense that :

ag−1tg = (at)
ϕ(g) for every g ∈ G.

We require that the algebra X be generated by the set of Majorana axes ψ(T ) and that it
must satisfy conditions (2A) and (3A) below.

Conditions (2A) and (3A) ensure that when constructing X in the above definition we get
the right number of 3A vectors uh from the Majorana axes.

(2A) Let t0, t1 ∈ T and ρ := t0t1 such that

(a) if ρ ∈ T and the vectors at0 , at1 generate a dihedral subalgebra of type 2A then
aρ = ψ(ρ),

(b) if ρi ∈ T for ρ of order 4 or 6 and the vectors at0 and at1 generate a subalgebra
of type 4B or 6A, then ψ(ρi) coincides with the axis aρi ;

(3A) Let t0, t1, t2, t3 ∈ T with 〈t0, t1〉 ∼= 〈t2, t3〉 ∼= D6. We let ρ1 := t0t1 and ρ2 := t2t3
both of order 3.

If the following two conditions are satisfied:
(i) ρ1 = ρ2 or ρ−12 , and
(ii) the dihedral subalgebras generated by {at0 , at1} and {at2 , at3} have type 3A,

then the corresponding 3A-axial vectors uρ1 and uρ2 in the above subalgebras are
equal in X .

We call dim(X) the dimension of R, and we say that R is based on an embedding of G
into M if there exists a monomorphism ι : G → M with ι(T ) ⊂ 2A and such that R is
isomorphic to the subalgebra of VM generated by the Majorana axes corresponding to ι(T ).

Definition 5.2. The shape of a Majorana representation R of G specifies the types of
dihedral subalgebras associated with all pairs of involutions on T .

Theorem 5.3. A Majorana representation of G ∼= L2(11) must have shape (2A, 3A, 5A,
6A).
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Proof. Let R be a Majorana representation of G with associated algebra X . The group
L2(11) has a single conjugacy class of involutions, 2a, and a single class 3a of elements
of order 3. From the structure class constants the product of any 2a involutions is in either
of the L2(11) classes 1a, 2a, 3a, 5a, 5b or 6a. Hence X contains dihedral subalgebras
of type 5A and 6A since they are the only dihedral subalgebras associated with dihedral
groups of order 10 and 12. By the inclusion of the dihedral subalgebras 3A ↪→ 6A and
2A ↪→ 6A the classes 3a and 2a are mapped to 3A and 2A under ψ. Hence X also
contains dihedral subalgebras of type 3A and 2A and we have accounted for all possible
dihedral subalgebras in X .

Let R be a Majorana representation of G with associated algebra X . From the above
theorem, R has the same shape as the subalgebra V of VM and the same inner product
values for the sets S′ and S. Moreover the dihedral and A5-subalgebras of X are equal to
their Majorana representations from [11] and [12].

Proposition 5.4. (i) The dihedral subalgebras of type 2A, 3A, 5A and 6A are equal to
the unique Majorana representations of D4, D6, D10, and D12 of shape 2A, 3A, 5A
and 6A respectively.

(ii) TheA5-subalgebra of type (2A, 3A, 5A) is equal to the unique Majorana representa-
tion of shape (2A, 3A, 5A) of a groupA5 of type (2A, 3A, 5A), which has dimension
26.

We would like to show that the shape of R uniquely determines the algebra product in X
so that X = V . In particular it is necessary to find the closure of the algebra generated
by S. This can be inspected computationally. We let S2 :=

{
u · v | u, v ∈ S

}
and

S3 :=
{
(u · v) · w, u · (v · w) | u, v, ∈ S

}
and for any positive integer n the set Sn is

defined in a similar way. Already for the set of vectors S ∪S2 the Majorana axioms yield a
very large number of eigenvectors for each Majorana axis and the first computational step
is to check whether or not the linear span of S∪S2 over R is contained in the closure ofX .
In fact during the reviewing stage of this paper, the author has learned that Á. Seress has
proved in [18] that the system of linear equations in S∪S2, obtained from the eigenvectors
of the axes {at | t ∈ T}, has a unique solution and that dimR(X) = 101. The result was
obtained computationally with an algorithm written with [6].

Theorem 5.5. The L2(11)-subalgebra of the Monster algebra VM is equal to X , the alge-
bra corresponding to the unique Majorana representation of L2(11).
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Abstract

We investigate fat Hoffman graphs with smallest eigenvalue at least −3, using their
special graphs. We show that the special graph S(H) of an indecomposable fat Hoffman
graph H is represented by the standard lattice or an irreducible root lattice. Moreover, we
show that if the special graph admits an integral representation, that is, the lattice spanned
by it is not an exceptional root lattice, then the special graph S−(H) is isomorphic to one
of the Dynkin graphs An, Dn, or extended Dynkin graphs Ãn or D̃n.

Keywords: Hoffman graph, line graph, graph eigenvalue, special graph, root system.

Math. Subj. Class.: 05C50, 05C76

1 Introduction
Throughout this paper, a graph will mean an undirected graph without loops or multiple
edges.

Hoffman graphs were introduced by Woo and Neumaier [5] to extend the results of
Hoffman [3]. Hoffman proved what we would call Hoffman’s limit theorem (Theorem 2.14)
which asserts that, in the language of Hoffman graphs, the smallest eigenvalue of a fat
Hoffman graph is a limit of the smallest eigenvalues of a sequence of ordinary graphs with
increasing minimum degree. Woo and Neumaier [5] gave a complete list of fat indecom-
posable Hoffman graphs with smallest eigenvalue at least −1 −

√
2. From their list, we
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find that only −1,−2 and −1 −
√

2 appear as the smallest eigenvalues. This implies, in
particular, that −1,−2 and −1 −

√
2 are limit points of the smallest eigenvalues of a se-

quence of ordinary graphs with increasing minimum degree. It turns out that there are no
others between −1 and −1 −

√
2. More precisely, for a negative real number λ, consider

the sequences

η
(λ)
k = inf{λmin(Γ) | min deg Γ ≥ k, λmin(Γ) > λ} (k = 1, 2, . . . ),

θ
(λ)
k = sup{λmin(Γ) | min deg Γ ≥ k, λmin(Γ) < λ} (k = 1, 2, . . . ),

where Γ runs through graphs satisfying the conditions specified above, namely, Γ has min-
imum degree at least k and Γ has smallest eigenvalue greater than (or less than) λ. Then
Hoffman [3] has shown that

lim
k→∞

η
(−2)
k = −1, lim

k→∞
θ
(−1)
k = −2,

lim
k→∞

η
(−1−

√
2)

k = −2, lim
k→∞

θ
(−2)
k = −1−

√
2.

In other words, real numbers in (−2,−1) and (−1−
√

2,−2) are ignorable if our concern
is the smallest eigenvalues of graphs with large minimum degree. Woo and Neumaier [5]
went on to prove that

lim
k→∞

η
(α)
k = −1−

√
2,

where α ≈ −2.4812 is a zero of the cubic polynomial x3 + 2x2− 2x− 2. Recently, Yu [6]
has shown that analogous results for regular graphs also hold.

Woo and Neumaier [5, Open Problem 4] raised the problem of classifying fat Hoffman
graphs with smallest eigenvalue at least −3. They also proposed a generalization of a
concept of a line graph based on a family of isomorphism classes of Hoffman graphs. This
enables one to define generalized line graphs in a very simple manner. As we shall see in
Proposition 3.2, the knowledge of µ-saturated indecomposable fat Hoffman graphs gives a
description of all fat Hoffman graphs with smallest eigenvalue at least µ. For µ = −3, this
in turn should give some information on the limit points of the smallest eigenvalues of a
sequence of ordinary graphs with increasing minimum degree. Also, using the generalized
concept of line graphs, we can expect to give a description of all graphs with smallest
eigenvalue at least −3 and sufficiently large minimum degree. Thus our ultimate goal is
to classify (−3)-saturated indecomposable fat Hoffman graphs, as proposed by Woo and
Neumaier [5].

The purpose of this paper is to begin the first step of this classification, by determining
their special graphs for such Hoffman graphs having an integral reduced representation.
One of our main result is that the special graph S−(H) of such a Hoffman graph H is
isomorphic to one of the Dynkin graphs An, Dn, or extended Dynkin graphs Ãn or D̃n.
We also show that, even when the Hoffman graph H does not admit an integral represen-
tation, its special graph S(H) can be represented by one of the exceptional root lattices
En (n = 6, 7, 8). This might mean that the rest of the work can be completed by a com-
puter as in the classification of maximal exceptional graphs (see [1]). Indeed, if one at-
taches a fat neighbor to every slim vertex of an ordinary maximal exceptional graph, then
we obtain a (−3)-indecomposable fat Hoffman graph. However, maximal graphs among
(−3)-indecomposable fat Hoffman graphs represented in E8 are usually much larger (see
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Example 3.8 and the comment following it), so the problem is not as trivial as it looks. We
plan to discuss in the subsequent papers the determination of these special graphs and the
corresponding Hoffman graphs.

2 Hoffman graphs and their smallest eigenvalues
2.1 Basic theory of Hoffman graphs

In this subsection we discuss the basic theory of Hoffman graphs. Hoffman graphs were
introduced by Woo and Neumaier [5], and most of this section is due to them. Since the
sums of Hoffman graphs appear only implicitly in [5] and later formulated by Taniguchi
[4], we will give proof of the results that use sums for the convenience of the reader.

Definition 2.1. A Hoffman graph H is a pair (H,µ) of a graph H = (V,E) and a labeling
map µ : V → {f, s}, satisfying the following conditions:

(i) every vertex with label f is adjacent to at least one vertex with label s;

(ii) vertices with label f are pairwise non-adjacent.

We call a vertex with label s a slim vertex, and a vertex with label f a fat vertex. We denote
by Vs = Vs(H) (resp. Vf (H)) the set of slim (resp. fat) vertices of H. The subgraph of a
Hoffman graph H induced on Vs(H) is called the slim subgraph of H. If every slim vertex
of a Hoffman graph H has a fat neighbor, then we call H fat.

For a vertex x of H we define Nf (x) = Nf
H(x) (resp. Ns(x) = Ns

H(x)) the set of fat
(resp. slim) neighbors of x in H. The set of all neighbors of x is denoted byN(x) = NH(x),
that is N(x) = Nf (x) ∪ Ns(x). In a similar fashion, for vertices x and y we define
Nf (x, y) = Nf

H(x, y) to be the set of common fat neighbors of x and y.

Definition 2.2. A Hoffman graph H1 = (H1, µ1) is called an (induced) Hoffman subgraph
of another Hoffman graph H = (H,µ), if H1 is an (induced) subgraph of H and µ(x) =
µ1(x) for all vertices x of H1. Unless stated otherwise, by a subgraph we mean an induced
Hoffman subgraph. For a subset S of Vs(H), we denote by 〈〈S〉〉H the subgraph of H
induced on the set of vertices

S ∪

(⋃
x∈S

Nf
H(x)

)
.

Definition 2.3. Two Hoffman graphs H = (H,µ) and H′ = (H ′, µ′) are called isomorphic
if there exists an isomorphism from H to H ′ which preserves the labeling.

An ordinary graphH without labeling can be regarded as a Hoffman graph H = (H,µ)
without any fat vertex, i.e., µ(x) = s for all vertices x. Such a graph is called a slim graph.

Definition 2.4. For a Hoffman graph H, let A be its adjacency matrix,

A =

(
As C
CT O

)
in a labeling in which the fat vertices come last. Eigenvalues of H are the eigenvalues of the
real symmetric matrix B(H) = As−CCT . Let λmin(H) denote the smallest eigenvalue of
H.
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Definition 2.5 ([5]). For a Hoffman graph H and a positive integer n, a mapping φ :
V (H)→ Rn such that

(φ(x), φ(y)) =


m if x = y ∈ Vs(H),
1 if x = y ∈ Vf (H),
1 if x and y are adjacent in H,
0 otherwise,

is called a representation of norm m. We denote by Λ(H,m) the lattice generated by
{φ(x) | x ∈ V (H)}. Note that the isomorphism class of Λ(H,m) depends only on m, and
is independent of φ, justifying the notation.

Definition 2.6. For a Hoffman graph H and a positive integer n, a mapping ψ : Vs(H)→
Rn such that

(ψ(x), ψ(y)) =


m− |Nf

H(x)| if x = y,
1− |Nf

H(x, y)| if x and y are adjacent,
−|Nf

H(x, y)| otherwise.

is called a reduced representation of norm m. We denote by Λred(H,m) the lattice gener-
ated by {ψ(x) | x ∈ Vs(H)}. Note that the isomorphism class of Λred(H,m) depends only
on m, and is independent of ψ, justifying the notation.

While it is clear that a representation of normm > 1 is an injective mapping, a reduced
representation of norm m may not be. See Section 4 for more details.

Lemma 2.7. Let H be a Hoffman graph having a representation of norm m. Then H has
a reduced representation of norm m, and Λ(H,m) is isomorphic to Λred(H,m)⊕Z|Vf (H)|

as a lattice.

Proof. Let φ : V (H) → Rn be a representation of norm m. Let U be the subspace
of Rn generated by {φ(x) | x ∈ Vf (H)}. Let ρ, ρ⊥ denote the orthogonal projections
from Rn onto U , U⊥, respectively. Then ρ⊥ ◦ φ is a reduced representation of norm m,
ρ⊥(Λ(H,m)) ∼= Λred(H,m), and ρ(Λ(H,m)) ∼= Z|Vf (H)|.

Theorem 2.8. For a Hoffman graph H, the following conditions are equivalent:

(i) H has a representation of norm m,

(ii) H has a reduced representation of norm m,

(iii) λmin(H) ≥ −m.

Proof. From Lemma 2.7, we see that (i) implies (ii).
Let ψ be a reduced representation of H of norm m. Then the matrix B(H) +mI is the

Gram matrix of the image of ψ, and hence positive semidefinite. This implies that B(H)
has smallest eigenvalue at least−m and hence λmin(H) ≥ −m. This proves (ii) =⇒ (iii).

The proof of equivalence of (i) and (iii) can be found in [5, Theorem 3.2].

From Theorem 2.8, we obtain the following lemma:
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Lemma 2.9. If G is a subgraph of a Hoffman graph H, then λmin(G) ≥ λmin(H) holds.

Proof. Let m := −λmin(H). Then H has a representation φ of norm m by Theorem 2.8.
Restricting φ to the vertices of G we obtain a representation of normm of G, which implies
λmin(G) ≥ −m by Theorem 2.8.

In particular, if Γ is the slim subgraph of H, then λmin(Γ) ≥ λmin(H).
Under a certain condition, equality holds in Lemma 2.9. To state this condition we

need to introduce decompositions of Hoffman graphs. This was formulated first by the
third author [4], although it was already implicit in [5].

Definition 2.10. Let H be a Hoffman graph, and let H1 and H2 be two non-empty induced
Hoffman subgraphs of H. The Hoffman graph H is said to be the sum of H1 and H2, written
as H = H1 ] H2, if the following conditions are satisfied:

(i) V (H) = V (H1) ∪ V (H2);

(ii) {Vs(H1), Vs(H
2)} is a partition of Vs(H);

(iii) if x ∈ Vs(Hi), y ∈ Vf (H) and x ∼ y, then y ∈ Vf (Hi);

(iv) if x ∈ Vs(H1), y ∈ Vs(H2), then x and y have at most one common fat neighbor,
and they have one if and only if they are adjacent.

If H = H1 ] H2 for some non-empty subgraphs H1 and H2, then we call H decompos-
able. Otherwise H is called indecomposable. Clearly, a disconnected Hoffman graph is
decomposable.

It follows easily that the above-defined sum is associative and so that the sum

H =

n⊎
i=1

Hi

is well-defined. The main reason for defining the sum of Hoffman graphs is the following
lemma.

Lemma 2.11. Let H be a Hoffman graph and let H1 and H2 be two (non-empty) induced
Hoffman subgraphs of H satisfying (i)–(iii) of Definition 2.10. Let ψ be a reduced repre-
sentation of H of norm m. Then the following are equivalent.

(i) H = H1 ] H2,

(ii) (ψ(x), ψ(y)) = 0 for any x ∈ Vs(H1) and y ∈ Vs(H2).

Proof. This follows easily from the definitions of H = H1 ] H2 and a reduced representa-
tion of norm m.

Lemma 2.12. If H = H1 ] H2, then

λmin(H) = min{λmin(H1), λmin(H2)}.

Proof. Let m = −min{λmin(H1), λmin(H2)}. In view of Lemma 2.9 we only need
to show that λmin(H) ≥ −m. By Theorem 2.8, Hi has a reduced representation ψi :
V (Hi) → Rni of norm m, for each i = 1, 2. Define ψ : V (H) → Rn1 ⊕ Rn2 by
ψ(x) = ψ1(x)⊕ 0 if x ∈ V (H1), ψ(x) = 0⊕ ψ2(x) otherwise. It is easy to check that ψ
is a reduced representation of norm m, and the result then follows from Theorem 2.8.
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2.2 Hoffman’s limit theorem

In this subsection, we state and prove Hoffman’s limit theorem (Theorem 2.14) using the
concept of Hoffman graphs.

Lemma 2.13. Let G be a Hoffman graph whose vertex set is partitioned as V1 ∪ V2 ∪ V3
such that

(i) V2 ∪ V3 ⊂ Vs(G),

(ii) there are no edges between V1 and V3,

(iii) every pair of vertices x ∈ V2 and y ∈ V3 are adjacent,

(iv) V3 is a clique.

Let H be the Hoffman graph with the set of vertices V1 ∪ V2 together with a fat vertex
f /∈ V (G) adjacent to all the vertices of V2. If G has a representation of norm m, then H
has a representation of norm

m+
(m− 1)|V2|
|V3|+m− 1

.

Proof. Let φ : V (G)→ Rd be a representation of norm m, and let

P =

P1

P2

P3


be the |V (G)|×d matrix whose rows are the images of V (G) = V1 ∪V2 ∪V3 under φ. Set

u =
1√

|V3|(|V3|+m− 1)

∑
x∈V3

φ(x),

ε1 = 1−

√
|V3|

|V3|+m− 1
,

ε2 =

√
m− 1

|V3|+m− 1
.

Let j denote the row vector of length |V2| all of whose entries are 1. Then

uuT = 1, (2.1)

P1u
T = 0, (2.2)

P2u
T = (1− ε1)jT , (2.3)

ε22 = 2ε1 − ε21. (2.4)

Fix an orientation of the complete digraph on V2, and let B be the |V2| ×
(|V2|

2

)
matrix

defined by
Bα,(β,γ) = δαβ − δαγ (α, β, γ ∈ V2, β 6= γ).

Then
BBT = |V2|I − J. (2.5)
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We now construct the desired representation of H, as the row vectors of the matrix

D =

 P1 ε2
√
|V2|I 0

P2 + ε1j
Tu 0 ε2B

u 0 0

 .

Then, using (2.1)–(2.5), we find

DDT =

 P1 ε2
√
|V2|I 0

P2 + ε1j
Tu 0 ε2B

u 0 0

 PT1 PT2 + ε1u
T j uT

ε2
√
|V2|I 0 0
0 ε2B

T 0


=

P1P
T
1 + ε22|V2|I P1P

T
2 0

P2P
T
1 P2P

T
2 + (2ε1 − ε21)J + ε22(|V2|I − J) jT

0 j 1


=

P1P
T
1 + ε22|V2|I P1P

T
2 0

P2P
T
1 P2P

T
2 + ε22|V2|I jT

0 j 1


=

P1P
T
1 P1P

T
2 0

P2P
T
1 P2P

T
2 jT

0 j 1

+ ε22|V2|

I 0 0
0 I 0
0 0 0


Therefore, the row vectors ofD define a representation of normm+ ε22|V2| of the Hoffman
graph H.

Theorem 2.14 (Hoffman). Let H be a Hoffman graph, and let f1, . . . , fk ∈ Vf (H). Let
Gn1,...,nk be the Hoffman graph obtained from H by replacing each fi by a slim ni-clique
Ki, and joining all the neighbors of fi with all the vertices of Ki by edges. Then

λmin(Gn1,...,nk) ≥ λmin(H), (2.6)

and

lim
n1,...,nk→∞

λmin(Gn1,...,nk) = λmin(H). (2.7)

Proof. We prove the assertions by induction on k. First suppose k = 1. Let µn =
−λmin(Gn). Let Hn denote the Hoffman graph obtained from H by attaching a slim n-
clique K to the fat vertex f1, joining all the neighbors of f1 and all the vertices of K by
edges. Then Hn contains both H and Gn as subgraphs, and Hn = H ] H′, where H′ is the
subgraph induced on K ∪ {f1}. Since λmin(H′) = −1, Lemma 2.12 implies

λmin(H) = λmin(Hn) ≤ λmin(Gn) = −µn.

Thus (2.6) holds for k = 1. Since n is arbitrary and {−µn}∞n=1 is decreasing, we see that
limn→∞ µn exists and

λmin(H) ≤ − lim
n→∞

µn. (2.8)

Since Gn has a representation of norm µn, it follows from Lemma 2.13 that H has a
representation of norm

µn +
(µn − 1)|NH(f)|
n+ µn − 1

.
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By Theorem 2.8, we have

λmin(H) ≥ −µn −
(µn − 1)|NH(f)|
n+ µn − 1

,

which implies
λmin(H) ≥ − lim

n→∞
µn. (2.9)

Combining (2.9) with (2.8), we conclude that (2.7) holds for k = 1.
Next, suppose k ≥ 2. Let Gn1,...,nk−1 be the Hoffman graph obtained from H by

replacing each fi (1 ≤ i ≤ k − 1) by a slim ni-clique Ki, and joining all the neighbors
of fi with all the vertices of Ki by edges. Then Gn1,...,nk is obtained from Gn1,...,nk−1

by replacing fk by a slim nk-clique Kk, and joining all the neighbors of fk with all the
vertices of Kk by edges. Then it follows from the assertions for k = 1 that

λmin(Gn1,...,nk) ≥ λmin(Gn1,...,nk−1), (2.10)

and

lim
nk→∞

λmin(Gn1,...,nk) = λmin(Gn1,...,nk−1).

This means that, for any ε > 0, there exists N1 such that

nk ≥ N1 =⇒ 0 ≤ λmin(Gn1,...,nk)− λmin(Gn1,...,nk−1) < ε.

By induction, we have

λmin(Gn1,...,nk−1) ≥ λmin(H), (2.11)

and

lim
n1,...,nk−1→∞

λmin(Gn1,...,nk−1) = λmin(H). (2.12)

Combining (2.10) with (2.11), we obtain (2.6), while (2.11) and (2.12) imply that there
exists N0 such that

n1, . . . , nk−1 ≥ N0 =⇒ 0 ≤ λmin(Gn1,...,nk−1)− λmin(H) < ε.

Setting N = max{N0, N1}, we see that

n1, . . . , nk ≥ N =⇒ 0 ≤ λmin(Gn1,...,nk)− λmin(H) < 2ε.

This establishes (2.7).

Corollary 2.15. Let H be a Hoffman graph. Let Γn be the slim graph obtained from H by
replacing every fat vertex f of H by a slim n-clique K(f), and joining all the neighbors of
f with all the vertices of K(f) by edges. Then

λmin(Γn) ≥ λmin(H),
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and

lim
n→∞

λmin(Γn) = λmin(H).

In particular, for any ε > 0, there exists a natural number n such that, every slim graph ∆
containing Γn as an induced subgraph satisfies

λmin(∆) ≤ λmin(H) + ε.

Proof. Immediate from Theorem 2.14.

3 Special graphs of Hoffman graphs
Definition 3.1. Let µ be a real number with µ ≤ −1 and let H be a Hoffman graph with
smallest eigenvalue at least µ. Then H is called µ-saturated if no fat vertex can be attached
to H in such a way that the resulting graph has smallest eigenvalue at least µ.

Proposition 3.2. Let µ be a real number, and let H be a family of indecomposable fat
Hoffman graphs with smallest eigenvalue at least µ. The following statements are equiva-
lent:

(i) every fat Hoffman graph with smallest eigenvalue at least µ is a subgraph of a graph
H =

⊎n
i=1 H

i such that Hi is a member of H for all i = 1, . . . , n.

(ii) every µ-saturated indecomposable fat Hoffman graph is isomorphic to a subgraph
of a member of H .

Proof. First suppose (i) holds, and let H be a µ-saturated indecomposable fat Hoffman
graph. Then H is a fat Hoffman graph with smallest eigenvalue at least µ, hence H is a
subgraph of H′ =

⊎n
i=1 H

i, where Hi is a member of H for i = 1, . . . , n. Since H is
µ-saturated, it coincides with the subgraph 〈〈Vs(H)〉〉H′ of H′. Since H is indecomposable,
this implies that H is a subgraph of Hi for some i.

Next suppose (ii) holds, and let H be a fat Hoffman graph with smallest eigenvalue
at least µ. Without loss of generality we may assume that H is indecomposable and µ-
saturated. Then H is isomorphic to a subgraph of a member of H , hence (i) holds.

Definition 3.3. For a Hoffman graph H, we define the following three graphs S−(H),
S+(H) and S(H) as follows: For ε ∈ {−,+} define the special ε-graph Sε = (Vs(H), Eε)
as follows: the set of edges Eε consists of pairs {s1, s2} of distinct slim vertices such that
sgn(ψ(s1), ψ(s2)) = ε, where ψ is a reduced representation of H of norm m. The graph
S(H) := S+(H) ∪ S−(H) = (Vs(H), E− ∪ E+) is the special graph of H.

Note that the definition of the special graph S(H) is independent of the choice of the
norm m of a reduced representation ψ.

It is easy to determine whether a Hoffman graph H is decomposable or not.

Lemma 3.4. Let H be a Hoffman graph. Let Vs(H) = V1 ∪ V2 be a partition, and set
Hi = 〈〈Vi〉〉H for i = 1, 2. Then H = H1 ] H2 if and only if there are no edges connecting
V1 and V2 in S(H). In particular, H is indecomposable if and only if S(H) is connected.

Proof. This is immediate from Definition 2.10(iv) and Definition 3.3.
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H(1), λmin = −1 H(2), λmin = −2 H(3), λmin = −3

Figure 1.

For an integer t ≥ 1, let H(t) be the fat Hoffman graph with one slim vertex and t fat
vertices.

Lemma 3.5. Let t be a positive integer. If H is a fat Hoffman graph with λmin(H) ≥ −t
containing H(t) as a Hoffman subgraph, then H = H(t) ] H′ for some subgraph H′ of H.
In particular, if H is indecomposable, then H = H(t).

Proof. Let x be the unique slim vertex of H(t). Let ψ be a reduced representation of norm
t of H. Then ψ(x) = 0, hence x is an isolated vertex in S(H). Thus H = H(t) ] 〈〈Vs(H) \
{x}〉〉H by Lemma 3.4.

Lemma 3.6. Let H be a fat Hoffman graph with smallest eigenvalue at least −3. Let ψ
be a reduced representation of norm 3 of H. Then for any distinct slim vertices x, y of H,
(ψ(x), ψ(y)) ∈ {1, 0,−1}.

Proof. Since H is fat, we have (ψ(x), ψ(x)) ≤ 2 for all x ∈ Vs(H). Thus |(ψ(x), ψ(y))| ≤
2 for all x, y ∈ Vs(H) by Schwarz’s inequality. Equality holds only if ψ(x) = ±ψ(y) and
(ψ(x), ψ(x)) = 2. The latter condition implies |Nf

H(x)| = 1, hence |Nf
H(x, y)| ≤ 1. Thus

(ψ(x), ψ(y)) ≥ −1, while (ψ(x), ψ(y)) = 2 cannot occur unless x = y, by Definition 2.6.
Therefore, |(ψ(x), ψ(y))| < 2, and the result follows.

Let H be a fat Hoffman graph with smallest eigenvalue at least−3. Then by Lemma 3.6,
the edge set of the special graph Sε(H) is

{{x, y} | x, y ∈ Vs(H), (ψ(x), ψ(y)) = ε1},

for ε ∈ {+,−}.

Theorem 3.7. Let H be a fat indecomposable Hoffman graph with smallest eigenvalue at
least −3. Then every slim vertex has at most three fat neighbors. Moreover, the following
statements hold:

(i) If some slim vertex has three fat neighbors, then H ∼= H(3).

(ii) If no slim vertex has three fat neighbors and some slim vertex has exactly two fat
neighbors, then Λred(H, 3) ' Zn for some positive integer n.

(iii) If every slim vertex has a unique fat neighbor, then Λred(H, 3) is an irreducible root
lattice.
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Proof. As the smallest eigenvalue is at least −3, every slim vertex has at most three fat
neighbors.

If |Nf
H(x)| = 3 for some slim vertex x of H, then H contains H(3) as a subgraph.

Thus H = H(3) by Lemma 3.5, and (i) holds. Hence we may assume that |Nf
H(x)| ≤ 2

for all x ∈ Vs(H). Then for each x ∈ Vs(H) we have ‖ψ(x)‖2 = 1 (resp. 2) if and
only if |Nf

H(x)| = 2 (resp. |Nf
H(x)| = 1). Suppose that Λred(H, 3) contains m linearly

independent vectors of norm 1. We claim that Λred(H, 3) can be written as an orthogonal
direct sum Zm ⊕ Λ′, where Λ′ is a lattice containing no vectors of norm 1. Indeed, if x is
a slim vertex such that ‖ψ(x)‖2 = 2 and ψ(x) /∈ Zm, then ψ(x) is orthogonal to Zm. This
implies Λred(H, 3) = Zm ⊕ Λ′ and ψ(Vs(H)) ⊂ Zm ∪ Λ′.

If m > 0 and Λ′ 6= 0, then the special graph S(H) is disconnected. This contradicts the
indecomposability of H by Lemma 3.4. Therefore, we have either m = 0 or Λ′ = 0. In the
latter case, (ii) holds. In the former case, Λred(H, 3) = Λ′ is generated by vectors of norm
2, hence it is a root lattice. Again by the assumption and Lemma 3.4, (iii) holds.

We shall see some examples for the case (ii) of Theorem 3.7 in the next section. As for
the case (iii), Λred(H, 3) is an irreducible root lattice of type An, Dn or En. If Λred(H, 3)
is not an irreducible root lattice of type En, then it can be imbedded into the standard
lattice, hence the results of the next section applies. On the other hand, if Λred(H, 3) is
an irreducible root lattice of type En, then it is contained in the irreducible root lattice
of type E8, and hence there are only finitely many possibilities. For example, Let Γ be
any ordinary graph with smallest eigenvalue at least −2 (see [1] for a description of such
graphs). Attaching a fat neighbor to each vertex of Γ gives a fat Hoffman graph with
smallest eigenvalue at least −3. However, this Hoffman graph may not be maximal among
fat Hoffman graphs with smallest eigenvalue at least −3. Therefore, we aim to classify fat
Hoffman graphs with smallest eigenvalue at least −3 which are maximal in E8. This may
seem a computer enumeration problem, but it is harder than it looks.

Example 3.8. Let Π denote the root system of type E8. Fix α ∈ Π. Then there are elements
βi ∈ Π (i = 1, . . . , 28) such that

{β ∈ Π | (α, β) = 1} =

28⋃
i=1

{βi, α− βi}.

Let V denote the set of 57 roots consisting of the above set and α. Then V is a reduced
representation of a fat Hoffman graph H with 29 fat vertices. The fat vertices of H are fi
(i = 0, 1, . . . , 28), f0 is adjacent to α, and fi is adjacent to βi, α − βi (i = 1, . . . , 28). It
turns out that H is maximal among fat Hoffman graphs with smallest eigenvalue at least
−3. Indeed, no fat vertex can be attached, since the root lattice of type E8 is generated by
V \{γ} for any γ ∈ V , and attaching another fat neighbor to γ would mean the existence of
a vector of norm 1 in the dual lattice E∗8 of E8. Since E∗8 = E8, there are no vectors of norm
1 in E∗8. This is a contradiction. If a slim vertex can be attached, then it can be represented
by δ ∈ Π with (α, δ) = 0. Then there exists i ∈ {1, . . . , 28} such that (βi, δ) = ±1.
Exchanging βi with α − βi if necessary, we may assume (βi, δ) = −1. This implies that
βi and δ have a common fat neighbor. Since (βi, α − βi) = −1, βi and α − βi have a
common fat neighbor. Since βi has a unique fat neighbor, δ and α− βi have a common fat
neighbor, contradicting (δ, α− βi) = 1.
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On the other hand, it is known that there is a slim graph Γ with 36 vertices represented
by the root system of type E8 (see [1]). Attaching a fat neighbor to each vertex of Γ gives a
fat Hoffman graph H′ with smallest eigenvalue −3 such that Λred(H′, 3) is isometric to the
root lattice of type E8. The graph H′ is not contained in H, so there seems a large number
of maximal fat Hoffman graphs represented in the root lattice of type E8.

4 Integrally represented Hoffman graphs
In this section, we consider a fat (−3)-saturated Hoffman graph H such that Λred(H, 3)
is a sublattice of the standard lattice Zn. Since any of the exceptional root lattices E6,E7

and E8 cannot be embedded into the standard lattice (see [2]), this means that, in view of
Theorem 3.7, Λred(H, 3) is isometric to Zn or a root lattice of type An or Dn. Note that
Λred(H, 3) cannot be isometric to the lattice A1, since this would imply that H has a unique
slim vertex with a unique fat neighbor, contradicting (−3)-saturatedness. The following
example gives a fat (−3)-saturated graph H with Λred(H, 3) ∼= Z.

Example 4.1. Let H be the Hoffman graph with vertex set Vs(H)∪Vf (H), where Vs(H) =
Z/4Z, Vf (H) = {fi | i ∈ Z/4Z}, and with edge set

{{0, 2}, {1, 3}} ∪ {{i, fj} | i = j or j + 1}.

Then H is a fat indecomposable (−3)-saturated Hoffman graph such that Λred(H, 3) is iso-
morphic to the standard lattice Z. Since S−(H) has edge set {{i, i + 1} | i ∈ Z/4Z},
S−(H) is isomorphic to the Dynkin graph Ã3. Theorem 4.9 below implies that H is maxi-
mal, in the sense that no fat indecomposable (−3)-saturated Hoffman graph contains H.

For the remainder of this section, we let H be a fat indecomposable (−3)-saturated
Hoffman graph such that Λred(H, 3) is isomorphic to a sublattice of the standard lattice Zn.
Let φ be a representation of norm 3 of H. Then we may assume that φ is a mapping from
V (H) to Zn⊕ZVf (H), where its composition with the projection Zn⊕ZVf (H) → Zn gives a
reduced representation ψ : Vs(H)→ Zn. It follows from the definition of a representation
of norm 3 that

φ(s) = ψ(s) +
∑

f∈Nf
H(s)

ef ,

ψ(s) =

n∑
j=1

ψ(s)jej ,

ψ(s)j ∈ {0,±1},
and

|{j | j ∈ {1, . . . , n}, ψ(s)j ∈ {±1}}| = 3− |Nf
H(s)| ≤ 2. (4.1)

Lemma 4.2. If i ∈ {1, . . . , n} and ψ(s)i 6= 0 for some s ∈ Vs(H), then there exist
s1, s2 ∈ Vs(H) such that ψ(s1)i = −ψ(s2)i = 1.

Proof. By way of contradiction, we may assume without loss of generality that i = n,
and ψ(s)n ∈ {0, 1} for all s ∈ Vs(H). Let G be the Hoffman graph obtained from H by
attaching a new fat vertex g and join it to all the slim vertices s of H satisfying ψ(s)n = 1.
Then the composition of ψ : Vs(H) = Vs(G) → Zn and the projection Zn → Zn−1 gives
a reduced representation of norm 3 of G. By Theorem 2.8, G has smallest eigenvalue at
least −3. This contradicts the assumption that H is (−3)-saturated.



H. J. Jang et al.: On fat Hoffman graphs with smallest eigenvalue at least −3 117

Proposition 4.3. The graph S−(H) is connected.

Proof. Before proving the proposition, we first show the following claim.

Claim 4.4. Let s1 and s2 be two slim vertices such that φ(s1)i = 1 and φ(s2)i = −1 for
some i ∈ {1, . . . , n}. Then the distance between s1 and s2 is at most 2 in S−(H).

By (4.1), we have (ψ(s1), ψ(s2)) ∈ {0,−1}. If (ψ(s1), ψ(s2)) = −1, then s1 and s2
are adjacent in S−(H) by the definition, hence the distance equals one. If (ψ(s1), ψ(s2)) =
0, then there exists a unique j ∈ {1, . . . , n} such that φ(s1)j = φ(s2)j = ±1. From
Lemma 4.2, there exists a slim vertex s3 such that φ(s3)j = −φ(s1)j . If φ(s3)i 6= 0, then
(ψ(sq), ψ(s3)) ∈ {±2} for some q ∈ {1, 2}, which is a contradiction. Hence φ(s3)i = 0.
This implies that (ψ(si), ψ(s3)) = −1 for i = 1, 2, or equivalently, s3 is a common
neighbor of s1 and s2 in S−(H). This shows the claim.

Since H is indecomposable, S(H) is connected by Lemma 3.4. Thus, in order to show
the proposition, we only need to show that slim vertices s1 and s2 with (ψ(s1), ψ(s2)) =
1 are connected by a path in S−(H). There exists i ∈ {1, . . . , n} such that φ(s1)i =
φ(s2)i = ±1. From Lemma 4.2, there exists a slim vertex s3 such that φ(s3)i = −φ(s1)i,
and hence the distances between s1 and s3 and between s3 and s2 are at most 2 in S−(H) by
Claim 4.4. Therefore, s1 and s2 are connected by a path of length at most 4 in S−(H).

Lemma 4.5. Let H be a fat indecomposable (−3)-saturated Hoffman graph. Then the
reduced representation of norm 3 of H is injective unless H is isomorphic to a subgraph of
the graph given in Example 4.1.

Proof. Suppose that the reduced representation ψ of norm 3 of H is not injective. Then
there are two distinct slim vertices x and y satisfing ψ(x) = ψ(y). Then (ψ(x), ψ(y)) = 0
or 1.

If (ψ(x), ψ(y)) = 0, then ψ(x) = ψ(y) = 0, hence both x and y are isolated vertices,
contradicting the assumption that H is indecomposable.

Suppose (ψ(x), ψ(y)) = 1. Since S−(H) is connected by Proposition 4.3, there exists
a slim vertex z such that (ψ(x), ψ(z)) = −1. Then we may assume

φ(x) = e1 + ef1 + ef2 ,

φ(y) = e1 + ef3 + ef4 ,

φ(z) = −e1 + ef1 + ef3 .

If H has another slim vertex w, then

φ(w) = −e1 + ef2 + ef4 ,

and no other possibility occurs. Therefore, H is isomorphic to either the graph given in
Example 4.1, or its subgraph obtained by deleting one slim vertex.

Lemma 4.6. Suppose that s ∈ Vs(H) has exactly two fat neighbors in H. Then the follow-
ing statements hold.

(i) for each f ∈ Nf
H(s), |NS−(H)(s) ∩Ns

H(f)| ≤ 2,

(ii) |NS−(H)(s)| ≤ 4, and if equality holds, then S−(H) is isomorphic to the graph D̃4,
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(iii) if |NS−(H)(s)| = 3, then two of the vertices in NS−(H)(s) have s as their unique
neighbor in S−(H).

Proof. Let ψ be the reduced representation of norm 3 of H. Since s has exactly two fat
neighbors, (ψ(s), ψ(s)) = 1. This means that we may assume without loss of generality
ψ(s) = e1.

Let f ∈ Nf
H(s). If t1 and t2 are distinct vertices of NS−(H)(s) ∩Ns

H(f), then

1 ≥ (φ(t1), φ(t2))

≥ (ψ(t1) + ef , ψ(t2) + ef )

= (ψ(t1), ψ(t2)) + 1,

Thus we have (ψ(t1), ψ(t2)) ≤ 0. Since t1, t2 ∈ NS−(H)(s), we have (ψ(s), ψ(t1)) =
(ψ(s), ψ(t2)) = −1, and hence we may assume without loss of generality that

ψ(t1) = −e1 + e2, (4.2)
ψ(t2) = −e1 − e2. (4.3)

Now it is clear that there cannot be another t3 ∈ NS−(H)(s). Thus |NS−(H)(s)∩Ns
H(f)| ≤

2. This proves (i).
As for (ii), let Nf

H(s) = {f, f ′}. Then

|NS−(H)(s)| ≤ |NS−(H)(s) ∩Ns
H(f)|+ |NS−(H)(s) ∩Ns

H(f ′)| ≤ 4

by (i). To prove (iii) and the second part of (ii), we may assume that {t1, t2} = NS−(H)(s)∩
NH(f). We claim that neither t1 nor t2 has a neighbor in S−(H) other than s. Suppose
by contradiction, that t3 6= s is a neighbor in S−(H) of t1. By (4.2) (resp. (4.3)), f is the
unique fat neighbor of t1 (resp. t2). In particular, f is also a neighbor of t3. Observe

1 ≥ (φ(s), φ(t3)) ≥ (ψ(s), ψ(t3)) + 1,

1 ≥ (φ(ti), φ(t3)) = (ψ(ti), ψ(t3)) + 1 (i = 1, 2).

Thus

(e1, ψ(t3)) ≤ 0,

(−e1 ± e2, ψ(t3)) ≤ 0.

These imply (e1, ψ(t3)) = (e2, ψ(t3)) = 0. But then −1 = (ψ(t1), ψ(t3)) = (−e1 +
e2, ψ(t3)) = 0. This is a contradiction, and we have proved our claim. Now (iii) is an
immediate consequence of this claim.

Continuing the proof of the second part of (ii), if |NS−(H)(s)| = 4, then we may assume

ψ(t′1) = −e1 + e3,

ψ(t′2) = −e1 − e3,

where {t′1, t′2} = NS−(H)(s) ∩ Ns
H(f ′). It follows that t1, t2, t′1, t

′
2 are pairwise non-

adjacent in S−(H). By our claim, none of t1, t2, t′1, t
′
2 is adjacent to any vertex other than

s in S−(H). Since S−(H) is connected by Proposition 4.3, S−(H) is isomorphic to the
graph D̃4.



H. J. Jang et al.: On fat Hoffman graphs with smallest eigenvalue at least −3 119

Lemma 4.7. Suppose that slim vertices s, t+, t− share a common fat neighbor and that
they are represented as

ψ(s) = e1 + e2,

ψ(t±) = −e1 ± e3.

If there exists a slim vertex t with

ψ(t) = −e2 + ej for some j /∈ {1, 2, 3},

then the vertices t± have s as their unique neighbor in S−(H).

Proof. Note that each of the vertices s, t±, t has a unique fat neighbor. Since (ψ(s), ψ(t±))
= (ψ(s), ψ(t)) = −1, these vertices share a common fat neighbor f . Suppose that there
exists a slim vertex t′ adjacent to t− in S−(H). This means (ψ(t′), ψ(t−)) = −1. Since
f is the unique fat neighbor of t−, t′ is adjacent to f , and hence (ψ(t′), ψ(u)) ≤ 0 for
u ∈ {t, t+, s}. This is impossible. Similarly, there exists no slim vertex adjacent to t+ in
S−(H).

Lemma 4.8. Suppose that s ∈ Vs(H) has exactly one fat neighbor in H. Then the following
statements hold:

(i) |NS−(H)(s)| ≤ 4, and if equality holds, then S−(H) is isomorphic to the graph D̃4,

(ii) if |NS−(H)(s)| = 3, then two of the vertices in NS−(H)(s) have s as their unique
neighbor in S−(H).

Proof. Let ψ be the reduced representation of norm 3 of H. Since s has exactly one fat
neighbor, (ψ(s), ψ(s)) = 2. This means that we may assume without loss of generality
ψ(s) = e1 +e2. Let f be the unique fat neighbor of s. If t ∈ NS−(H)(s), then t is adjacent
to f , hence

ψ(t) ∈ {−e1,−e2} ∪ {−ei ± ej | 1 ≤ i ≤ 2 < j ≤ n}. (4.4)

If t, t′ ∈ NS−(H)(s) are distinct, then

1 ≥ (φ(t), φ(t′))

≥ (ψ(t) + ef , ψ(t′) + ef )

= (ψ(t), ψ(t′)) + 1,

Thus we have (ψ(t), ψ(t′)) ≤ 0. If |NS−(H)(s)| ≥ 3, then by (4.4), we may assume
without loss of generality that there exists t ∈ NS−(H)(s) with ψ(t) = −e1 + e3. Then
ψ(NS−(H)(s) \ {t}) is contained in

{−e2 − e3}, {−e2,−e1 − e3}, or {−e1 − e3} ∪ {−e2 ± ej}

for some j with 3 ≤ j ≤ n. Thus |NS−(H)(s)| ≤ 4, and equality holds only if

ψ(NS−(H)(s)) = {−e1 ± e3,−e2 ± ej}

for some j with 3 ≤ j ≤ n. In this case, Lemma 4.7 implies that each of the vertices
in NS−(H)(s) has s as a unique neighbor. This means that S−(H) contains a subgraph
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isomorphic to the graph D̃4 as a connected component. Since S−(H) is connected by
Proposition 4.3, we have the desired result.

To prove (ii), suppose |NS−(H)(s)| = 3. Then we may assume without loss of gener-
ality that NS−(H)(s) = {t, t+, t−}, where ψ(t±) = −e2 ± e4. Then by Lemma 4.7, the
vertices t± have s as their unique neighbor in S−(H).

Theorem 4.9. Let H be a fat indecomposable (−3)-saturated Hoffman graph such that
Λred(H, 3) is isomorphic to a sublattice of the standard lattice Zn. Then S−(H) is a con-
nected graph which is isomorphic to Am,Dm, Ãm or D̃m for some positive integer m.

Proof. From Proposition 4.3, S−(H) is connected. First we suppose that the maximum
degree of S−(H) is at most 2. Then S−(H) ∼= Ãm or S−(H) ∼= Am for some positive
integer m.

Next we suppose that the degree of some vertex s in S−(H) is at least 3. From
Lemma 4.6(ii) and Lemma 4.8(i), degS−(H)(s) ≤ 4, and S−(H) ∼= D̃4 if degS−(H)(s) = 4.
Thus, for the remainder of this proof, we suppose that the maximum degree of S−(H) is 3
and degS−(H)(s) = 3.

It follows from Lemma 3.5 that if H has a subgraph isomorphic to H(3), then H ∼= H(3),
in which case S−(H) consists of a single vertex, and the assertion holds. Hence it remains
to consider two cases: s is adjacent to exactly two fat vertices, and s is adjacent to exactly
one fat vertex. In either cases, by Lemma 4.6(iii) or Lemma 4.8(ii), s has at most one
neighbor t with degree greater than 1. Thus, the only way to extend this graph is by adding
a slim neighbor adjacent to t. We can continue this process, but once we encounter a vertex
of degree 3, then the process stops by Lemma 4.6(iii) or Lemma 4.8(ii). Thus, S−(H) is
isomorphic to one of the graphs Dm or D̃m.

Example 4.10. Let n1, . . . , nk be positive integers satisfying ni ≥ 2 for 1 < i < k. Set
mj =

∑j
i=1 ni and `j = mj − j for j = 0, 1, . . . , k. Let H be the Hoffman graph with

Vs(H) = {vi | i = 0, 1, . . . ,mk}, Vf (H) = {fj | j = 0, 1, . . . , k + 1}, and

E(H) ={{vi, vi′} | 1 ≤ j ≤ k, mj−1 < i+ 1 < i′ ≤ mj}
∪ {{vmj−1, vmj+1} | 1 < j < k}
∪ {{fj , vi} | 1 ≤ j < k, mj−1 ≤ i ≤ mj} ∪ {{f0, v0}, {fk+1, vmk

}}.

Then H is a fat Hoffman graph with smallest eigenvalue at least −3, and S−(H) is iso-
morphic to the Dynkin graph Amk+1. Indeed, H has a reduced representation ψ of norm 3
defined by

ψ(vi) =

{
(−1)je`j if i = mj , 0 ≤ j ≤ k,
(−1)j(ei−j − ei−j−1) if mj < i < mj+1, 0 ≤ j < k.

Moreover, H is (−3)-saturated. Indeed, suppose not, and let H̃ be a Hoffman graph obtained
by attaching a new fat vertex f to H, and let ψ̃ be a reduced representation of norm 3 of H̃.
If f is adjacent to vmj

for some j ∈ {0, 1, . . . , k}, then vmj
has three fat neighbors in H̃,

hence ψ̃(vmj
) = 0. This is absurd, since (ψ̃(vmj

), ψ̃(vmj±1)) = −1. If f is adjacent to vi
with mj−1 < i < mj , then ‖ψ̃(vi)‖ = 1. Since (ψ̃(vi−1), ψ̃(vi)) = (ψ̃(vi+1), ψ̃(vi)) =
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−1 while (ψ̃(vi−1), ψ̃(vi+1)) = 0, we may assume ψ̃(vi±1) = e1 ± e2, ψ̃(vi) = −e1.
Then i+ 1 < mj , and

0 = (ψ̃(vi+2), ψ̃(vi−1))

= (ψ̃(vi+2), e1 − e2)

= (ψ̃(vi+2), 2e1 − (e1 + e2))

= −2(ψ̃(vi+2), ψ̃(vi))− (ψ̃(vi+2), ψ̃(vi+1))

= 1,

which is absurd.
We note that the graph S+(H) has the following edges:

{{vmj−1, vmj+1} | 1 < j < k}.

Example 4.11. Let H be the Hoffman graph constructed in Example 4.10 by setting n1 =
1, n2 = 2, and n3 = 1. Let H0 (resp. H1) be the Hoffman graph obtained from H by
identifying the fat vertices f4 and f0 (resp. f4 and f1), and adding edges {v0, v2}, {v2, v4}.
Then H0 and H1 are fat (−3)-saturated Hoffman graphs and S−(Hi) is isomorphic to the
Dynkin graph A5 for i = 0, 1. We note that S+(Hi) has two edges {v0, v2}, {v2, v4}.

Examples 4.10 and 4.11 indicate that H is not determined by S±(H). We plan to discuss
the classification of fat indecomposable (−3)-saturated Hoffman graphs with prescribed
special graph in subsequent papers.
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1 Introduction and basics
The cycle space C(G) of a simple, unweighted, undirected graph G = (V,E) consists of
all its Eulerian subgraphs (or generalized cycles), i.e., all the subgraphs of G for which
every vertex has even degree. It is convenient in this context to interpret subgraphs of G
as edge sets. The generalized cycles form a vector space over GF(2) with vector addition
X ⊕ Y := (X ∪ Y ) \ (X ∩ Y ) and scalar multiplication 1 · X = X , 0 · X = ∅, for
X,Y ∈ C(G). This vector space is generated by the elementary cycles of G, i.e., the
connected subgraphs of G for which every vertex has degree 2. A basis B of the cycle
space C is called a cycle basis of G = (V,E) [9]. The dimension of the cycle space
is the cyclomatic number µ(G) (or first Betti number). For a connected graph we have
µ(G) = |E| − |V |+ 1. Notice that the cycle space of a graph is the direct sum of the cycle
spaces of its 2-connected components.

Cycle bases of graphs have diverse applications in science and engineering. Examples
include structural flexibility analysis [27], electrical networks [11], chemical structure stor-
age and retrieval systems [15], scheduling problems [36], graph drawing [33], and biopoly-
mer structures [34, 35]. Surveys and extensive references can be found in [19, 22, 28, 37].

A convexity space (V,C) [6] consists of a ground set V and a set C of subsets of V
satisfying

(C1) ∅ ∈ C, V ∈ C, and

(C2) K ′,K ′′ ∈ C implies K ′ ∩K ′′ ∈ C.

For a simple, undirected graph G with vertex set V , every set P of paths on G defines
a convexity space (V,C(P)) in the following way: A set of vertices K is P-convex, K ∈
C(P), if and only if, for every path P ∈ P with both end vertices in K, all vertices of P
are contained in K. This construction is discussed in detail in [14]. Several special types
of paths P have been studied in this context, most prominently the set of all paths [5], the
set of all triangle paths [8], the set of all induced paths [13], and the set of all shortest paths
[39].

We will be concerned here only with the latter definition of convexity, usually known as
geodetic convexity, see Section 2 for a formal definition. Geodetically convex cycles play
an important role in the theory of Cartesian graphs products and their isometric subgraphs.
The absence of convex cycles longer than 4, for example, characterizes semi-median graphs
[3]. Such long convex cycles furthermore play a role e.g. in Euler-type inequalities for
partial cubes [31].

It appears natural, hence, to investigate whether there is a connection between the cycle
space and the (geodetic) convexity space of a graph G = (V,E). Note that the cycle
space is defined on the edge set, while the convexity space is defined on the vertex set.
Intuitively, this connection is made possible by the fact that induced elementary cycles in
G are characterized by either their vertex sets or their edge sets.

Definition 1.1. A convex cycle basis of a graph G is a cycle basis that consists of convex
elementary cycles.

We briefly consider a generalized definition of convex cycle bases relaxing the require-
ment for elementary basis cycles in the final section.

Cycle bases with special properties have been investigated in much detail in the liter-
ature. Examples include minimum cycle bases [2, 17, 19, 29, 44], (strictly) fundamental
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cycle bases [20, 32, 38], or (quasi) robust cycle bases [26, 40]. Here, we consider convex
cycle bases. We show that convex cycle bases are not related to other types of cycle bases,
we introduce a polynomial-time algorithm to compute a convex cycle basis for an arbi-
trary input graph, and we construct a class of graphs with convex cycles bases by means of
Cartesian products that in particular includes partial cubes.

2 Geodetic convexity and characterization of convex cycles
For a graph G we denote the vertex set and edge set of G by V (G) and E(G), respectively.
Similarly, we write C(G) for the cycle space of G. An edge that joins vertices x and y is
denoted by the unordered pair {x, y}. The lengths |P | and |C| of a path P and a cycle C
in G, respectively, is the number of their edges. For simplicity, we will refer to a path with
end vertices u and v as uv-path. The distance distG(u, v) between two vertices u and v of
G is the length of a shortest uv-path. It is well known that this distance forms a metric on
V . The set of all shortest uv-paths will be denoted by PG[u, v]. The cardinality of this set,
i.e., the number of shortest uv-paths, will be denoted by Suv = |PG[u, v]|. A modification
of Dijkstra’s algorithm computing both the distance matrix of G and the matrix S is given
in the appendix.

A subgraph H of G is isometric if distH(u, v) = distG(u, v) holds for all u, v ∈
V (H). We say that H is a (geodetically) convex subgraph of G if for all u, v ∈ V (H),
all shortest uv-paths P ∈ PG[u, v] are contained in H . In the following, convex will
always mean geodetically convex. The empty subgraph will be considered as convex. The
intersection of convex subgraphs of G is again a convex subgraph of G [42].

Since H is an isometric subgraph of G if and only if H contains at least one P ∈
PG[u, v] for every pair u, v ∈ V (H), we see that convex implies isometric. Furthermore,
if H is an isometric subgraph of G, it is in particular an induced subgraph of G. Finally,
the connectedness of G implies that all its isometric subgraphs are connected.

Our first result characterizes elementary convex cycles.

Lemma 2.1. Let C be an elementary cycle of G.
If |C| is odd, then C is convex if and only if for every edge e = {x, y} in C there is a unique
vertex z in C such that distG(x, z) = distG(y, z) = (|C| − 1)/2 and Sxz = Syz = 1.
If |C| is even, then C is convex if and only if for every edge e = {x, y} in C there is a
unique edge h = {u, v} in C such that (i) distG(x, u) = distG(y, v) = |C|/2 − 1, (ii)
distG(x, v) = distG(y, u) = |C|/2, (iii) Sxu = Syv = 1, and (iv) Sxv = Syu = 2.

Proof. SupposeC is convex. Consider two vertices p and q inC with distG(p, q) < |C|/2.
If C is convex, then the unique shortest path between p and q must run along C, so that
Spq = 1. Clearly, this condition characterizes convex cycles provided C is odd.

The situation is more complicated for even cycles. Let us first suppose that C is con-
vex and fix an arbitrary edge {x, y}. In an even elementary cycle there is a unique edge
h = {u, v} satisfying (i) distC(x, u) = distC(y, v) = |C|/2 − 1, (ii) distC(x, v) =
distC(y, u) = |C|/2. Isometry of C implies that properties (i) and (ii) are satisfied. The
argument of the preceding paragraph shows that (iii) holds. For x, the only point inC at dis-
tance |C|/2 is v. Thus there are two paths P ′ and P ′′ in C of length distG(x, v) = |C|/2.
By the convexity of C, these paths are contained in C (so that C = P ′ ∪ P ′′) and must be
the only shortest paths connecting x and v; hence consequently Sxv = 2. An analogous
argument shows that Syu = 2.
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In order to prove the converse, consider an even elementary cycle C satisfying (i)
through (iv). Again we fix an arbitrary edge {x, y} of C. Since C is even, there is a
unique antipodal point v of x and a unique antipodal point u of y with distC(x, v) =
distC(y, u) = |C|/2. We claim that {u, v} is the required edge. If this were not the case,
then there would be some other edge with both endpoints closer to x along C than v that
satisfies condition (ii). This is impossible, however, since for such a vertex v′ we would
have |C|/2 = distG(x, v′) ≤ distC(x, v′) < distC(x, v) = |C|/2. We easily check that
distC(x, u) = |C|/2−1 and distC(y, v) = |C|/2−1. By property (i), therefore, the paths
from x to u and from y to v along C are shortest paths in G. Furthermore, the two paths
from x to v along C via either u or y are also shortest paths in G by property (ii). Thus
distC(x, q) = distG(x, q) for all vertices q in C. Repeating this argument for all x in C
shows that C is isometric. By property (iii), the shortest path from x to u is unique. Since
all sub-paths of shortest paths are again shortest path, this is also true for all vertices q in C
along the shortest path from x to u. The same is true for all q in C along the unique shortest
path from v to y. By property (iv), finally, there are exactly two shortest paths from x to v.
We have already seen that two of these run along either half of the cycle C. The same is
true for the two paths connecting y with u. Thus all shortest path connecting a vertex q in
C with either x or y are contained in C. Repeating the argument for all edges {x, y} in C
shows that C is convex.

A direct consequence of Lemma 2.1 is that a cycle C in G can be efficiently tested
for convexity provided both the distance matrix and the matrix S containing the number of
shortest paths have been pre-computed: it suffices to verify, in constant time, the conditions
of the lemma for each antipodal pair of edges or pair of edge and vertex, respectively. The
test thus requires O(|C|) time provided that C is given as ordered list of its vertices.

As a simple corollary of Lemma 2.1 we have

Corollary 2.2. Let C be an elementary convex cycle of G. Then, for every e = {x, y} ∈ C
there is a vertex z in C such that C = P ′∪P ′′∪{x, y}, P ′ ∈ PG[x, z], and P ′′ ∈ PG[y, z].

A closely related, but much weaker, condition appears in the theory of minimal cycles
bases [22]:

Definition 2.3. A cycle C is edge-short if it contains an edge e = {x, y} and a vertex z
such that C = Cxy,z := {x, y} ∪ Pxz ∪ Pyz where Pxz and Pyz are shortest paths.

Corollary 2.4. If C is an elementary convex cycle of G then it is edge-short.

3 Convex cycle bases
Corollary 2.2 sets the stage for enumerating all elementary convex cycles in a graph. The
following result establishes an upper bound and provides a polynomial time algorithm for
this purpose.

Theorem 3.1. Any graph G = (V,E) contains at most |E||V | elementary convex cycles.
These can be constructed and listed in O(|E||V |2) time.

Proof. Every pair of an edge e = {x, y} and a vertex z specifies at most one elementary
convex cycle in the following way: If distG(x, z) = distG(y, z) and Sxz = Syz = 1 we set
Cez := Pxz ∪ Pyz ∪ {x, y}. If distG(x, z) = distG(y, z) + 1, Sxz = 2 and Syz = 1, then
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we choose a neighbor u of z such that distG(x, u) = distG(y, z), Sux = 1 and Suy = 2,
and set Cez := Pxu ∪ {u, z} ∪ Pyz ∪ {x, y}. Note that the choice of u is unique if C is
convex. The selection of these |E| |V | candidates thus requires O(|E| |V |2) time.

In order to efficiently retrieve each candidate cycle in O(|C|) time given {x, y} and
z we need the to know the predecessor πsu of u on the shortest path from s to u. Note
that this information is needed only if Ssu = 1. The modified Dijkstra algorithm in the
Appendix computes this array without changing the asymptotic complexity of the shortest
path algorithm. Since each candidate cycle can then be checked for convexity in O(|C|)
time, the total effort to extract all elementary convex cycles is in O(|E||V |2).

This algorithm outlined in the proof of Theorem 3.1 can be regarded as a variant of
Vismara’s construction of prototypes of candidates for relevant cycles [44]. The fact that
the number of elementary convex cycles in G is bounded by |V | |E| immediately implies
that a convex cycle basis can also be found in polynomial time:

Corollary 3.2. For each graph G = (V,E) it can be decided whether G has a convex
cycle basis, and if so, a convex cycle bases can be constructed, inO(|E|2 |V |µ(G)2) time.

Proof. Since the cycles of a graph form a matroid, the canonical greedy algorithm can be
applied to find a maximum set of linearly independent elementary convex cycles, see e.g.
[21]. G has a convex cycle basis if and only if this set has size µ(G) = |E| − |V | + 1.
For each of the at most |V | |E| candidate cycles, this requires a test of linear independence
with a partial basis that is not larger than µ(G) = |E| − |V | + 1, i.e., O(|E|). Apply-
ing Gaussian elimination for this purpose, the total effort is bounded by O(|E| |V |2) +
O(|E|2 |V |µ(G)2) = O(|E|2 |V |µ(G)2) time.

There are graphs that do not have a convex cycle basis. The complete bipartite graph
K2,3 is the simplest counter example (see Fig. 1). None of its three cycles (all have length
4) is convex.

Figure 1: None of the cycles in K2,3 is convex.

4 Relation of convex cycle bases to other types of cycle bases
Although we have an efficient algorithm to test whether a graph has a convex cycle basis,
it will be interesting to characterize the class of graphs that admit convex cycle bases.
However, we first investigate the relation between convex cycle bases and other types of
cycle bases.

A procedure analogous to Corollary 3.2 was introduced in [22] for the purpose of re-
trieving minimal cycle bases from a candidate set of edge-short cycles. One would expect,
therefore, that convex cycle bases and minimal cycles bases are closely related.
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Convex cycle bases of a graph need not have the same length. Consider the graph that
is obtained from the cube Q3 where one edge is contracted. Then the four quadrangles and
two triangles are convex and five of these form a convex cycle basis. Thus convex bases
contain either exactly one or two triangles and thus may have different lengths.

The length `(B) of a cycle basis B is the sum of the lengths of its generalized cycles:
`(B) =

∑
C∈B |C|. A minimum cycle basis M is a cycle basis with minimum length.

The generalized cycles in M are chord-less cycles (see [22]). Hence, we may consider
elementary cycles instead of generalized cycles in the remaining part of this section. For
the sake of completeness we note that a minimum cycle basis is a cycle basis in which the
longest cycle has the minimum possible length [10].

The setR of relevant cycles of a graph is the union of its minimum cycle bases [41, 44].
In analogy to convex cycle bases one may want to consider isometric cycle bases, i.e., cycle
bases consisting of isometric cycles.

Lemma 4.1. All relevant cycles of a graph are isometric. Thus every minimal cycle basis
is an isometric cycle basis.

Proof. We start from Lemma 2 of [44]: If P is a subpath of a relevant cycle C such that
|P | ≤ 1

2 |C|, then P is a shortest path. It follows that every relevant cycle is isometric, and
hence every minimal cycle basis of G consists of elementary isometric cycles.

Theorem 4.2. If G has a uniquely defined minimal cycle basis, then this minimal cycle
basis is convex.

Proof. Assume that G has a unique minimal cycle basis B. By Lemma 4.1 the cycles of
B are necessarily isometric. Now suppose that C ∈ B is not convex. Then there exist
two vertices u, v ∈ C and (at least) three edge disjoint uv-paths P , P ′ and P ′′ such that
|P | ≥ |P ′| = |P ′′| and C = P ∪ P ′. Hence there are two cycles C1 = P ∪ P ′′ and
C2 = P ′ ∪ P ′′ with |C| = |C1| ≥ |C2|. By construction C, C1, and C2 are linearly
dependent and thus one of C1 or C2 cannot be represented as sum of cycles in B \ {C}.
Hence we get a new cycle basis B′ = (B \ {C}) ∪ {C ′} where C ′ is either C1 or C2. In
either case we find `(B′) ≤ `(B) a contradiction to our assumption that B is the unique
minimal cycle basis.

As a consequence, we can conclude that Halin graphs that are not necklaces [43] and
outerplanar graphs [35] have a convex cycle basis.

The converse of Theorem 4.2 is not true, however, as Figure 2 shows. This graph has
a convex cycle basis but its minimal cycle basis is not uniquely defined. Even worse, none
of its minimal cycle bases is convex.

A cycle basis B = {C1, . . . , Cµ(G)} of G is called fundamental [20, 46] if there is an
ordering π such that for 2 ≤ k ≤ µ(G):

Cπ(k) \

k−1⋃
j=1

Cπ(j)

 6= ∅ . (4.1)

Fundamental cycle bases are obtained from ear decomposition, suggesting that there could
be a relation between convex and fundamental cycles bases. Champetier’s graph [4], how-
ever, has a cycle basis consisting entirely of triangles, which obviously is convex. On the
other hand, this basis is not fundamental [1]. Conversely, fundamental cycle bases need not
be convex, as shown, e.g., by the planar basis of K2,3.
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Figure 2: The cyclomatic number of the graph is 7. All minimal cycle bases consist of
the two triangles, all quadrangles that do not contain the upper dashed edge and two of the
three quadrangles that contain the upper dashed edge (which also includes the outer cycle).
However, two of these three quadrangles that contain the upper dashed edge are not convex.
Hence none of the minimal cycle bases is a convex cycle basis.
On the other hand there is a unique convex cycle basis that consists of all triangles, all
quadrangles that do not contain the upper dashed edge, the outer quadrangle and the cycle
of length 5 at the bottom.

5 Convexity in subgraphs and intersections
This section contains some auxiliary results which we will need for our investigation of
isometric subgraphs in Section 6 below.

Lemma 5.1. Let M be an isometric (convex) subgraph of G and F ⊆ M be a subgraph
of M . Then F is isometric (convex) in M if and only if it is isometric (convex) in G.

Proof. If F is an isometric subgraph of G, then for each pair of vertices u, v ∈ V (F ), F
contains a shortest uv-path. Since F ⊆ M , this path is also a shortest uv-path in M and
hence F is isometric in M . If F is a convex subgraph of G, then it contains all shortest
uv-paths which are also shortest paths in M and thus F is convex in M .

Now assume that F is not isometric in G. Then there exist two distinct vertices u, v ∈
V (F ) ⊆ V (M) such that there are shortest uv-paths P in G with |P | < distF (u, v). At
least one of these paths must be contained in M since M is an isometric subgraph of G.
Thus F cannot be an isometric subgraph of M , either. If F is not convex in G then there
exist two distinct vertices u, v ∈ V (F ) ⊆ V (M) such that there is at least one shortest
uv-path P which is not contained in F . Since M is convex, P must be contained in M and
thus F cannot be convex in M , either.

Lemma 5.2. Let M be an isometric subgraph of G and F be a convex subgraph of G.
Then F ∩M is convex in M .

Proof. For each pair of vertices x, y ∈ V (F ) ∩ V (M), F contains all shortest xy-path in
G. Since M is an isometric subgraph of G it must contain at least one of these and thus the
proposition follows.

Lemma 5.3. Assume that G has a convex cycle basis. Let M be a convex subgraph of G
that has a convex cycle basis BM . Then BM can be extended to a convex cycle basis BG of
G.
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Proof. By Lemma 5.1 the cycles in BM are convex subgraphs of G. By assumption there
exists a convex cycle basis B′G of G. By the Austauschsatz we can replace appropriate
cycles in B′G by the cycles in BM . Thus we obtain a convex cycle basis BG of G which
such that BM ⊆ BG as claimed.

Figure 3 shows that the converse of this lemma is not true in general: a convex subgraph
of a graph that has a convex cycle basis need not necessarily have a convex cycle basis.

Figure 3: The cyclomatic number of this graph is |E| − |V | + 1 = 16 − 9 + 1 = 8. The
three triangles and the five quadrangles that do not entirely consist of dashed edges form a
convex cycle basis. The subgraph that consists of the dashed edges is convex but does not
have a convex cycle basis (see Fig. 1).

6 Isometric subgraphs of Cartesian products
In this section, we will be concerned with the Cartesian productG�H and its isometric and
convex subgraphs. The Cartesian product has vertex set V (G�H) = V (G)× V (H); two
vertices (xG, xH) and (yG, yH) are adjacent in G�H if {xG, yG} ∈ E(G) and xH = yH ,
or {xH , yH} ∈ E(H) and xG = yG. For detailed information about product graphs we
refer the interested reader to [18, 24].

For the Cartesian product G�H the subgraph Gv induced by all vertices (x, v) with
x ∈ V (G) and a fixed vertex v ∈ V (H) is called a layer of G (or G-layer) in G�H .
The projection πG : G�H → G is the usual weak homomorphism defined as (x, y) ∈
V (G�H) 7→ x ∈ V (G). Note that edges in G-layers are mapped into edges in G and
edges in H-layers are mapped into vertices in G.

There is a close relationship between (geodetic) convexity and Cartesian products, see
[7] for a general result. The fundamental result for this purpose is the distance lemma.

Proposition 6.1 (Distance Lemma, [23]). Let x = (xG, xH) and y = (yG, yH) be arbi-
trary vertices of the Cartesian product G�H . Then

distG�H(x, y) = distG(xG, yG) + distH(xH , yH) .

Moreover, if P is a shortest xy-path in G�H , then πG(P ) is a shortest xGyG-path in G.

It seems natural that convexity properties of products also hold for layers and projec-
tions.

Lemma 6.2 ([24]). The layers Gv and Hw are convex subgraphs of the Cartesian product
G�H . Moreover, if F is an isometric (convex) subgraph of G�H , then for all v ∈ V (H)
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and w ∈ V (G) the following holds: F ∩Gv and F ∩Hw are isometric (convex) subgraphs
of F , Gv and Hw, respectively.

Corollary 6.3. Let M be an isometric subgraph of G�H . If (xG, xH) and (yG, yH) are
two vertices in M with xG = yG, then there exists a shortest xHyH -path in M ∩ HxG .
Moreover, all shortest (xG, xH)(yG, yH)-paths in M are contained in HxG .

Another consequence of the distance lemma is the following auxiliary result.

Lemma 6.4. Let P be a shortest xy-path in G�H . Then πG(P ) is a path with |πG(P )| =
distG(xG, yG) =

∑
v∈H |P ∩Gv|, where the last term is the total number of edges of P in

G-layers. The result holds analogously for πH(P ).

Proof. If (w, xH) and (w, yH) are two distinct points of P , then by Corollary 6.3 all short-
est xHyH -paths are contained in layer Hw. Consequently, there cannot be two distinct
edges e1 and e2 in G with πG(e1) = πG(e2) that belong to P since otherwise P also
must contain two shortest paths in different H-layers that connect corresponding vertices
of these edges, that is, P would contain a cycle. Hence all vertices of πG(P ) have degree
2 except its end vertices which have degree 1 (or 0 in the case where πG(P ) is a single
vertex). Thus πG(P ) is path of length |πG(P )| = distG(xG, yG) =

∑
v∈H |P ∩ Gv|, as

claimed.

Lemma 6.5. For every isometric (convex) subgraph F of G�H , πG(F ) is an isometric
(convex) subgraph of G.

Proof. Let x = (xG, xH) and y = (yG, yH) be two vertices in F . If F is isometric in
G�H , then there exists a shortest xy-path P in F . By the distance lemma, πG(P ) is a
shortest xGyG-path inG and contained in πG(F ). Thus πG(F ) is an isometric subgraph of
G. Now if πG(F ) is not convex in G, then there exists a shortest xGyG-path PG in G that
is not contained in πG(F ). Let PH be a shortest xHyH -path in H . Then P = PG�{xh} ∪
PH�{yG} is a shortest xy-path as its length is |P | = distG(xG, yG) + distH(xH , yH) =
distG�H(x, y). However, by construction P cannot be contained in F and hence F is not
convex in G�H . Consequently, if F is convex in G�H , then πG(F ) is convex in G, as
claimed.

On the other hand convexity and isometry properties of factors are also propagated to
their Cartesian product. The following result is well-known and holds for more general
notions of convexity.

Lemma 6.6 ([7]). If F and M are convex subgraphs of G and H , respectively, then F�M
is a convex subgraph of G�H .

The last lemma also holds for isometric subgraphs.

Lemma 6.7. If F and M are isometric subgraphs of G and H , respectively, then F�M is
an isometric subgraph of G�H .

Proof. Immediate corollary of the distance lemma.

We now want to extend convex cycle bases of two graphs G and H to a cycle basis
of their Cartesian product G�H . Let TG and TH denote spanning trees of G and H ,
respectively. Let

B� = {e�f : e ∈ E(G), f ∈ TH} ∪ {e�f : e ∈ TG, f ∈ E(H)} . (6.1)
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Then for fixed vertices v ∈ V (H) and w ∈ V (G) and respective cycle basis BG and BH

{Cv : C ∈ BG} ∪ {Cw : C ∈ BH} ∪ B� (6.2)

is a cycle basis of G�H [25].

Theorem 6.8. Let G and H be two graphs that have convex cycle bases BG and BH ,
respectively. Then their Cartesian product G�H has a convex cycle basis that can be
constructed using Eq. (6.2).

Proof. Notice that all quadrangles in B� are convex subgraphs in G�H . By Lemma 5.1
Cv is a convex cycle in G�H . Thus we get a convex cycle basis of G�H by means of
basis (6.2) when both BG and BH are convex cycle basis.

Remark 6.9. An analogous statement for the strong product (see [18]) is not true, as the
strong product of an elementary cycle and an edge K2 shows.

We have seen in Figure 3 that a convex subgraph of a graph that has a convex cycle
basis does not necessarily have a convex cycle basis. However, a more restrictive property
appears to propagate under the formation of Cartesian products: we consider the class of
graphs for which every convex subgraph has a convex cycles basis.

Theorem 6.10. Let G be a graph that has a convex cycle basis. Then every isometric
subgraph M of G�K2 with πG(M) = G has a convex cycle basis.

For the proof of this theorem we need some intermediate results.

Lemma 6.11. Let C be an isometric elementary cycle in G�H . Then one of the following
holds:

(1) πG(C) ∼= K1, i.e., a single vertex, or

(2) πG(C) ∼= K2, i.e., a single edge, or

(3) πG(C) is an isometric elementary cycle in G.

Proof. Notice that πG(C) =
⋃
v∈V (H) πG(C ∩Gv). Let x = (xG, xH) and y = (yG, yH)

be two vertices in C with xG = yG and xH 6= yH . Analogously to the proof of Lemma 6.4
no vertex v in πG(C) can have degree greater than 2. Now ifC ⊆ Hw for somew ∈ V (G),
then πG(C) = {w} ∼= K1, i.e., case (1). If there is a vertex x where πG(x) has degree 1,
then there exist two distinct vertices u, v ∈ V (H) such that πG(C ∩Gu) and πG(C ∩Gv)
have a common edge e. However, this only can happen if πG(C) = {e} ∼= K2, i.e., for
case (2). Otherwise, there would be two vertices y′ and y′′ inC so that πG(y′) = πG(y′′) is
adjacent to πG(x) with vertex degree larger than 1 in the projection, contradicting isometry
of C. If we have neither case (1) nor case (2), then all vertices of πG(C) have degree 2
and hence πG(C) is an elementary cycle which is isometric in G by Lemma 6.5, i.e., case
(3).

Now let C be an elementary cycle inG andM be an isometric subgraph ofG�K2. Let
Z(C,M) denote the set of elementary cycles C ′ ⊆ M that are convex in M and satisfy
πG(C ′) = C. We set Z(C,M) = ∅ if no such cycle exists.
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Lemma 6.12. Let M be an isometric subgraph of G�K2 and let C ∈ G be a convex
elementary cycle with C ⊆ πG(M). Then Z(C,M) is non-empty.

Proof. First notice that C�K2 is a convex subgraph of G�K2 by Lemma 6.6. M ′ =
M ∩ (C�K2) is isometric in C�K2 by Lemma 5.1 and convex in M by Lemma 5.2.
Let M1 and M2 denote the respective intersections of M ′ with the two K2-layers of
C�K2. If M1 ∼= C (or M2 ∼= C) then M1 (M2) is a convex elementary cycle in C�K2

by Lemma 6.2, and thus also in M ′ by Lemma 5.2. Otherwise, both M1 and M2 are
paths of length |M i| ≤ 1

2 |C| for i = 1, 2, since M ′ is isometric. As πC(M ′) = C,
πC(M1) ∪ πC(M2) = C. Consequently, as M ′ is isometric, M ′ is an elementary cy-
cle that is trivially convex in M ′. In all cases Z(C,M ′) is non-empty. Since Lemma 5.1
implies that Z(C,M ′) ⊆ Z(C,M), the proposition follows.

Remark 6.13. The arguments in the proof of Lemma 6.12 together with the distance
lemma also show that the elements of Z(C,M) form the set of all shortest cycles C ′ in
M with the property πC(C ′) = C.

Proof of Theorem 6.10. Let BG be a convex cycles basis of G. Let B� be as in (6.1) and
define BZ be a set of cycles that contains exactly one cycle C ′ ∈ Z(C,M) for each C ∈
BG. By Lemma 6.12 all these sets Z(C,M) are non-empty. Clearly, the cycles in B�∪BZ
are linearly independent and thus form a cycle basis of G�K2. Now let BM be the set
of all cycles in B� ∪ BZ that are contained in M . By construction all cycles in BM are
convex subgraphs of M and BZ ⊆ BM . Thus it remains to show that |BM | = µ(M).
Let m̄G and m̄K2 denote the numbers of edges in (G�K2) \M that lie in G-layers and
K2-layers, respectively. Let n̄ be the number of vertices in (G�K2)\M . Since πG(M) =
G and M is an isometric subgraph of G�K2 we find that m̄K2

= n̄. Thus µ(M) =
(|E(G�K2)| − m̄G − m̄K2

) − (|V (G�K2)| − n̄) + 1 = |E(G�K2)| − |V (G�K2)| +
1 − m̄G = µ(G�K2) − m̄G. On the other hand, there are exactly m̄G cycles in B� that
are not contained in M and hence |BM | = µ(G�K2) − m̄G = µ(M), i.e., BM is a cycle
basis of M . This finishes the proof of the theorem.

We easily can generalize Theorem 6.10 to arbitrary isometric subgraphs of G�K2.

Theorem 6.14. Let G be a graph such that every isometric subgraph has a convex cycle
basis. Then every isometric subgraph of G�K2 also has a convex cycle basis.

Proof. Let H be an isometric subgraph of G�K2. By Lemma 6.5, G′ = πG(H) is an
isometric embedding into G and thus has a convex cycle basis by our assumptions. Hence
by Theorem 6.10 every isometric subgraph M of G′�K2 ⊆ G�K2 has a convex cycle
basis.

Theorem 6.14 has quite strong implications. A d-dimensional hypercube is the d-fold
product of K2 by itself, Qd = �di=1K2. Partial cubes are isometric subgraphs of Qd and
form a very rich graph class that contains hypercubes, trees, median graphs, tope graphs
of oriented matroids, benzenoid graphs, tiled partial cubes, netlike partial cubes, and flip
graphs of point sets that have no empty pentagons; see [30, 31] and references therein. As
K2 has a convex cycle basis (namely ∅) we immediately obtain the following results by a
recursive application of Theorem 6.14.

Theorem 6.15. Partial cubes have a convex cycle basis.
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Theorem 6.16. Let G be a graph such that every isometric subgraph has a convex cycle
basis and let Q be any partial cube. Then every isometric subgraph of G�Q has a convex
cycle basis.

Proof. Let G be as claimed. Theorem 6.14 implies that every isometric subgraph of
G�K2� · · ·�K2 = G�Qn has a convex cycle basis. Lemma 6.7 implies that G�Q is an
isometric subgraph ofG�Qn. Moreover, Lemma 5.1 implies that every isometric subgraph
of G�Q is an isometric subgraph of G�Qn and thus, has a convex cycles basis.

Figure 4 shows that the class covered by Theorem 6.16 is much larger than the class
of partial cubes. Recall that partial cubes are characterized by the so-called Djoković-
Winkler-Relation Θ: Two edges e = {u, v} and f = {x, y} are in relation Θ, (ef) ∈ Θ, if
dist(u, x) + dist(v, y) 6= dist(u, y) + dist(v, x). A graph is a partial cube if and only if it
is bipartite and the relation Θ is an equivalence relation [47].

e1

e2

e3

Figure 4: Observe that (e1e2) ∈ Θ and (e2e3) ∈ Θ, but (e1e3) 6∈ Θ. Thus Θ is not an
equivalence relation. Therefore, this bipartite graph is not a partial cube. However, it has a
convex cycle base consisting of the three planar faces.

It seems natural that Theorem 6.16 should remain true also for a more general type of
Cartesian products. We state this as

Conjecture 6.17. Let G1 and G2 be graphs such that each of their isometric subgraphs
have convex cycle bases. Then every isometric subgraph of G1�G2 has a convex cycle
basis.

A further step towards a proof of this conjecture is given by the following special case:

Theorem 6.18. Let G be a graph such that every isometric subgraph has a convex cycle
basis and let Cn be an elementary cycle. Then every isometric subgraph of G�Cn has a
convex cycle basis.

Notice that this theorem is an immediate corollary of Theorem 6.16 if n is even since
cycles of even length are partial cubes [30, 45]. The proof of the general case is present
after Lemma 6.19 below. For this purpose we first have to introduce a graph operation for
the case when C is a cycle of odd length. So assume that C = C2k−1 for some integer
k ≥ 2. First fix three vertices u, v, w ∈ V (C) with {u, v}, {v, w} ∈ E(C2k−1). Create a
new cycle C ′ ∼= C2k by splitting vertex v, that is, replace v by two vertices v′ and v′′ and
the edges {u, v}, {v, w} by three edges {u, v′}, {v′, v′′}, {v′′, w}.

This splitting operation can be generalized to subgraphs F of G�C. In essence,
we replace F ∩ Gv by (F ∩ Gv)�K2. In more detail, we introduce the graph opera-
tions Υ and its converse Υ∗ as follows: For a fixed vertex v ∈ C, and any subgraph
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F ⊆ G�C, we obtain the subgraph Υ(F ) ⊆ G�C ′ by splitting all vertices (x, v) ∈ F
with x ∈ G in the following way: Replace vertex (x, v) by (x, v′) and (x, v′′), and replace
the edges {(x, u), (x, v)}, {(x, v), (x,w)}, and {(x, v), (y, v)}, when present, by the cor-
responding edges {(x, u), (x, v′)}, {(x, v′), (x, v′′)}, {(x, v′′), (x,w)}, {(x, v′), (y, v′)}
and {(x, v′′), (y, v′′)}. Conversely, for a subgraph F ′ ⊆ B�C ′ we obtain the subgraph
Υ∗(F ′) ⊆ G�C by contracting all edges {(x, v′), (x, v′′)} ∈ E(G�C ′) and remove pos-
sible double edges. This construction in particular has the property that Υ(G�C) = G�C ′

and Υ∗(G�C ′) = G�C.

Lemma 6.19. Let C = C2k−1 be an elementary cycle of odd length 2k − 1. If P is a
shortest xy-path in G�C, then Υ(P ) contains a shortest x′y′-path P ′ in G�C ′ where x′

and y′ are vertices in Υ(x) and Υ(y), resp.

Proof. Let x = (xG, xC) and y = (yG, yC) be two vertices in G�C and let x′ =
(x′G, x

′
C′) and y′ = (y′G, y

′
C′) be two vertices in Υ(x) and Υ(y), resp. Let P ′ be a shortest

x′y′-path in Υ(P ). We have to show that P ′ is also a shortest x′y′-path in G�C ′. Ob-
serve that Lemma 6.4 implies that |πG(P )| = |πG(P ′)| and |πC(P )| = |πC′(P ′)| − δ(P ′)
where δ(P ′) = 1 if πC′(P ′) contains edge {v′, v′′} and δ(P ′) = 0 otherwise. More-
over, distC(xC , yC) ≤ k − 1 and distC′(x′C′ , y′C′) ≤ k. Now suppose that P ′ is not
a shortest x′y′-path in G�C ′. Then there exists a x′y′-path P ′′ that is strictly shorter
than P ′, that is, |πC′(P ′′)| < |πC′(P ′)| ≤ k. As P is a shortest xy-path we have
|πC(Υ∗(P ′′))| = |πC(Υ∗(P ′))| = |πC(P )| ≤ k−1. Again |πC(Υ∗(P ′′))| = |πC′(P ′′)|−
δ(P ′′). Consequently πC′(P ′′) must contain edge {v′, v′′}while πC′(P ′) must not. There-
fore πC′(P ′′) ∩ πC′(P ′) ∼= C ′. However |πC′(P ′′)|+ |πC′(P ′)| < k + k = 2k = |C ′|, a
contradiction. This completes the proof.

Proof of Theorem 6.18. Let C be an odd cycle. Thus C ′ is even and hence a partial cube.
Lemma 6.19 implies that Υ(M) is an isometric subgraph of G�C ′ if M is an isometric
subgraph in G�C. In this case, Υ(M) has a convex cycle basis B′. Now consider a
convex cycle D′ ∈ B′. Lemma 6.11 implies that Υ∗(D′) is either an elementary cycle or
Υ∗(D′) is a single edge in layer Gv . The latter happens if and only if D′ contains edges
{(x, v′), (x, v′′)} and {(y, v′), (y, v′′)}. In this caseD′ must be a convex quadrangle. There
are |E(M ∩Gv)| quadrangles of this type, and they form an linearly independent set Q of
convex cycles. Thus we can assume, w.l.o.g., that they all are contained in B′. Lemma 6.19
implies that Υ∗(D′) is a convex subgraph of M . Thus let

B :=
{

Υ∗(D′)
∣∣D′ ∈ B′ and Υ∗(D′) is an elementary cycle

}
.

The cycles in B are linearly independent: Consider any linear combination of the form∑
i λiΥ

∗(D′i) = 0. It follows that there is a corresponding linear combination
∑
i λiD

′
i =∑

j ξjQj , where Qj ∈ Q is a quadrangle that is contracted to 0 by Υ∗. Since B′ is linearly
independent by assumption, all ξj and λi must be 0, however.

It remains to show that |B| = µ(M). Observe that Υ(M) contains the subgraph in-
duced by vertices (x, v′) and (x, v′′) if (v, x) ∈ V (M) for some x ∈ G. Otherwise
Υ(M) contains none of these two vertices. Thus we find for the cyclomatic number
µ(M) = µ(Υ(M)) − |E(M ∩ Gv)|. On the other hand |B| = |B′| − |E(M ∩ Gv)| =
µ(Υ(M))− |E(M ∩Gv)| = µ(M). This completes the proof.
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7 Convex Eulerian graphs that are not cycles
Convex cycles need not be elementary, even though they are necessarily connected whenG
is connected. Furthermore, the elementary cycles whose union forms convex Eulerian sub-
graph need not be convex themselves. An example is the K2,4, which can be decomposed
into two elementary but not convex squares. In fact, the sum of convex cycles typically is
not convex:

Lemma 7.1. Let C1 and C2 be two convex cycles in G. If C1 ⊕ C2 is 2-connected, then
C1 ⊕ C2 is not convex.

Proof. If C1 ⊕ C2 is 2-connected, then it contains at least two distinct vertices u, v ∈
V (C1) ∩ V (C2). Since C1 ∩ C2 is also convex, it contains the set of all shortest uv-path
which cannot be empty as u 6= v. Consequently, C1⊕C2 = (C1 ∪C2) \ (C1 ∩C2) cannot
contain any of these shortest path and is thus not convex.

If C1 ⊕ C2 is convex for two convex cycles C1 and C2, then C1 ⊕ C2 = C1 ∪ C2 and
connected (but not 2-connected). Thus V (C1)∩ V (C2) consists of a single vertex. Notice,
however, that even then C1 ⊕ C2 need not be convex.

One may ask, therefore, whether the cycle space of a graph that does not have a convex
cycle basis nevertheless may have a basis consisting of convex Eulerian subgraphs. The
example in Figure 5 shows that this is indeed possible.

Figure 5: The 6 triangles and the whole graph are all convex cycles and form a cycle basis.
However, there is no convex cycle basis according to Definition 1.1: none of the elementary
cycle that pass through the square node is convex.
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[6] M. Changat, S. Klavžar, H. M. Mulder and A. Vijayakumar, Convexity in discrete structures,
Ramanujan Mathematical Society Lecture Notes Series, Vol. 5, International Press of Boston,
2010.

[7] M. Changat, H. M. Mulder and G. Sierksma, Convexities related to path properties on graphs,
Discrete Math. 290 (2005), 117–131.

[8] M. Changat, G. N. Prasanth and J. Mathews, Triangle path transit functions, betweenness and
pseudo-modular graphs, Discrete Math. 309 (2009), 1575–1583.

[9] W.-K. Chen, On vector spaces associated with a graph, SIAM J. Appl. Math. 20 (1971), 525–
529.

[10] D. M. Chickering, D. Geiger and D. Heckerman, On finding a cycle basis with a shortest
maximal cycle, Inform. Processing Let. 54 (1994), 55–58.

[11] L. O. Chua and L. Chen, On optimally sparse cycle and coboundary basis for a linear graph,
IEEE Trans. Circuit Theory 20 (1973), 54–76.

[12] E. W. Dijkstra, A note on two problems in connexion with graphs, Numerische Mathematik 1
(1959), 269–271.

[13] M. C. Dourado, F. Protti and J. L. Szwarcfiter, Complexity results related to monophonic con-
vexity, Discr. Appl. Math. 158 (1268–1274), 2010.

[14] M. C. Dourado, D. Rautenbach and P. M. Schäfer, On finite convexity spaces induced by sets
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[31] S. Klavžar and S. Shpectorov, Convex excess in partial cubes, J. Graph Theory 69 (2012),
356–369.

[32] K. Klemm and P. F. Stadler, A note on fundamental, non-fundamental, and robust cycle bases.,
Discr. Appl. Math. 157 (2009), 2432–2438.

[33] K. A. Lehmann and S. Kottler, Visualizing large and complex networks, in: M. Kaufmann
and D. Wagner (eds.), Graph Drawing: 14th International Symposium, GD 2006, Karlsruhe,
Springer, Berlin, Heidelberg, volume 4372 of Lect. Notes Comp. Sci., 2007, pp. 240–251.

[34] S. Lemieux and F. Major, Automated extraction and classification of RNA tertiary structure
cyclic motifs, Nucleic Acids Res. 34 (2006), 2340–2346.

[35] J. Leydold and P. F. Stadler, Minimal cycle basis of outerplanar graphs, Elec. J. Comb. 5 (1998),
209–222, #R16, 14 p.

[36] C. Liebchen and L. Peeters, Integral cycle bases for cyclic timetabling, Discrete Optimization
6 (2009), 98–109.

[37] C. Liebchen and R. Rizzi, Classes of cycle bases, Discr. Appl. Math. 155 (2007), 337–355.
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Appendix A: Modified Dijkstra Algorithm
A shortest path algorithm that keeps track of the multiplicity of shortest paths and keeps
some backtracing information is required as a pre-processing step in the computation of
convex cycle bases. We use a modified version of Dijkstra’s approach [12]. Let `(x, y)
denote the length of the edge {x, y} in G, dxy = distG(x, y) is the length and Sxy is the
number of shortest paths in between x and y, πsx is the predecessor of x along the unique
shortest path from s to x, and πsx = ∅ otherwise. Q denotes a priority queue sorted by dsx
for fixed s.
Input: G = (V,E, `) /∗ an edge-weighted graph ∗/
Output: Matrices [Sxy], [dxy], and [πxy].

1: for all s ∈ V do
2: /∗ Modified Dijkstra algorithm ∗/
3: for all v ∈ V do
4: dsv =∞; Ssv = 0; πsv = ∅
5: dss = 0; Sss = 0; πss = s
6: Q← V ;
7: while (Q 6= ∅) do
8: u := vertex with smallest dsu.
9: if (dsu =∞) then

10: break /∗ G not connected ∗/
11: remove u from Q
12: for all neighbors v ∈ Q ∩N(u) of u do
13: t := dsu + `(u, v)
14: if (dsv = t) then
15: Ssv := Ssv + 1; πs,v = ∅ /∗ more than one shortest path ∗/
16: if (dsv > t) then
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17: dsv := t; Ssv := 1; πsv = u

The algorithm runs in O(|V |(|E| + |V | log |V |)) when the min-priority queue Q is
implemented by means of a Fibonacci heap [16]. The modifications do not change the
asymptotic complexity of the algorithm.
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Abstract

We give some insight into Tutte’s definition of internally and externally active edges
for spanning forests. Namely we prove, that every edge subset can be constructed from the
edges of exactly one spanning forest by deleting a unique subset of the internally active
edges and adding a unique subset of the externally active edges.

Keywords: Spanning forests, edge subsets, Tutte polynomial.

Math. Subj. Class.: 05C30, 05C31

1 Introduction
The Tutte polynomial originally defined by a sum over spanning forests using (the number
of) internally and externally active edges [12], can also be given as a sum over edge subsets
[14, Equation (9.6.2)]. We show how both representations, as sum over spanning forests
and as sum over edge subsets, are directly connected to each other.

Namely we prove, that every edge subset can be constructed from the edges of exactly
one spanning forest by deleting a unique subset of the internally active edges and adding a
unique subset of the externally active edges.

While seeking a generalization to matroids we observed that the statement is already
given by Björner [4, Proposition 7.3.6]. It seems that this result is not well known in
graph theory. Hence we state it explicitly in the special case of graphs and verify it graph-
theoretically.

We apply this in some direct proofs for the equivalence of different representations
of the Tutte polynomial, the chromatic polynomial, the reliability polynomial and the
weighted graph polynomial.

Definition 1.1. A graph G = (V,E) is an ordered pair of a set V , the vertex set, and a
multiset E, the edge set, such that the elements of the edge set are one- and two-element
subsets of the vertex set, e ∈

(
V
1

)
∪
(
V
2

)
for all e ∈ E.
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For a graphG = (V,E), we denote the number of connected components ofG by k(G)
and refer to G with the edge e ∈ E deleted and with the edge f ∈

(
V
1

)
∪
(
V
2

)
added by

G−e and G+f , respectively.

Definition 1.2. Let G = (V,E) be a graph and A ⊆ E an edge subset of G. A graph
G〈A〉 = (V,A) is a spanning subgraph ofG. A tree T = (V,A) is a spanning tree ofG. A
forest F = (V,A) is a spanning forest ofG, if k(G) = k(F ). The set of spanning trees and
the set of spanning forests of the graph G are denoted by T (G) and F(G), respectively.

While the term “spanning tree” is unambiguous, the term “spanning forest” is not,
because not every spanning subgraph, which is a forest, is a “spanning forest”. A spanning
forest is the union of spanning trees of each connected component.

In the following we consider graphs G = (V,E) with a linear order < on the edge
set E. This linear order can be represented by a bijection β : E → {1, . . . , |E|} for all
e, f ∈ E with

e < f ⇔ β(e) < β(f). (1.1)

Definition 1.3 (Section 3 in [12]). Let G = (V,E) be a graph with a linear order < on the
edge set E and F = (V,A) ∈ F(G) a spanning forest of G. An edge e ∈ A is internally
active in F with respect to G and <, if there exists no edge f ∈ E \A, such that e < f and
F−e+f ∈ F(G). We denote the set of internally active edges and the number of internally
active edges of F with respect to G and < by Ei(F,G,<) and i(F,G,<), respectively.

An edge e in the spanning forest F is internally active, if it is the maximal edge of
all edges in the cut crossed by itself (connecting the vertices in the connected components
arising by deleting e from F ). In other words, the edge e can not be replaced by a greater
edge (not in the spanning forest), such that F remains a spanning forest.

Definition 1.4 (Section 3 in [12]). Let G = (V,E) be a graph with a linear order < on
the edge set E and F = (V,A) ∈ F(G) a spanning forest of G. An edge f ∈ E \ A is
externally active in F with respect to G and <, if there exists no edge e ∈ A, such that
f < e and F−e+f ∈ F(G). We denote the set of externally active edges and the number
of externally active edges of F with respect to G and < by Ee(F,G,<) and e(F,G,<),
respectively.

An edge f not in the spanning forest is externally active, if it is the maximal edge of all
edges in the cycle closed by itself. In other words, there is no greater edge (in the spanning
forest), which can be replaced by f , such that F remains a spanning forest.

Definition 1.5 (Section 3 in [12]). Let G = (V,E) be a graph with a linear order < on the
edge set E. The Tutte polynomial is defined as

T (G, x, y) =
∑

F∈F(G)

xi(F,G,<)ye(F,G,<). (1.2)

The primal usage of “a linear order on the edge set” seems to be by Whitney [18,
Section 7]. Internally and externally active edges were probably first defined by Tutte
[12, Section 3] to state the Tutte polynomial. This polynomial was originally introduced
under the name “dichromate” for connected graphs [12, Equation (13)] and extended to
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disconnected graphs by the multiplicativity with respect to components [12, Equation (18)].
It was shown, that the value of the polynomial is independent of the linear order on the edge
set [12, page 85-88]. For some background to the definition of internally and externally
active edges and the Tutte polynomial we refer to [1, 9, 15]. For surveys on the Tutte
polynomial and its applications we refer to [5, 7, 11].

2 Main theorem
The spanning forests and their internally and externally active edges can be used to generate
all edge subsets. We use the disjoint union ", the union of pairwise disjoint sets, in the
statement of this main theorem below to indicate its bijectivity.

Theorem 2.1. Let G = (V,E) be a graph with a linear order < on the edge set E. Then

#
F=(V,Af )∈F(G)

#
Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

{(Af \Ai) ∪Ae} =
⋃

A⊆E

{A} = 2E . (2.1)

Proof. We prove that the function m : {(Af , Ai, Ae) | F = (V,Af ) ∈ F(G), Ai ⊆
Ei(F,G,<), Ae ⊆ Ee(F,G,<)} → 2E with m((Af , Ai, Ae)) = (Af \ Ai) ∪ Ae is a
bijection.

First, we show that the function m is injective by an indirect proof. Assume it is not,
that means there are two different triplesA1 = (A1

f , A
1
i , A

1
e) andA2 = (A2

f , A
2
i , A

2
e), such

that m(A1) = m(A2) = A.
If A1 6= A2, then A1

f 6= A2
f , because otherwise A1

i = A1
f \ A = A2

f \ A = A2
i and

A1
e = A \A1

f = A \A2
f = A2

e and the triples would not be different.
As A1

f and A2
f are the edges of different spanning forests, there is an edge g ∈

A1
f \ A2

f . Furthermore, for any choice of g, there is an edge h ∈ A2
f \ A1

f , such that
(V,A1

f )−g+h, (V,A
2
f )−h+g ∈ F(G). (There is at least one edge in the path connecting

the incident vertices of g in (V,A2
f ), which is in the cut crossed by g in (V,A1

f ). These
conditions ensure that we can “compare” the edges g and h, because g is in the cycle closed
by adding h to A1

f and, equivalently, in the cut crossed by h in A2
f , and vice versa.)

We distinguish whether g (g ∈ A1
f but g /∈ A2

f ) and h (h /∈ A1
f but h ∈ A2

f ) are in A or
not:

• Case 1: g ∈ A, h ∈ A: We have a contradiction by

– g ∈ A⇒ g ∈ A2
e ⇒ h < g,

– h ∈ A⇒ h ∈ A1
e ⇒ g < h.

• Case 2: g ∈ A, h /∈ A: We have a contradiction by

– g ∈ A⇒ g ∈ A2
e ⇒ h < g,

– h /∈ A⇒ h ∈ A2
i ⇒ g < h.

• Case 3: g /∈ A, h ∈ A: We have a contradiction by

– g /∈ A⇒ g ∈ A1
i ⇒ h < g,

– h ∈ A⇒ h ∈ A1
e ⇒ g < h.
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• Case 4: g /∈ A, h /∈ A: We have a contradiction by

– g /∈ A⇒ g ∈ A1
i ⇒ h < g,

– h /∈ A⇒ h ∈ A2
i ⇒ g < h.

Consequently there are no such triples A1 and A2, hence the function m is injective.
Second, we show that the functionm is surjective by proving that for each edge setA ⊆

E there is a spanning forest F ∈ F(G) and a triple (Af , Ai, Ae) with F = (V,Af ), Ai ⊆
Ei(F,G,<), Ae ⊆ Ee(F,G,<) such that m((Af , Ai, Ae)) = A.

We arrange the edges of A and E \A in a sequence e1, . . . , e|E|, such that the edges of
A appear before the edges of E \ A, that the edges of A are increasing, and that the edges
of E \A are decreasing, both with respect to <.

We start with the edgeless graph on the vertex set V and successively add the edges of
E as they appear in the sequence to the graph, if the graph remains cycle-free. That means
G0 = (V, ∅) and for i ∈ {1, . . . , |E|} we have

Gi =

{
Gi−1

+ei if Gi−1
+ei is a forest,

Gi−1 if Gi−1
+ei is not a forest.

Thus, G|E| = F = (V,Af ) ∈ F(G) is a spanning forest of G.
An edge, which is in A but not in Af , is not added to Gi, meaning that it would close a

cycle consisting of earlier added and thus lesser edges ofA, hence this edge is an externally
active edge (maximal edge of the cycles closed by itself), A \Af = Ae ⊆ Ee(F,G,<).

An edge, which is not in A but in Af , is added to Gi, meaning that it is the first and
thus greatest edges of E \A crossing the according cut and hence this edge is an internally
active edge (maximal edge of the cut crossed by itself), Af \A = Ai ⊆ Ei(F,G,<).

Consequently, for each edge subset A ⊆ E there is a spanning forest F ∈ F(G)
and an according triple (Af , Ai, Ae) with (Af \ Ai) ∪ Ae = A, hence the function m is
surjective.

Corollary 2.2. LetG = (V,E) be a graph with a linear order< on the edge setE,A ⊆ E
an edge subset of G and f(G,A) a function mapping in a commutative semigroup. Then∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

f(G,A) =
∑
A⊆E

f(G,A). (2.2)

Proof. The equation follows directly from Theorem 2.1.

Corollary 2.3 (Theorem 3 in [7]). Let G = (V,E) be a graph with a linear order < on the
edge set E. Then ∑

F∈F(G)

2i(F,G,<)+e(F,G,<) = 2|E|. (2.3)

Proof. The equation follows directly from Corollary 2.2 with f(G,A) = 1.



M. Trinks: From spanning forests to edge subsets 145

To apply Theorem 2.1, the following lemma stating some kind of independence of the
internally and externally active edges of a given spanning forest seems useful: Deleting
an internally active edge splits a connected component, which can not be reconnected by
adding externally active edges. Adding an externally active edge connects vertices already
connected by a path, which can not be destroyed by deleting internally active edges.

Lemma 2.4. Let G = (V,E) be a graph with a linear order < on the edge set E and
F ∈ F(G) a spanning forest of G. For all e ∈ Ei(F,G,<) and f ∈ Ee(F,G,<) it holds

k(F ) = k(F+f ) > k(F−e+f ) = k(F−e) = k(F )− 1. (2.4)

Proof. The first part, k(F ) = k(F+f ) > k(F−e) = k(F ) − 1, follows directly from the
definition of a spanning forest. The idea to prove the rest, k(F−e+f ) = k(F−e), is already
used in the case distinction in the proof of Theorem 2.1: The edge f can not reconnect the
connected components arising from the deletion of e, because otherwise each of the two
edges must be greater than the other.

3 Applications of the main theorem
As an application of Theorem 2.1 we prove the equivalence of representations using sums
over spanning forests/trees (spanning forest/tree representation) and sums over edge sub-
sets (edge subset representation) for the Tutte polynomial, the chromatic polynomial, the
reliability polynomial and (a derivation of) the weighted graph polynomial.

3.1 Edge subset representation of the Tutte polynomial

The edge subset representation of the Tutte polynomial was first given by Tutte stating the
relation to the dichromatic polynomial [13, Equation (21)]. In this article, the dichromatic
polynomial is defined by an edge subset representation and it is shown, that it satisfies re-
currence relations [13, Equations (18) - (20)] analogous to the recurrence relations satisfied
by the Tutte polynomial [12, Equations (18) - (20)].

Theorem 3.1 (Equation (9.6.2) in [14]). Let G = (V,E) be a graph with a linear order <
on the edge set E. The Tutte polynomial has the edge subset representation

T (G, x, y) =
∑
A⊆E

(x− 1)k(G〈A〉)−k(G)(y − 1)|A|−|V |+k(G〈A〉). (3.1)

Proof. First, we expand the definition of the Tutte polynomial (Definition 1.5) using the
binomial theorem:

T (G, x, y) =
∑

F∈F(G)

xi(F,G,<)ye(F,G,<)

=
∑

F∈F(G)

(x− 1 + 1)|Ei(F,G,<)|(y − 1 + 1)|Ee(F,G,<)|

=
∑

F∈F(G)

∑
Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

(x− 1)|Ai|(y − 1)|Ae|.

Second, we represent for each spanning forest F the number of internally and externally
active edges in terms of the graph G and the spanning subgraph G〈A〉 = (V,A) with
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A = (Af \Ai) ∪Ae using Lemma 2.4: If G〈A〉 has more connected components than the
graph G, each “additional” connected component results from deleting an internally active
edge, i.e., |Ai| = k(G〈A〉)−k(G). IfG〈A〉 is not a forest, each “additional” edge (closing
a cycle) results from adding an externally active edge, i.e., |Ae| = |A| − |V | + k(G〈A〉).
Thus we have

T (G, x, y) =
∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

(x− 1)|Ai|(y − 1)|Ae|

=
∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

(x− 1)k(G〈A〉)−k(G)(y − 1)|A|−|V |+k(G〈A〉).

Finally, the statement follows by Corollary 2.2:

T (G, x, y) =
∑
A⊆E

(x− 1)k(G〈A〉)−k(G)(y − 1)|A|−|V |+k(G〈A〉).

3.2 Spanning forest representation of the chromatic polynomial

Definition 3.2 ([3]). Let G = (V,E) be a graph. The chromatic polynomial χ(G, x) is the
number of proper (vertex) colorings of G with at most x colors.

The spanning forest representation of the chromatic polynomial can be easily derived
from its relation to the Tutte polynomial, which follows from the recurrence relations both
polynomials satisfy. But the direct proof points out more clearly why internally and exter-
nally active edges make different contributions to the chromatic polynomial.

Theorem 3.3 (Theorem 14.1 in [2]). Let G = (V,E) be a graph with a linear order < on
the edge set E. The chromatic polynomial has the spanning forest representation

χ(G, x) = (−1)|V |(−x)k(G)
∑

F∈F(G)
e(F,G,<)=0

(1− x)i(F,G,<). (3.2)

Proof. We start with the representation of the chromatic polynomial as sum over edge
subsets [17, Section 2] and apply Corollary 2.2:

χ(G, x) =
∑
A⊆E

xk(G〈A〉)(−1)|A|

=
∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

xk(G〈A〉)(−1)|A|.

First, we analyze the contribution of the externally active edges Ae ⊆ Ee(F,G,<)
to the term xk(G〈A〉)(−1)|A|: Each externally active edge f ∈ Ee(F,G,<) contributes
(independently) the factor −1 if f ∈ Ae (the number of connected components is not
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influenced), and the factor 1 otherwise:

χ(G, x) =
∑

F=(V,Af )∈F(G)

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

xk(G〈A
′∪Ae〉)(−1)|A

′∪Ae|

=
∑

F=(V,Af )∈F(G)

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

xk(G〈A
′〉)(−1)|A

′|(−1)|Ae|

=
∑

F=(V,Af )∈F(G)

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)

xk(G〈A
′〉)(−1)|A

′|
∑

Ae⊆Ee(F,G,<)

(−1)|Ae|

=
∑

F=(V,Af )∈F(G)

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)

xk(G〈A
′〉)(−1)|A

′|(1− 1)e(F,G,<)

=
∑

F=(V,Af )∈F(G)
e(F,G,<)=0

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)

xk(G〈A
′〉)(−1)|A

′|.

Second, we analyze the contribution of the internally active edges Ai ⊆ Ei(F,G,<)
to the term xk(G〈A〉)(−1)|A|: Each internally active edge e ∈ Ei(F,G,<) contributes
(independently) the factor−x if e ∈ Ai (the number of connected components is increased
by 1), and the factor 1 otherwise:

χ(G, x) =
∑

F=(V,Af )∈F(G)
e(F,G,<)=0

∑
Ai⊆Ei(F,G,<)

xk(G〈Af\Ai〉)(−1)|Af\Ai|

=
∑

F=(V,Af )∈F(G)
e(F,G,<)=0

∑
Ai⊆Ei(F,G,<)

xk(G〈Af 〉)x|Ai|(−1)|Af |(−1)|Ai|

=
∑

F∈F(G)
e(F,G,<)=0

xk(G)(−1)|V |−k(G)
∑

Ai⊆Ei(F,G,<)

(−x)|Ai|

= (−1)|V |(−x)k(G)
∑

F∈F(G)
e(F,G,<)=0

(1− x)i(F,G,<).

The proof above also “includes” the Broken-cycle Theorem [18, Section 7], [6, Theo-
rem 2.3.1]: The edge subsets not including any broken cycle are exactly the edge subsets
resulting from spanning forests having no externally active edges by deleting a subset of
internally active edges. Hence the Broken-cycle Theorem can be stated as

χ(G, x) =
∑

F=(V,Af )∈F(G)
e(F,G,<)=0

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)

xk(G〈A
′〉)(−1)|A

′| (3.3)

=
∑

F=(V,Af )∈F(G)
e(F,G,<)=0

∑
A′=Af\Ai

Ai⊆Ei(F,G,<)

x|V |−|A
′|(−1)|A

′|. (3.4)
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The connection between the spanning forest representation and the Broken-cycle The-
orem is also given in [1].

3.3 Spanning tree representation of the reliability polynomial

The set of connected spanning subgraphs of a connected graph can be enumerated from
the spanning trees by only adding externally active edges. We apply this insight to obtain a
spanning tree representation of the reliability polynomial.

For a statement S, let [S] equal 1, if S is true, and 0 otherwise [8].

Lemma 3.4 (Section 5, Item (19) in [16]). Let G = (V,E) be a graph with a linear order
< on the edge set E. The generating function (in the indeterminant y) for the number of
connected spanning subgraphs S(G, y) has the spanning tree representation

S(G, y) =
∑
A⊆E

[k(G〈A〉) = 1]y|A| (3.5)

= y|V |−1
∑

T∈T (G)

(1 + y)e(T,G,<). (3.6)

Proof. We start by applying Corollary 2.2:

S(G, y) =
∑
A⊆E

[k(G〈A〉) = 1]y|A|

=
∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

[k(G〈A〉) = 1]y|A|.

The spanning subgraphG〈A〉 is connected only if the graphG is connected, that means
the spanning forests are spanning trees with |V |−1 edges, and if no (internally active) edge
is deleted from the spanning tree. It follows:

S(G, y) =
∑

T=(V,At)∈T (G)

∑
A=At∪Ae

Ae⊆Ee(T,G,<)

y|A|

=
∑

T=(V,At)∈T (G)

∑
Ae⊆Ee(T,G,<)

y|At|y|Ae|

=
∑

T=(V,At)∈T (G)

y|At|
∑

Ae⊆Ee(T,G,<)

y|Ae|

= y|V |−1
∑

T∈T (G)

(1 + y)e(T,G,<).

The probability, that all vertices of a graph are connected, if all edges of the graph are
independently available with a probability p, is a polynomial in p, the reliability polynomial
R(G, p) [7, 16].

Definition 3.5. Let G = (V,E) be a graph. The reliability polynomial is defined as

R(G, p) =
∑
A⊆E

[k(G〈A〉) = 1] p|A|(1− p)|E\A|. (3.7)
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Theorem 3.6 (Section 5, Item (15) in [16]). Let G = (V,E) be a graph with a linear
order < on the edge set E. The reliability polynomial R(G, p) has the spanning tree
representation

R(G, p) = (1− p)|E|−|V |+1p|V |−1
∑

T∈T (G)

1

(1− p)e(T,G,<)
. (3.8)

Proof. We rewrite the definition of the reliability polynomial using S(G, y):

R(G, p) =
∑
A⊆E

[k(G〈A〉) = 1]p|A|(1− p)|E\A|

=
∑
A⊆E

[k(G〈A〉) = 1]

(
p

1− p

)|A|
(1− p)|E|

= (1− p)|E|S
(
G,

p

1− p

)
.

From this the statement follows directly by Lemma 3.4.

3.4 Spanning forest representation of a derivation of the weighted graph polynomial

For the graph polynomials above it was possible to derive a spanning forest/tree repre-
sentation that depends only on the number of internally and externally active edges, inde-
pendently of the corresponding edge sets. Obviously, this is not possible for every graph
polynomial, also not for those having an edge subset representation.

The graph polynomial U ′(G, x̄, y), a derivation of the weighted graph polynomial
U(G, x̄, y) [10], is an example where only the contribution of the externally active edges
can be summed up.

Definition 3.7. Let G = (V,E) be a graph and x̄ = (x1, . . . , x|V |). The graph polynomial
U ′(G, x̄, y) is defined as

U ′(G, x̄, y) =
∑
A⊆E

|V |∏
i=1

x
ki(G〈A〉)
i y|A|, (3.9)

where ki(G) denotes the number of connected components including exactly i vertices.

Theorem 3.8. Let G = (V,E) be a graph with a linear order < on the edge set E and
x̄ = (x1, . . . , x|V |). The (derivation of the) weighted graph polynomial U ′(G, x̄, y) has
the spanning forest representation

U ′(G, x̄, y) =
∑

F=(V,Af )∈F(G)

∑
A=Af\Ai

Ai⊆Ei(F,G,<)

|V |∏
i=1

x
ki(G〈A〉)
i y|A|(1 + y)e(F,G,<), (3.10)

where ki(G) denotes the number of connected components including exactly i vertices.
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Proof. We start by applying Corollary 2.2 and then sum up the contribution of the exter-
nally active edges (as in the proofs above):

U ′(G, x̄, y) =
∑
A⊆E

|V |∏
i=1

x
ki(G〈A〉)
i y|A|

=
∑

F=(V,Af )∈F(G)

∑
A=(Af\Ai)∪Ae

Ai⊆Ei(F,G,<)
Ae⊆Ee(F,G,<)

|V |∏
i=1

x
ki(G〈A〉)
i y|A|

=
∑

F=(V,Af )∈F(G)

∑
A=Af\Ai

Ai⊆Ei(F,G,<)

|V |∏
i=1

x
ki(G〈A〉)
i y|A|(1 + y)e(F,G,<).
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Abstract

The revised Szeged index is a molecular structure descriptor equal to the sum of prod-
ucts [nu(e) + n0(e)/2]× [nv(e) + n0(e)/2] over all edges e = uv of the molecular graph
G, where n0(e) is the number of vertices equidistant from u and v, nu(e) is the number
of vertices whose distance to vertex u is smaller than the distance to vertex v and nv(e) is
defined analogously. In this paper, new formula for computing this molecular descriptor is
presented by which it is possible to reprove most of results given in [M. Aouchiche and P.
Hansen, On a conjecture about the Szeged index, European J. Combin. 31 (2010), 1662–
1666]. We also present an edge version of this graph invariant. At the end of the paper an
open question is presented.

Keywords: Szeged index, edge Szeged index, revised Szeged index, edge revised Szeged index.

Math. Subj. Class.: 05C12

1 Introduction
We first describe some notations which will be kept throughout. Let G be a simple graph
with vertex set V (G) and edge set E(G). If e = uv ∈ E(G) then d(u, v) stands for the
distance between u and v in G. A topological index is a graph invariant applicable in
chemistry. A topological index χ is called distanced-based, if χ is related to the distance
function d(−,−). The first use of a distance-based topological index occurred in the year
1947 in a seminal paper by an American chemist Harold Wiener [14].

Suppose G is a connected graph and e = uv ∈ E(G). The quantities n0(e), nu(e)
and nv(e) are defined to be the number of vertices equidistant from u and v, the number of
vertices whose distance to vertex u is smaller than the distance to vertex v and the number
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cb This work is licensed under http://creativecommons.org/licenses/by/3.0/
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of vertices closer to v than u, respectively. Similarly, the quantities m0(e), mu(e) and
mv(e) are defined to be the number of edges equidistant from u and v, the number of
edges whose distance to vertex u is smaller than the distance to vertex v and the number of
edges closer to v than u, respectively. Here, for an edge e = xy and vertex u, the distance
between e and u is defined as dG(e, u) = Min{dG(x, u), dG(y, u)}.

The Szeged, edge Szeged, edge-vertex Szeged, vertex-edge Szeged, revised Szeged
and edge revised Szeged indices of G are defined as follows:

Sz(G) =
∑
e=uv

[nu(e)× nv(e)],

Sze(G) =
∑
e=uv

[mu(e)×mv(e)],

Szev(G) = 1/2
∑
e=uv

[mu(e)× nv(e) +mv(e)× nu(e)],

Szve(G) = 1/2
∑
e=uv

[mu(e)× nu(e) +mv(e)× nv(e)],

Sz∗(G) =
∑
e=uv

[(nu(e) + n0(e)/2)× (nv(e) + n0(e)/2)],

Sz∗e (G) =
∑
e=uv

[(mu(e) +m0(e)/2)× (mv(e) +m0(e)/2)].

It is worth mentioning here that the Szeged index was introduced by Ivan Gutman [4]
and the name Szeged index was given in [5]. For the mathematical properties of this topo-
logical index we refer to [3, 9, 10]. The concept of edge Szeged index was introduced
in [6] and mathematical properties of this graph invariant are studied in [2, 7, 8]. The
revised Szeged index was introduced by Milan Randić [13] as a modification of the clas-
sical Wiener index. Nowadays the scientists prefer the name revised Szeged index for this
distance-based topological index. The interested readers can consult [1, 11, 12, 15] for
mathematical properties of this new topological index.

Throughout this section graph means finite simple connected graph. The notation is
standard and can be taken from the standard books on graph theory.

2 Main results
In this section, we first present a new formula for computing revised Szeged index of
graphs. Then apply this new formula to reprove all results given by Aouchiche and Hansen
[1]. We also present an edge version of the revised Szeged index and extend the results
given in the mentioned article to this new graph invariant. We begin by an example.

Example 2.1. SupposeG1 = Kn,G2 = Cn andG3 = Wn denote the complete, cycle and
wheel graphs of order n, and G4 = Km,n is the complete bipartite graph with partitions of
size m and n, respectively. Then,

• If e = uv ∈ E(G1) then mu = mv = n − 2 and m0 = n2−5n+8
2 . Therefore,

Sze(G1) = n(n−1)(n−2)2
2 and Sz∗e (G1) = n3(n−1)3

32 .

• Suppose e = uv is an arbitrary edge of G2. If n = 2k + 1, then mu = mv = k

and so m0 = 1. Therefore, Sze(G2) = (2k + 1)k2 = n(n−1)2
4 and Sz∗e (G2) = n3

4 .
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If n = 2k then mu = mv = k − 1 and so m0 = 2. This implies that Sze(G2) =

n(k − 1)2 = n(n−2)2
4 and Sz∗e (G2) = n3

4 .

• Consider the n−vertex wheel graph G3, n > 5. If e = uv is an edge of G3 such
that the vertex v is the center of G3, then mu = 3, mv = 2n − 7 and m0 = 3. If
both of u and v are not the center of G3, then mu = 3 , mv = 3 and m0 = 2n − 8.
Therefore Sze(G3) = (n− 1)(4n− 5) and Sz∗e (G3) = (n− 1)(n2 + 5n− 73/4).

• Suppose G4 = Kx,y , x + y = n, is the complete bipartite graph containing an
arbitrary edge e = uv, where deg(u) = x and deg(v) = y. Then we have mu =
x−1,mv = y−1,m0 = xy−x−y+2. This implies that Sze(G4) = xy(x−1)(y−1)
and Sz∗e (G4) = xy

4 (x2y2 − x2 − y2 + 2xy).

Theorem 2.2. Let G be an n-vertex and m-edge graph. Then

Sz∗(G) =
mn2

4
− 1

4

∑
e=uv

(n2u + n2v) +
1

2
Sz(G)

Proof. Since nu(e) + nv(e) = n− n0(e) we have:

Sz∗(G) =
∑
e=uv

[
(nu +

n0
2

)(nv +
n0
2

)
]

=
∑
e=uv

[
nunv +

n0
2

(nu + nv) +
1

4
n20

]
=

∑
e=uv

[
nunv +

1

2
((n− (nu + nv)))(nu + nv) +

1

4
(n− (nu + nv))2

]
=

∑
e=uv

[
nunv +

n

2
(nu + nv)− 1

2
(nu + nv)2

+
n2

4
− 1

2
n(nu + nv) +

1

4
(nu + nv)2

]
=

∑
e=uv

[
nunv +

n2

4
− 1

4
(n2u + n2v + 2(nu)(nv))

]
=

1

2
Sz(G) +

mn2

4
− 1

4

∑
e=uv

[n2u + n2v].

proving the result.

The next Corollary is already known result that stated and proven in [1].

Corollary 2.3. Sz(G) ≤ Sz∗(G) ≤ mn2

4 .

Proof. Since nu +nv ≤ n, (nu +nv)2 ≤ n2. So,
∑

e=uv[nu +nv]2 ≤ mn2 and therefore
mn2

4 −
1
4

∑
e=uv[nu+nv]2 = mn2

4 −
1
4

∑
e=uv[n2u+n2v]− 1

2Sz(G) ≥ 0. Now, Theorem 2.2
implies that Sz(G) ≤ Sz∗(G), the left hand side of inequality. The right hand side is a
direct consequence of Theorem 2.2 and the following inequality:

1

2
Sz(G)− 1

4

∑
e=uv

[n2u + n2v] = −1

4

∑
e=uv

[nu − nv]2 ≤ 0.
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By a similar argument as Theorem 2.2, one can prove:

Theorem 2.4. Let G be an n-vertex and m-edge graph. Then

Sz∗e (G) =
m3

4
− 1

4

∑
e=uv

[m2
u +m2

v] +
1

2
Sze(G).

Corollary 2.5. Sze(G) ≤ Sz∗e (G) ≤ m3

4 .

Proof. The proof is similar to the proof of Corollary 2.3 and so omitted.

Suppose G is a connected graph and u is a vertex of G. Define

D(u,G) =
∑

x∈V (G)

[dG(u, x)].

The graph G is called distance-balanced (or transmission-regular according to [1]) if for
every u, v ∈ V (G), D(u,G) = D(v,G). Similarly for a vertex u and an edge e = xy
define De(u,G) =

∑
e∈E(G)[dG(e, u). A graph G is called edge-distance-balanced if for

every vertices u, v ∈ V (G), De(u,G) = de(v,G).

Theorem 2.6. Suppose u and v are vertices of a connected graph G. Then mu = mv if
and only if De(u,G) = de(v,G).

Proof. Let e = uv be an arbitrary edge ofG. We partition the edge set ofG into three parts
as follows:

• M(u) is the set of all edges that are closer to u than v.

• M(v) is the set of all edges that are closer to v than u.

• M(o) is the set of all edges that are equidistant from u and v.

Suppose mu(e) = |M(u)|, mv(e) = |M(v)| and m0(e) = |M(o)|. Then we have :

De(u,G) =
∑

e∈E(G)

dG(e, u)

=
∑

e∈M(u)

dG(e, u) +
∑

e∈M(v)

dG(e, u) +
∑

e∈M(0)

dG(e, u)

=
∑

e∈M(u)

dG(e, u) +
∑

e∈M(v)

(1 + dG(e, v)) +
∑

e∈M(0)

dG(e, u)

=
∑

e∈M(u)

dG(e, u) +mv(e) +
∑

e∈M(v)

dG(e, v) +
∑

e∈M(0)

dG(e, u).

A similar argument shows that

De(v,G) =
∑

e∈M(u)

dG(e, u) +mu(e) +
∑

e∈M(v)

dG(e, v) +
∑

e∈M(0)

dG(e, v).

But De(u,G) − De(v,G) = mv(e) − mu(e) and so mu(e) = mv(e) if and only if
De(u,G) = De(v,G). This complete our argument.
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Corollary 2.7. If Sze(G) = m3

4 then G is an edge-distance-balanced graph.

Proof. If Sze(G) = m3

4 then by Corollary 2.5, Sz∗e (G) = m3

4 . Thus

1

2
Sze(G)− 1

4

∑
uv∈E(G)

[m2
u +m2

v] = −1

4

∑
uv∈E(G)

[mu −mv]2 = 0.

Therefore mu = mv . Now Theorem 2.6 implies that G is an edge-distanced-balanced
graph.

In the end of this paper, we compute an exact formula for the edge revised Szeged index
of Cartesian product of graphs. To do this, we assume that G and H are connected graphs
with vertex sets V (G) = {u1, u2, ..., ur} and V (H) = {v1, v2, . . . , vs}. We also assume
that |E(G)| = e1 and |E(H)| = e2. Then by definition V (G×H) = V (G)× V (H) and
we have:

E(G×H) = {(u, v)(a, b) | [u = a, vb ∈ E(H)] or [ua ∈ E(G), v = b]}.

Clearly, |E(G × H)| = |V (G)||E(H)| + |V (H)||E(G)|. To compute the edge revised
Szeged index of G×H we partition the edge set of this graph into the following parts:

Am = {(um, x)(um, y) | xy ∈ E(H)} ; 1 ≤ m ≤ r,
Bt = {(a, vt)(b, vt) | ab ∈ E(G)} ; 1 ≤ t ≤ s.

Theorem 2.8. (See [15, Lemmas 2 and 3]). With above notations we have:
(a) If e = (um, vj)(um, vq) ∈ Am) then

m(um,vj)(e) = |V (G)|mvj (vjvq) + |E(G)|nvj (vjvq) = rmvj (H) + e1nvj
(H),

m(um,vq)(e) = |V (G)|mvq (vjvq) + |E(G)|nvj (vjvq) = rmvq (H) + e1nvq
(H).

(b) If e = (ui, vt)(up, vt) ∈ Bt then

m(ui,vt)(e) = |V (H)|mui(uiup) + |E(H)|nui(uiup) = smui(G) + e2nui(G),

m(up,vt)(e) = |V (H)|mup(uiup) + |E(H)|nup(uiup) = smup(G) + e2nup(G).

Theorem 2.9. With notation of Theorem 2.8, the edge revised Szeged index of Cartesian
product of G and H can be computed as follows:

Sz∗e (G×H) =
1

2
r3Sze(H) + r2e1Szev(H) +

1

2
re21Sz(H) +

1

4
re2(re2 + se1)2

− r2e1Szve(H)− 1

4
r3

∑
xy∈E(H)

[m2
x(H) +m2

y(H)]

− 1

4
re21

∑
xy∈E(H)

[n2x(H) + n2y(H)] +
1

2
s3Sze(G) + s2e2Szev(G)

+
1

2
se22Sz(G) +

1

4
se1(se1 + re2)2 − s2e2Szve(G)

− 1

4
s3

∑
ab∈E(G)

[m2
a(G) +m2

b(G)]− 1

4
se22

∑
ab∈E(G)

[n2a(G) + n2b(G)].
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Proof. Let e = (um, x)(um, y) ∈ Am. Then m0(e) = re2 + se1 − r(mx(H) + my(H))
− e1(nx(H) + ny(H)). Set,

A =

[
m(um,x)(e) +

m0(e)

2

]
×
[
m(um,y)(e) +

m0(e)

2

]
,

B =

[
m(a,vt)(e) +

m0(e)

2

]
×
[
m(b,vt)(e) +

m0(e)

2

]
.

Then we have:

A =
1

2
r2mx(H)my(H) +

1

2
e1r(nx(H)my(H) + ny(H)mx(H))

+
1

2
e21nx(H)ny(H) +

1

4
(re2 + se1)2 − 1

2
e1r(nx(H)mx(H) + ny(H)my(H))

− 1

4
r2(m2

x(H) +m2y(H))− 1

4
e21(n2x(H) + n2y(H)).

Thus, ∑
(um,x)(um,y)∈Am

[
m(um,x)(e) +

mo(e)

2

] [
m(um,y)(e) +

m0(e)

2

]
= 1/2r2Sze(H) + e1rSzev(H) +

1

2
e21Sz(H) +

1

4
e2(re2 + se1)2

− e1rSzve(H)− 1

4
r2

∑
xy∈E(H)

[m2
x(H) +m2

y(H)] (2.1)

− 1

4
e21

∑
xy∈E(H)

[n2x(H) + n2y(H)].

Using a similar argument for the edge e = (a, vt)(b, vt) ∈ Bt, we have:

B =

[
m(a,vt)(e) +

m0(e)

2

] [
m(b,vt)(e) +

m0(e)

2

]
=

1

2
s2mui(G)mup(G) +

1

2
e2s [na(G)mb(G) + nb(G)ma(G)]

+
1

2
e22na(G)nb(G) +

1

4
(se1 + re2)2 − 1

2
e2s [na(G)ma(G) + nb(G)mb(G)]

− 1

4
s2
[
m2

a(G) +m2
b(G)

]
− 1

4
e22
[
n2a(G) + n2b(G)

]
.

So, ∑
(a,vt)(b,vt)∈Bt

[
m(a,vt)(e) +

m0(e)

2

] [
m(b,vt)(e) +

m0(e)

2

]
=

1

2
s2Sze(G) + e2sSzev(G) +

1

2
e22Sz(G) +

1

4
e1(se1 + re2)2

− e2sSzve(G)− 1

4
s2

∑
ab∈E(G)

[
m2

a(G) +m2
b(G)

]
(2.2)

− 1

4
e22

∑
ab∈E(G)

[
n2a(G) + n2b(G)

]
.



M. Faghani and A. R. Ashrafi: Revised and edge revised Szeged indices of graphs 159

Now multiplying Eq. (2.1) by r and Eq. (2.2) by s and summation of these values, the
formula given in the theorem will be obtained.

3 Conclusions
Some of mathematicians recently focus on the revised Szeged index of graphs. In this pa-
per a new formula for computing this topological index is presented by which it is possible
to reprove some earlier results. We also investigate an edge version of this interesting topo-
logical index. We proved that the edge version of this graph invariant is more complicated
than its vertex version. In the case of vertex version, it is easy to find an exact formula for
the Cartesian product of graphs but in the edge version it is too difficult.

In Theorem 2.6 and Corollary 2.7, it is proved that Sze(G) = m3

4 implies that G is an
edge-balanced-distance graph. We end the paper with the following open question:

Question: Characterize graphs G such that Sze(G) = m3/4.
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Abstract

In this paper we study Petersen-colorings and strong Petersen-colorings on some well
known families of snarks, e.g. Blanuša snarks, Goldberg snarks and flower snarks. In
particular, it is shown that flower snarks have a Petersen-coloring but they do not have a
strong Petersen-coloring. Furthermore it is proved that possible minimum counterexamples
to Jaeger’s Petersen-coloring conjecture do not contain a specific subdivision of K3,3.

Keywords: Petersen colorings, strong Petersen colorings, snarks

Math. Subj. Class.: 05C15, 05C21, 05C70

1 Introduction
We study finite graphs G with vertex set V (G) and edge set E(G). If we distinguish an
initial and a terminal end for every edge e, then we obtain a directed graph. For S ⊆ V (G),
the set of edges with initial end in S and terminal end in V (G) − S is denoted by ω+

G(S).
We write ω−G(S) = ω+

G(V (G)−S) and ωG(S) = ω+
G(S)∪ω

−
G(S). If S consists of a single

vertex v we also write ωG(v) instead of ωG({v}). Subsets of E(G) of the form ωG(S) for
S ⊆ V (G) are called cocycles of G. If R ⊆ E(G), then G[R] denotes the graph with
vertex set V (G) and edge set R.

Given graphs G and H , we say that f : E(G) → E(H) is a H-coloring of G if it
is a proper edge-coloring and for every v ∈ V (G) there exists a v′ ∈ V (H) such that
f(ωG(v)) ⊆ ωH(v′). That is, adjacent edges in G are mapped to adjacent edges in H . If
H is the Petersen graph, we say that G has a Petersen-coloring.

E-mail addresses: jonas.hagglund@math.umu.se (Jonas Hägglund), eckhard.steffen@uni-paderborn.de
(Eckhard Steffen)
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Jaeger [6] studied nowhere-zero flow problems on graphs where the set of flow values
are certain subsets of some Abelian group. He showed that a number of problems in graph
theory such as the cycle double cover conjecture [9, 12] and Fulkerson’s conjecture [2]
(i.e. that every bridgeless cubic graph has six perfect matchings such that every edge is in
precisely two of them) can be formulated in terms of such flows. He posed the following
conjecture which would imply both previously mentioned conjectures, and many others,
see [8].

Conjecture 1.1 (Petersen Coloring Conjecture [6]). Every bridgeless cubic graph has a
Petersen-coloring.

In [5] an even more specific notion is introduced. Associate to G a directed graph dG
with vertex set V (dG) = V (G) ∪ E(G), and to every edge e = xy in G correspond two
directed edges ex and ey with initial end e and terminal ends x and y, respectively. We say
ex is opposite to ey and vice versa. LetG andG′ be two graphs. A mapping φ fromE(dG)
to E(dG′) is compatible, if for any two opposite edges e1 and e2 in dG, φ(e1) and φ(e2)
are opposite edges in dG′.

For a cubic graph G the set of triples of edges of dG of the form ωdG(v) is denoted
by T+(dG), where v is a trivalent vertex in dG. T−(dG) is the set of triples of the form
{e−1 , e

−
2 , e
−
3 } where {e1, e2, e3} ∈ T+(dG) and e−i is opposite to ei.

Let G and G′ be two cubic graphs. A dG′-coloring of dG is a compatible mapping
γ from E(dG) to E(dG′) which maps every triple of T+(dG) to a triple of T+(dG′) ∪
T−(dG′). For the particular case when dG has a dG′-coloring andG′ is the Petersen graph,
we say that G is strongly Petersen-colorable.

Clearly, strongly Petersen-colorable graphs satisfy the Petersen-coloring conjecture and
hence Fulkerson’s and the cycle double cover conjecture as well. Jaeger [5] noticed that
moreover these graphs also satisfy Tutte’s 5-flow- and the orientable cycle double cover
conjecture.

All these conjectures are trivially true for 3-edge-colorable cubic graphs. Hence we
focus on bridgeless cubic graphs, which are not 3-edge-colorable; so called snarks. Snarks
are of major interest in graph theory since they are potential counterexamples to many
hard conjectures. Brinkmann et al. [1] generated all snarks with at most 36 vertices and
they disproved a couple of conjectures concerning these graphs. The paper also gives
an overview on conjectures which are related to snarks. In [11] it is shown that cubic
graphs with high cyclic connectivity have a nowhere-zero 5-flow. This result can also be
considered as a first approximation to a conjecture of Jaeger and Swart [7] who conjectured
that every cyclically 7-edge connected cubic graph has a nowhere-zero 4-flow.

The paper is organized as follows. The next section delivers Jaeger’s characterizations
of Petersen-colorable and strongly Petersen-colorable graphs, [5]. We show that type 1
Blanuša snarks have a strong Petersen-coloring while flower snarks do not have such a
coloring. We study the structure of a minimum counterexample to the Petersen-coloring
conjecture and finally we show that the flower-, the Goldberg-, and all Blanuša snarks have
a Petersen-coloring.

2 Normal 5-edge-colorings
Let G be a cubic graph and φ : E(G) → {1, 2, 3, 4, 5} be a proper 5-edge-coloring. An
edge e = xy inG is poor if |φ(ω(x))∪φ(ω(y))| = 3 and it is rich if |φ(ω(x))∪φ(ω(y))| =
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5. If every edge in G is either rich or poor, then φ is a normal 5-edge-coloring. Jaeger
characterizes Petersen-colorable and strongly Petersen-colorable graphs in terms of normal
5-edge-colorings.

Theorem 2.1. [5] A cubic graph is Petersen-colorable if and only if it has a normal 5-
edge-coloring.

Theorem 2.2. [5] A cubic graph is strongly Petersen-colorable if and only if it has a
normal 5-edge-coloring, and the set of poor edges forms a cocycle.

If φ is a normal 5-edge-coloring of a graph G, such that the set of poor edges forms a
cocycle, then we call φ a strong normal 5-edge-coloring. Jaeger [5] stated that cubic graphs
with strong normal 5-edge-coloring do not contain a triangle (cf. Proposition 4.1).

3 Strong Petersen-colorings
3.1 Blanuša snarks

The generalized Blanuša snarks were introduced by Watkins in [13]. Let A be the graph
formed by removing two adjacent vertices from the Petersen graph. The generalized
Blanuša snarks of type 1 are formed by joining n copies of the graph A as depicted in
Figure 1 and one copy of the graph P2.

Figure 1: The generalized Blanuša snark of type 1.

Theorem 3.1. Every generalized Blanuša snark of type 1 with an odd number of A-blocks
is strongly Petersen-colorable.

Proof. Let G2n−1 be a Blanuša snark of type 1 formed by blocks A1, . . . , A2n+1, P2 and
let φ be the coloring of the even respectively odd blocks as shown in Figure 2. Then
it is easy to see that φ is a normal edge-coloring where the set of poor edges is the set
∪{ω(V (Ai))}2n2 and hence a cocycle. It now follows from Theorem 2.2 that G2n−1 is
strongly Petersen-colorable.

3.2 Flower snarks

In this section we will show that flower snarks do not have a strong Petersen-coloring.
LetG be a graph which has a normal 5-edge-coloring. We first study possible partitions

of the edge set of C6 (the cycle of length 6) into rich and poor edges. We denote the set of
rich edges with R.
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Figure 2: A normal edge-coloring φ of a generalized Blanuša snark of type 1 where the
only poor edges are the diagonal edges between the blocks A1, . . . , A2n+1.

Lemma 3.2. Let G be a cubic graph that has a strong normal 5-edge-coloring. If C6 is
a subgraph of G, then the connected components of C6[E(C6) ∩ R] are either C6 or two
paths of length 2 or two isolated edges and two isolated vertices or six isolated vertices.

Proof. Let G be a cubic graph that has a strong normal 5-edge-coloring φ, and that con-
tains C6 as a subgraph. Then the set of poor edges forms a cocycle by Theorem 2.2 and
therefore, it partitions V (G) into two sets S and S′ such that the following two conditions
are satisfied:

C1: If e = vw is a poor edge, then v ∈ S if and only if w ∈ S′.
C2: If e = vw is a rich edge, then either v, w ∈ S or v, w 6∈ S.
Taken into account these two conditions, it is easy to see that the following claim is

true.

Claim 3.3. The number of rich (poor) edges in C6 is even.

Figure 3: C6

Let the edges of C6 be labeled as indicated in Figure 3.

Claim 3.4. The rich edges do not induce a path of length 4.
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Proof. Assume that e1, e2, e3, e4 are rich. W.l.o.g. we may assume that φ(e1) = 1,
φ(f1) = 2, φ(e6) = 3, φ(f2) = 4, φ(e2) = 5. Then φ(f3), φ(e3), φ(f4), φ(e4) 6= 5.
Hence 5 ∈ {φ(f5), φ(e5)}. But on the other hand {φ(e5), φ(f5)} = {1, 3} or = {2, 3}, a
contradiction.

Claim 3.5. The rich edges do not induce a path of length 3 and an isolated edge in C6.

Proof. Assume that e1, e2, e3, e5 are rich. W.l.o.g. we may assume that φ(e1) = 1,
φ(f1) = 2, φ(e6) = 3, φ(f2) = 4, φ(e2) = 5. This implies, that {φ(e4), φ(f4)} = {1, 4}
and {φ(e4), φ(f5)} = {4, 5}; hence φ(e4) = 4. Thus φ(f5) = 5 = φ(f4), a contradiction.

Claim 3.6. The rich edges do not induce precisely one path of length 2 in C6.

Proof. Assume that e1, e2 are rich. W.l.o.g. we may assume that φ(e1) = 1, φ(f1) =
2, φ(e6) = 3, φ(f2) = 4, φ(e2) = 5. This implies that 3 ∈ {φ(f5), φ(e4)} and
5 ∈ {φ(e4), φ(f4)}. On the other hand we have that {φ(e5), φ(e6), φ(f6)} = {1, 2, 3}
and hence 5 6∈ {φ(e4), φ(f5)}. But then φ(e4) = 3, φ(f4) = 5 and therefore 5 ∈
{φ(e6), φ(f5)}, a contradiction.

For the further study we will go a little bit more into the details of possible (strong)
normal 5-edge-colorings.

Lemma 3.7. Let G be a cubic graph that has a normal 5-edge-coloring φ. If C6 is a
subgraph ofG and all its edges are rich, then E(C6) is partitioned into three color classes,
say φ−1(1), φ−1(2), φ−1(3), such that ei, ei+3 ∈ φ−1(i), for i = 1, 2, 3.

Proof. Clearly, at least three colors appear at the edges of C6 since for otherwise there are
two edges of the same color with distance 1, contradicting the fact that all edges are rich.

If more than three colors appear at the edges of C6, then there is a path of length 4,
say e1, e2, e3, e4, whose edges are colored pairwise differently, say φ(ei) = i. W.l.o.g.
we may assume that φ(f2) = 4 and φ(f3) = 5. Thus φ(f4) = 1, and since all edges
are rich, it follows that {φ(e5), φ(f5)} = {2, 5}, {φ(e6), φ(f1)} = {3, 5}, and hence
{φ(e6), φ(f6)} = {1, 3} and {φ(e5), φ(f6)} = {2, 4}, a contradiction. It is easy to see
that a coloring as stated in the claim exists.

Lemma 3.8. Let G be a cubic graph that contains C6 as a subgraph and φ be a strong
normal 5-edge-coloring. If precisely two edges of C6 are rich, then they receive the same
color.

Proof. It follows from Lemma 3.2 that there are two non-isomorphic distributions of the
rich edges.

1) The distance between the rich edges in C6 is 2. Assume that e1, e4 are rich. W.l.o.g.
we may assume that φ(e1) = 1, φ(f1) = 2, φ(e6) = 3, φ(f2) = 4, φ(e2) = 5. Assume to
the contrary φ(e4) 6= 1.

Case 1: φ(e5) = 1. Then it follows that φ(f3) = 1 and φ(f4) = 1, contradicting the
fact that e4 is rich.

Case 2: φ(e5) 6= 1, i.e. φ(e5) = 2, and hence φ(f6) = φ(f5) = 1 and φ(e4) = 3. But
3 6∈ {φ(e2), φ(f3)}, a contradiction.

2) The distance between the rich edges in C6 is 1. Assume that e1, e3 are rich. W.l.o.g.
we may assume that φ(e1) = 1, φ(f1) = 2, φ(e6) = 3, φ(f2) = 4, φ(e2) = 5. Assume
to the contrary φ(e3) 6= 1. Then φ(e3) = 4 and hence 4 ∈ {φ(e5), φ(f5)}, and therefore
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in any case 4 ∈ {φ(e5), φ(f6), φ(e6)}. But on the other hand {φ(e5), φ(f6), φ(e6)} =
{1, 2, 3}, a contradiction.

Figure 4: C∗6

Let C∗6 be the graph of Figure 4 without the edges f1, f3, f4, f6. Our objective is to
reduce the number of non-isomorphic partitions of the edge set of C∗6 into rich and poor
edges to the five partitions shown in Figure 5.

Figure 5: Five types of non-isormorphic partitions ofE(C∗6 ) into rich and poor edges. (The
rich edges are bold.)

Lemma 3.9. Let G be a cubic graph that has a strong normal 5-edge-coloring. If C∗6 is a
subgraph of G and Ep, Er is a partition of the edges of E(C∗6 ) into poor and rich edges,
then this partition is isomorphic to one of the types in Figure 5.

Proof. The result follows by case checking along the number r of rich edges in C∗6 . Let the
edges ofC∗6 be labeled as in Figure 4. It contains threeC6 - with edge sets {e1, e2, . . . , e6},
{e1, f2, f0, f5, e5, e6}, and {e2, e3, e4, f5, f0, f2} - which share pairwise a path of length
3.
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r = 0: We obtain a partition of type A of Figure 5.
r = 1: Then there is a C6 with an odd number of rich edges, contradicting Lemma 3.2.
r = 2: By Lemma 3.2 any of the three C6 has either no rich edge or two rich edges,

which induce two isolated edges. Now it is easy to see that type B of Figure 5 is the only
solution (up to isomorphism).

r = 3: By Lemma 3.2 any of the threeC6 has two rich edges, which induce two isolated
edges. It is easy to see that types C and D are the only possible solutions.

r = 4: The matching number of C∗6 is 4. If r = 4 and the four rich edges induce a
matching, then there is a C6 that contains an odd number of rich edges, a contradiction.
Thus, by Lemma 3.2, we can assume that there is a C6 such that the rich edges induce two
paths of length 2. The only realizable partition is of typeE of Figure 5 (up to isomorphism).

5 ≤ r ≤ 8: It is easy to see that Lemma 3.2 can not be satisfied for all three C6 of C∗6 .
r = 9: In this case, we obtain a contradiction to Lemma 3.7.

The following lemma easily follows from Lemma 3.8.

Lemma 3.10. Let G be a cubic graph that has a strong normal 5-edge-coloring. If C∗6 is a
subgraph of G and the edges of E(C∗6 ) are partitioned into poor and rich edges as shown
in Figure 5 B, C or D, then the three rich edges receive the same color.

The flower snarks are invented by Isaacs [4]. They are cyclically 6-edge connected and
have girth 6, if k ≥ 3. For k ≥ 1, the flower snark J2k+1 has vertex set V (J2k+1) =
{ai, bi, ci, di|i = 0, 1, . . . , 2k} and edge set E(J2k+1) = {biai, bici, bidi; aiai+1; cidi+1;
dici+1|i = 0, 1 . . . , 2k} (indices are added modulo 2k + 1).

Theorem 3.11. For every k ≥ 1, the flower snark J2k+1 is not strongly Petersen-colorable.

Figure 6: Substructure of J2k+1

Proof. We show that the flower snarks do not have a strong normal 5-edge-coloring. Then
the result follows with Theorem 2.2. Assume to the contrary that J2k+1 has a strong normal
5-edge-coloring φ. Let C∗6 be the graph as indicated in Figure 4. The flower snark J2k+1

can be considered as the union of 2k + 1 copies D0, . . . , D2k of C∗6 , where Di and Di+1

share precisely the subgraph which is induced by one vertex of degree 3 and its neighbors
(indices are added modulo 2k + 1); see Figure 6. By Lemma 3.9, the five partitions of the
edges of C∗6 shown in Figure 5 are the only non-isomorphic types of possible partitions of
the edges of C∗6 into rich and poor edges.

1) There is i ∈ {0 . . . 2k} such that Di is of type E. Since Di shares with Di+1 a
vertex of degree 3 with its three incident edges, it follows that Di+1 is of type E as well.
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Hence all Di are of type E and therefore all edges of the inner cycle of length 2k + 1 are
poor, contradicting our assumption, that J2k+1 has a strong normal 5-edge-coloring. Thus
all Di are not of type E.

2) There is i ∈ {0 . . . 2k} such that Di is of type D. Then Di+1 can be of any other
type different from E. We may assume that the edge bici is rich. Hence ci−1di and ai−1ai
are rich, too. All the other edges of Di are poor. If Di+1 is of type C or D, then it follows,
that two different rich edges, one of Di and one of Di+1 are adjacent. By Lemma 3.10,
they all have the same color, contradicting the fact that φ is a coloring. ThusDi+1 is of type
B. On the other hand, Di−1 shares with Di the vertex bi−1 of degree 3 which is incident to
three poor edges. As above, it follows that Di−1 cannot be of type D; thus it is of type A.
Since the number of theDi is odd it follows that the typesA,B, C andD cannot combined
to get a coloring of J2k+1. Thus all Di are not of type D.

3) There is i ∈ {0 . . . 2k} such thatDi is of typeA. SinceDi shares withDi+1 a vertex
of degree 3 with its three incident edges, it follows that Di+1 is of type A as well. Not all
Dj can be of typeA since then J2k+1 has no rich edges and therefore it is 3-edge-colorable,
a contradiction. Thus all Di are of type B or C.

4) There is i ∈ {0 . . . 2k} such that Di is of type B or C. It follows that Di+1 is of
type B or C. It turns out, that in any case the two rich edges which are adjacent to the
trivalent vertices bi and bi+1 are of the form bici, bi+1di+1 or bidi, bi+1ci+1. This implies
that eventually two edges bjcj and bjdj are rich, contradicting the fact that every Di is of
type B or C.

Since the five types of Figure 5 are the only possible strong normal 5-edge-colorings of
C∗6 and no combination of them yields a strong normal 5-edge-coloring of J2k+1, it follows
with Theorem 2.2 that J2k+1 has no strong Petersen-coloring.

4 Structure of a possible minimum counterexample to the Petersen-
coloring conjecture

Jaeger [6] showed that a possible minimum counterexample to the Petersen-coloring con-
jecture must be cyclically 4-edge connected snark.

If G contains a triangle, then let G− be the graph obtained from G by contracting the
triangle to a single vertex. Clearly, every normal 5-edge-coloring ofG− can be extended to
one of G. On the hand, if a cubic graph G has a normal 5-edge-coloring then this coloring
can be extended to any graph which is obtained from G by expanding a vertex to a triangle.
The following proposition is a reformulation of Proposition 15 in [5].

Lemma 4.1. Let φ be a normal 5-edge-coloring of a bridgeless cubic graph G. If there is
an edge e which is contained in a triangle, then e is poor.

Proof. Let e1 = v1v2, e2 = v2v3, e3 = v3v1 be the edges of a triangle T in G and let
fi be the edge which is incident to vi and not an edge of T . Assume that e1 is rich, then
|φ(ω(v1))) ∪ φ(ω(v2))| = 5 and hence e1, e2, e3, f1, f2 and f3 have to receive pairwise
different colors; contradicting the fact that φ is a 5-edge-coloring.

Consider K3,3 with partition sets {u, v, w} and {v1, v2, v3}. Let K∗3,3 be the graph ob-
tained from K3,3 by subdividing the edges uvi and wvi by vertices ui and wi, respectively.
Graph K∗3,3 is shown in Figure 7.
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Figure 7: K∗3,3

It is easy to see that the statements of this section are also true if we consider Fulkerson-
colorings (i.e. a cover with six perfect matchings such that every edge is contained in pre-
cisely two of them) instead of Petersen-colorings.

Theorem 4.2. If G is a minimum counterexample to the Petersen-coloring conjecture (or
to the Fulkerson conjecture), then it does not contain K∗3,3 as a subgraph.

Proof. Let φ be a normal 5-edge-coloring of G, and assume that K∗3,3 is a subgraph of G.
Remove the vertices u and w and add edges uiwi, for i = 1, 2, 3, to obtain a cubic graph
G′. Since G is cyclically 4-edge connected it follows that G′ is bridgeless. Thus G′ has a
normal 5-edge-coloring φ′ by induction hypothesis. Since ui, vi, wi span a triangle in G′

(i = 1, 2, 3), it follows by Lemma 4.1 that edge uiwi receives the same color as vvi. Thus
φ′ is extendable to a normal 5-edge-coloring of G, a contradiction. The statement follows
with Theorem 2.1. The proof for the Fulkerson conjecture is similar.

This also yields a method to generated cubic graphs with normal 5-edge-colorings from
smaller ones (with normal 5-edge-coloring). Let v be a vertex of a cubic graph with normal
5-edge-coloring φ, and let w1, w2, w3 be the neighbors of v. Expand wi to a triangles Ti
with vertex set {wi,1, wi,2, wi,3} such that v, wi,1 are incident, to obtain a graph G1. Then
φ can be extended to a normal 5-edge-coloring φ1 on G1. By Lemma 4.1 it follows that
φ1(vwi,1) = φ1(wi,2wi,3). Hence edges wi,2wi,3 can be removed and two vertices can
be added so that we obtain a K∗3,3 as a subgraph and a normal 5-edge-coloring of the new
graph.

We will use this fact, to prove Conjecture 1.1 for flower snarks.

5 Petersen-colorings for some families of snarks
5.1 Flower snarks

If a cubic graph G contains a K∗3,3 and we reduce it to a smaller graph G′ as in the proof of
Theorem 4.2, then G′ contains three triangles. If we contract these three triangles to single
vertices we obtain a new cubic graph G∗ that has 8 vertices less than G. Let us say that G
is K∗3,3-reducible to G∗. Theorem 4.2 can be reformulated as follows:
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Theorem 5.1. Let G be a cubic graph that is K∗3,3-reducible to a graph H . If H has a
Petersen-coloring, then G has a Petersen-coloring.

The following lemma is a simple consequence of Lemma 4.2 of [10].

Lemma 5.2. For k ≥ 1, the flower snark J2k+3 is K∗3,3-reducible to J2k+1.

Since J3 can be reduced to the Petersen graph by contracting the triangle to a single
vertex, Theorem 5.1 and Lemma 5.2 imply the following theorem.

Theorem 5.3. For all k ≥ 1, the flower snark J2k+1 has a Petersen-coloring.

5.2 Goldberg snarks

Let k ≥ 5 be a odd integer. The Goldberg snark [3]Gk is formed from k copiesB1, . . . , Bk

of the graphB in Figure 8 and the edges {aiai+1, cibi+1, eidi+1} for each i ∈ {1, 2, . . . , k}
where indices are added modulo k.

Figure 8: A block B in the Goldberg snark.

Theorem 5.4. Every Goldberg snark Gk, where k ≥ 5 is odd, has a Petersen-coloring.

Proof. Let Gk be a Goldberg snark. Then Gk can be constructed from one 3-block (see
Figure 10) and k−3

2 2-blocks (see Figure 9). Using the normal 5-edge-colorings provided
in Figure 9 and 10 it is easy to see that it will give a normal 5-edge-coloring of Gk.

5.3 Blanuša snarks

Let G be a Blanuša snark of type 1 as defined in Section 3.1. If we color the blocks
A1, . . . , Ar−1 as in figure 11 and Ar and C1 as in figure 12 and 13, it is easy to see that we
have a normal edge coloring of all such graphs.

The generalized Blanuša snarks of type 2 are formed by joining r copies of A and one
copy of C2 (see Figure 14). Once again it is straightforward to see that all such graphs has
normal edges colorings by coloring A1, . . . , Ar−2 as in Figure 11, Ar−1 as in Figure 13
and finally C2 as in Figure 14.

From this we get the following theorem.

Theorem 5.5. All generalized Blanuša snarks of type 1 and 2 have Petersen-colorings.
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Figure 9: A 2-block in the Goldberg snark with a normal 5-edge-coloring.

Figure 10: A 3-block in the Goldberg snark with a normal 5-edge-coloring.

Figure 11: Block Ai in the generalized Blanuša snark.



172 Ars Math. Contemp. 7 (2014) 161–173

Figure 12: Block Ar in the generalized Blanuša snark.

Figure 13: Block P2 in the generalized Blanuša snark.

Figure 14: Block C2 in the generalized Blanuša snark.
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Abstract

Highly symmetric figures, such as regular polytopes, can serve as a scaffolding on
which spatial (nk) point-line configurations can be built. We give several constructions
using this method in dimension 3 and 4. We also explore possible constructions of point-
line configurations obtained as Cartesian products of smaller ones. Using suitable powers
of well-chosen configurations, we obtain infinite series of (nk) configurations for which
both n and k are arbitrarily large. We also combine the method of polytopal scaffolding
and the method of powers to construct further examples. Finally, we formulate an incidence
statement concerning a (1004) configuration in 3-space derived from the product of two
complete pentalaterals; it is posed as a conjecture.

Keywords: Spatial configuration, Platonic solid, regular 4-polytope, product of configurations, inci-
dence statement.

Math. Subj. Class.: 51A20, 51A45, 51E30, 52B15

1 Introduction
By a (pq, nk) configuration we mean a set consisting of p points and n lines such that k of
the points lie on each line and q of the lines pass through each point [7, 16, 19, 21]. If,
in particular, p = n, then q = k; in this case the notation (nk) is used, and we speak of a
balanced configuration [16]. We consider configurations embedded either in Euclidean or
projective spaces.

In the last decades, there has been a revival of interest in point-line configurations;
the developments and results are summarized in the quite recent research monograph by
Branko Grünbaum [16]. This book deals predominantly with planar configurations. How-
ever, as the author notices in the Postscript, a “...seemingly safe guess is that there will be
interest in higher-dimensional analogues of the material described in this book”.
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In fact, the theory was and has not been restricted to planar configurations. Research in
higher dimensions go back to Cayley, Cremona, Veronese and others [4, 7, 10, 16]. One of
the most well known spatial configurations is Reye’s (124, 163) configuration in projective
3-space [19, 25]. Its construction is based on the ordinary cube; the cube serves, so to say,
as a “scaffolding”: once the configuration has been built, the underlying cube is deleted.
Moreover, the configuration inherits its symmetry (at least, in this case, in a combinatorial
sense).

We apply the same building principle in several of our constructions. For an underly-
ing polytope, we choose a regular polytope in dimension 3 or 4. In all but one of these
cases, the geometric symmetry group of the configuration will be the same as that of the
underlying polytope. We note that the term geometric symmetry group, or briefly, symmetry
group, is meant in the usual sense; i.e., it denotes the group of isometries of the ambient
(Euclidean) space that map the configuration onto itself. The combinatorial counterpart of
this notion is the group of automorphisms, i.e., the group of incidence-preserving permuta-
tions of points and lines (both among themselves); Coxeter simply calls it the group of the
configuration [7]. (The distinction between these two types of groups will play some role
in Section 5.)

In Section 4 we apply the notion of a product, which can be considered as the Cartesian
product of configurations. Using this tool, we construct two infinite series and a finite class
of (nk) configurations which are powers of smaller configurations. In this way very high
n and k values can be attained (and so can the dimension of the space spanned by these
configurations). We think this may be interesting for future research; for, as it is emphasized
just recently, little is known in general on the existence of such large configurations [3].

We summarize our results in the following theorem.

Theorem 1.1. There exist (nk) configurations which form the following classes:

1. infinite series of type(
18(t+ 1)3

)
,
(
36(t+ 1)3

)
and

(
90(t+ 1)3

)
, (t = 1, 2, . . . );

they have the symmetry group of a regular tetrahedron, cube and dodecahedron,
respectively, and each spans the Euclidean space E3;

2. infinite series of type ((2k + 1

2

)k
)

2k

 , (k = 2, 3, . . . );

they span the projective space P2k;

3. infinite series of type((
(2k)2k−2(2k + 1)k

)
2k

)
, (k = 2, 3, . . . );

they span the projective space P2k;

4. finite class of types

(2403), (7683) and (28 8003),
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with the symmetry group of a regular 4-simplex, a regular 4-cube, or a regular 120-
cell, respectively; each spans the Euclidean space E4;

5. finite class of types
(14 4004) ⊂ E6

(5 832 2006) ⊂ E9

(3 317 760 0008) ⊂ E12((
2.43 · 1010

)
10

)
⊂ E15((

218 · 312 · 56
)
12

)
⊂ E18,

each full-dimensional in the given Euclidean space;

6. sporadic examples of type

(1803), (604), (5404) and (7804),

with the symmetry group of a regular dodecahedron, all of them spanning the Eu-
clidean space E3.

In Sections 2–4 below, we construct all these configurations, and thus their existence is
proved; the formula numbers of them at the location where they are actually constructed
are as follows: 1: (3.8); 2: (4.1); 3: (4.2); 4: (3.14); 5: (4.5); 6: (3.10), (2.1), (2.2) and (2.3).

In each case, an essential part of the constructive proof is to exclude unintended inci-
dences (i.e., incidences that do not belong to the given configuration, cf. [16], Section 2.6).
We emphasize that this possibility has been checked in each case. However, in all but one
case this part of the proof was omitted, to save space (the one exception is the case of type
(2.2), where the problem has been indicated in Remark 2.2).

In stating our results, we avoid using the term “d-dimensional” for a configuration that
we construct in some space of dimension d. The reason is that the dimension of a configu-
ration C is defined as the largest dimension of the space that is spanned by C (see p. 24 and
Section 5.6 in [16]). Thus, we can only state that each configuration in our theorem above
spans the given space (sometimes we also say, equivalently, that the configuration is full-
dimensional in the given space). Investigating the actual dimension of our configurations
is beyond the scope of this paper.

We think that the symmetry group is an essential property of our configurations realized
in some Euclidean space. Although we did not investigate, we believe that several of these
configurations have the maximal symmetry which is possible in the given space. (We
note that e.g. for convex polytopes a question like this is far from trivial [12, 17].) It
would also be interesting to know that for d′ < d, whether there is a configuration in
Ed whose symmetry group is a subgroup of the orthogonal group of Ed′

and which is not
symmetrically realizable in Ed′

. We consider these and other related questions as a possible
subject of future study.

Finally, in Section 5 we present an incidence conjecture. It is suggested by one of the
new configurations that we found. This is a (1004) configuration in projective 3-space
consisting of four quintuples of complete pentalaterals (thus there are altogether 400 in-
cidences, 100 for each quintuple). Informally, the conjecture states that the incidences
belonging to three quintuples of the complete pentalaterals imply the remaining 100 inci-
dences.
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2 First examples of spatial configurations

Before presenting our more detailed constructions, we remark that there are spatial point-
line configurations which need little or no construction. They are there in the zoo of geo-
metric figures which have been known for a long time; one just has to realize them. The
first configuration presented here is just such an example. It is a nice

(604) (2.1)

configuration, provided by a polyhedron called the great icosidodecahedron. The lines of
the configuration are spanned by the edges, and half of its points are the vertices of this
polyhedron.

(a) (b)

Figure 1: The icosidodecahedron (a), and the great icosidodecahedron (b).

The great icosidodecahedron is one of the 53 non-regular non-convex uniform polyhe-
dra [8, 18, 22] (we note that a polyhedron is called uniform if its faces are regular polygons
and its symmetry group is transitive on its vertices). It also occurs in [6], given by its

Coxeter’s symbol
{
5/2
3

}
; this indicates that it has triangles and pentagrams (i.e. {5/2}

star-polygons, see [6]) as faces. The number of these faces is 20 and 12, respectively. Its
name refers to its close relationship with its convex hull, the icosidodecahedron (one of the
Archimedean solids). In particular, its 30 vertices coincide with those of the icosidodeca-
hedron.

The mutual position of its two pentagram faces in non-parallel planes is of two kinds
(just like that of the faces of the regular dodecahedron): the angle between them is either
arctan 2, or π − arctan 2. The angle between the planes of two such faces sharing a
common vertex is the acute angle. In addition to its vertices, the edges of a pentagram have
five other intersection points (these points can be called “internal vertices” if, instead of a
pentagram, we speak of a—complete—pentalateral, cf. Section 5 below). These “internal
vertices” of the pentagrams do not belong to the vertex set of the polyhedron (and, in strict
sense, not even to that of the pentagram). But two pentagrams in planes with obtuse angle
between them share such an “internal vertex”. Taking into account these latter points as
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Figure 2: The (604) configuration associated with the great icosidodecahedron.

well, we have a system consisting of 12 × 5 = 60 edges, and 30+30 points, the latter all
tetravalent. Replacing the edges by the lines that are spanned by them, we obtain directly
the configuration (2.1). The symmetry properties of the underlying polyhedron imply that
this configuration has two orbits of points and a single orbit of lines. This relatively high
degree of symmetry makes it particularly interesting.

The same configuration is also provided by two other types of polyhedra in the same

natural way. Namely, both the great icosihemidodecahedron
{
10/3
3

}
and the great do-

decahemidodecahedron
{
10/3
5/2

}
has a system of vertices and edges coinciding with that

of the great icosidodecahedron; and, the other 30 points of the configuration are provided
likewise. With the details omitted, we just remark that all three types of these polyhedra
can be derived from the regular dodecahedron.

We note that a much more simple example can be obtained from the ordinary cube, in
the following way. Let the points be the 8 vertices of the cube, the 6 centres of the faces
of the cube and the centre of the cube. As lines, choose the 12 diagonals of the faces of
the cube, plus the 3 lines between the centres of two opposite faces of the cube. Thus we
obtain a (153) configuration.

Our next two examples require some more steps of construction. We start from two
planar configurations. The first is a (254) configuration, due to Jürgen Bokowski ([15],
Figure 4; see also [16], Figure 3.3.13). The other is closely related to this and is due to
Branko Grünbaum ([15], Figure 9). These configurations are shown in our Figure 3.



180 Ars Math. Contemp. 7 (2013) 175–199

(a) Jürgen Bokowski’s (254) (b) Branko Grünbaum’s (354)

Figure 3: Two planar configurations.

Put 12 copies of the (254) configuration onto the faces of a regular dodecahedron so
that the vertices of the pentagonal “frame” of the configuration coincide with the midpoints
of edges of the dodecahedron. Then delete the edges of the dodecahedron and all the
external edges of the 12 pentagonal frames. Thus we obtained a system, which is not a
configuration; however, for each of its lines there are precisely four points incident with it.
A system like this deserves to be the subject of a new definition.

Definition 2.1. A set consisting of p points and n lines is called a semiconfiguration if
either of the following conditions hold:

(1) each point is incident with precisely q lines; or

(2) each line is incident with precisely k points.

The type of a semiconfiguration is denoted by (pq, n∗) or (p∗, nk), respectively.

If one wants to specify which version is actually used, one may call it aP -semiconfiguration
or an L-semiconfiguration; thus, the abbreviation refers to the fact that the incidences are
uniformly distributed among the points or the lines, respectively. Clearly, a system is a
configuration if and only if it is both P -semiconfiguration and L-semiconfiguration.

Using this notion, we see that the system we obtained in the present step is an L-
semiconfiguration of type (270∗, 2404). It contains a class of 120 trivalent points, a class
of 120 tetravalent points, and a class of 30 tetravalent points. These classes are distin-
guished by the position of their points; in fact, they are transitivity classes with respect
to the symmetry group of the dodecahedron. To obtain a balanced configuration, take a
second, concentric and homothetic copy of this semiconfiguration; thus we have an “outer
shell” and an “inner shell” of points. Finally, connect the trivalent points of these shells by
radial lines. Thus we have 60 new lines, all incident with four points. At the same time, the
2× 120 trivalent points turned into tetravalent. Hence we obtained a configuration of type

(5404). (2.2)
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It has 6 orbits of points and 7 orbits of lines. It is shown in Figure 4. Although this figure,
due to the large number of its elements, is necessarily somewhat crowded, the two shells
can be distinguished; the radial lines are indicated by orange colour.

Remark 2.2. The relative size of the outer and the inner shell must be chosen carefully in
order to avoid unintended incidences. Clearly, there are infinitely many choices.

Using the (354) configuration, and proceeding analogously, we obtain a

(7804) (2.3)

configuration. It has 8 orbits of points and 13 orbits of lines.
We note that one may find several analogous cases on the basis of our examples (2.2)

and (2.3). For example, a geometrically different but completely analogous (5404) config-
uration can be obtained by starting from another planar (254) configuration that is shown
in [2], Figure 4a. Furthermore, starting from the same planar configurations P with pen-
tagonal symmetry as above, one can also obtain geometrically different examples if one
chooses other points of P to tack onto the edges of the dodecahedron’s face, and delete the
appropriate lines (the radial lines will also be different in these cases).

The full icosahedral symmetry can also be reduced so as to obtain a chiral configuration
in this construction as well. One just has to replace the starting planar configuration by
a suitable chiral one. What is more, even movable spatial examples can be obtained in

Figure 4: A (5404) configuration.
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this way, too; see a beautiful construction in [1] for movable planar (n4) configurations
(the example with 10-fold rotational symmetry given there in Figure 4 may be a possible
candidate to this purpose). We do not pursue this idea here.

3 Classes of configurations based on regular polytopes
First we construct three infinite series of balanced configurations, so that we make use of
the structure and symmetry properties of Platonic solids. (We note that these series have
already been mentioned in [13], p. 327).

In what follows, TP denotes a Platonic solid whose 1-skeleton is a trivalent graph, i.e.
TP is a tetrahedron, cube, or dodecahedron. It is well known that the Petrie polygon of
these polytopes is a (regular, skew) quadrangle, hexagon, or decagon, respectively. (We
recall that the Petrie polygon of a regular 3-polytope is a skew polygon such that any
two consecutive edges, but no three, belong to a face of the polytope [6].) Given a Petrie
polygon, consider for each of its vertices the third edge emanating from it but not belonging
the to Petrie polygon. Take a point on each of these edges such that it subdivides, but not
bisects, the edge in an arbitrary but fixed ratio; moreover, it is closer to the endpoint of the
edge belonging to the Petrie polygon than to the other endpoint. Connect these points by
straight line segments in the cylic order induced by the Petrie polygon. What is obtained
is again a regular skew polygon, clearly having the same number of edges as the Petrie
polygon we started from. We shall call it a P -polygon. The vertices of a P -polygon,
together with the lines spanned by their edges, form a (p2) configuration, where p is 4,
6 or 10 according as TP is the tetrahedron, the cube or the dodecahedron, respectively.
Clearly, the number of Petrie polygons and P -polygons is the same in a given TP, that is
3, 4 or 6, respectively. It follows that taking the disjoint union of all these P -polygons
(more precisely, the corresponding (p2) configurations), one obtains a (non-connected)
configuration whose type is

(122), (242) or (602). (3.1)

We call this configuration a P -system (see Figure 5).

(a) The whole system. (b) Edge crossing of two P -polygons.

Figure 5: The P -system (242) in the cube.
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We emphasize that when constructing the P -system, the same ratio is used in the defi-
nition of each P -polygon. Thus it follows from the construction that the P -system inherits
the (geometric) symmetry of TP, i.e. it has the same symmetry group. Moreover, note that
both its points and its lines form a single transitivity class.

Looking at this configuration more closely, we find that it can be extended to form a
non-balanced but connected configuration. For, observe that each edge e of TP belongs to
precisely two distinct Petrie polygons. Moreover, these Petrie polygons are mirror images
of each other with respect to the mirror plane of TP containing the edge e. It follows
that the edges of the corresponding P -polygons cross each other in the vicinity of e in a
point lying in that mirror plane. Furthermore, this point also lies in the mirror plane that is
perpendicular to the former plane and bisects e. This amounts to saying that this point is
on the line connecting the centre of TP with the midpoint of e. (For an example of such a
crossing point in the cube, see Figure 5b, where it is indicated by red colour).

The number of these crossing points equals the number of the edges of TP. Hence,
adding them to the P -system, we obtain a new configuration, which we shall call a P -
configuration. Its type is

(182, 123), (362, 243) or (902, 603). (3.2)

The special position of the crossing points provides the possibility of a further extension of
this configuration, as follows. Shrink the 1-skeleton of the original TP until the midpoints
of its edges coincide with the crossing points, and add it to the configuration. Then, remove
the vertices of this skeleton, and replace each of its edges by the line spanned by it. The
new structure that is obtained is a subfiguration.

A subfiguration (pq, nk) is defined as a set of points and lines with incidences as in
the definition of configurations, but with the difference that each of the p points is incident
with at most q of the n lines, and each line is incident with at most k of the points [16]. If
we want to emphasize that the number of the missing incidences is s (in comparison to a
(pq, nk) configuration), we say that it is an #s-subfiguration. (We note that in the converse
case the notion of a superfiguration has also been introduced, in a similar way, in [16]).

Thus, the subfiguration that is obtained is of type

(183)
−, (363)

− or (903)
−, (3.3)

with s equal to 24, 48 or 120, respectively. (Here the superscript refers to the missing
incidences; we use this notation to avoid confusion with a configuration of type (nk).) One
half of the missing incidences of this subfiguration belong to the one subsystem, and the
other half of them belongs to the other subsystem, of which it is composed. For example,
in the cubic case there are 24 missing incidences because the points of the P -system are
of valency two, instead of three; and there are 24 other missing incidences, since all the
8 vertices of the cube skeleton (which are of valency three, and have been removed) are
missing. We shall call these two kinds of defective points type A and type B, respectively.
Likewise, the corresponding subsystems will be referred to as type A and B, respectively.

Due to the equal number of the defective points of the two types in the two subsystems,
this subfiguration can serve as a repetitive unit; hence we shall call it an R-unit. The rep-
etition is meant in the following way. Take a copy of an R-unit R1, and shrink it so as to
obtain a homothetic copy R2, such that the points of type A of R2 fit onto the correspond-
ing lines in the subsystem of type B of R1; then take the union R1 tR2. Using Figure 5a,
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in the cubic case this can simply be conceived as if the brown lines belonged to R1 and the
green lines belonged to R2.

Observe that the new figure obtained in this way is again an #s-subfiguration such that
s remains the same; for, half of the defects both in R1 and R2 have been repaired, but the
other half in both of them remained. At the same time, both the number of points and lines
have been doubled.

The operation that we applied here is not simply a disjoint union; for, new incidences
occured, and (in our particular case) the result is a connected structure. Thus we think it
is appropriate to fix these properties in a separate definition. As that will refer not only to
configurations, first we give a common name for all the four related types of structures used
in this paper: we shall call such a structure an X-figuration, where “X-” may mean either
“con”, “semicon”, “sub” or “super”.

Definition 3.1. By the incidence sum1 of X-figurationsF1 andF2 we mean the X-figuration
F which is the disjoint union of F1 and F2, together with a specified set I ⊆ P1 × L2 ∪
P2×L1 of incident point-line pairs, where Pi denotes the point set and Li denotes the line
set of Fi, for i = 1, 2. We denote it by F1 ⊕I F2.

Note that F1 and F2 may form distinct incidence sums depending on the set I; we do not
consider here such cases; on the other hand, if the set I is fixed and is clear from the context
(as in our present case), it can be omitted from the operation symbol.

Accordingly, in the present step of our construction we obtained the subfiguration of
the form R1 ⊕ R2. Furthermore, it is clearly seen that the process by which we obtained
R1 ⊕ R2 from R1 can be repeated arbitrary many times. Thus, let λ be a shrinking factor
defined by the equality R2 = λR1, and set R = R1. Then, starting with R, we obtain after
t− 1 steps the subfiguration

t⊕
i=1

λi−1R, (3.4)

which is still an #s-subfiguration with s = 24, 48 or 120, and is of type

((18t)3)
−, ((36t)3)

− or ((90t)3)
−, (3.5)

respectively.
Finally, we have to extend this subfiguration, so as to obtain a configuration. First we

construct a unit which, when added, closes the structure “outside”. This construction also
is analogous for each of the three types of TP; we explain it in the case of the tetrahedron.
Start from the 1-skeleton of a regular tetrahedron, and take the midpoints of its edges. Add
these points to the structure, so that one obtains a spatial graph with 10 vertices and 12
edges, such that four vertices are trivalent and six vertices are bivalent. For each bivalent
vertex, take a line connecting it to the centre of the tetrahedron, and shift the vertex along
this line outwards, each to the same extent; simultaneously, the edges incident to these
vertices are stretched, and remain straight line segments. Although any ratio would serve
our purpose, we note that if the distance of these shifted vertices from the centre is twice
that of the original, then the angle between any two adjacent edges is arccos(−1/3). This is
the famous “tetrahedral bond angle” in organic chemistry, and the figure that we obtained is
precisely the carbon skeleton of a hydrocarbon molecule called adamantane2, well known

1The present (improved) version of this definition was proposed by Tomaž Pisanski.
2The name refers to the fact that this is a repetitive unit of the diamond crystal lattice.
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to chemists. This skeleton is shown in Figure 6 (by courtesy of H. Ramezani, from [24]). A
related figure can be obtained from the 1-skeleton of either kind of TP in an analogous way;
so we shall call each of them an adamantane skeleton. (Note that they have the symmetry
of the type of TP from which it has been derived).

Figure 6: The adamantane skeleton.

We extend the adamantane skeleton in the following way. Take the 1-skeleton of a TP
of suitable size and position (and of the corresponding type) such that the midpoints of
its edges coincide with the bivalent vertices of the adamantane skeleton. Form the union
of these figures, then replace each of its edges by the line spanned by it. We obtain a
P -semiconfiguration of type

(143, 18∗), (283, 36∗) or (703, 90∗). (3.6)

This semiconfiguration will serve as a closure unit so as to close our construction “out-
side”. In fact, observe that it has defective lines, i.e., lines that are incident with two points,
instead of three (the lines corresponding to the original half-edges of TP). The number of
these lines is 12, 24 or 60, respectively, and this is the same as the number of the miss-
ing incidences. On the other hand, it is half of the number of missing incidences of our
subfiguration (3.4) (these latter come from points of type A). Furthermore, by taking a
copy of a suitable size of this closure unit, one can form the incidence sum of it with the
subfiguration (3.4). The result is a semiconfiguration of type(

(18t+ 14)3, (18(t+ 1))∗
)
,
(
(36t+ 28)3, (36(t+ 1))∗

)
or
(
(90t+ 70)3, (90(t+ 1))∗

)
.

(3.7)

The very last step of our construction is to close our system “inside”. This is very sim-
ple, since 4, 8 or 20 points are missing from the smallest R-unit of the subfiguration (3.4)
(points of type B, each representing three incidences). These are nothing else than the
vertices of a tetrahedron, cube or dodecahedron, respectively. We just add these points
to the system, and our construction is ready, resulting in three infinite series of balanced
configurations, whose type is(

18(t+ 1)3
)
,
(
36(t+ 1)3

)
and

(
90(t+ 1)3

)
, (t = 1, 2, . . . ). (3.8)
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Figure 7: A (723) configuration: the cubic case with t = 1 of (3.8).

We note that the latter “closure units”, consisting merely of points (but with fixed mu-
tual position), can also be conceived as semiconfigurations. Denoting them by CI , and
those in (3.6) by CO, we see that our configurations of type (3.8) can be described (and in
fact, have been constructed) in the following form:

CO ⊕

(
t⊕

i=1

λi−1R

)
⊕ CI , (3.9)

where the middle term is the subfiguration (3.4).
We emphasize that throughout the construction, the original symmetry of the TP we

started from is preserved. Thus the (geometric) symmetry group of all of the configurations
which we obtained here is equal to that of the corresponding Platonic solid.

Our next construction provides a sporadic example. In this construction we apply some
structural elements that have already been constructed above.

Start from the compound of five tetrahedra, which can be obtained by inscribing these
tetrahedra in a regular dodecahedron [6] (see Figure 8). This is made possible by the prop-
erty that the set of vertices of the dodecahedron can be partitioned into five quadruples
such that within a quadruple, the vertices are at a distance 3 from each other (regarded in
the graph of the dodecahedron). The same compound also determines a partition of the set
of edges of the dodecahedron into five sextuples in the following way. Consider a com-
pound inscribed in a dodecahedron of a fixed size. Apply a dilation to this compound. It
is chosen so that the following condition holds. Let ABCD be any path of length 3 in the
graph of the dodecahedron, and let M be the midpoint of the corresponding tetrahedron
edge AD in the compound. Then the dilate M ′ of M coincides with the midpoint of the
edgeBC of the dodecahedron. Thus, each sextuple of the dodecahedron edges corresponds
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Figure 8: The compound of five tetrahedra inscribed in a dodecahedron.

to the set of edges of a tetrahedron in the compound. A consequence is that one can in-
scribe a (tetrahedral) adamantane skeleton in each sextuple of the edge-midpoints of the
dodecahedron so that the bivalent vertices of the adamantane skeleton coincide with these
edge-midpoints. In such an inscribed adamantane skeleton, we inscribe a P -configuration
(3.2) constructed previously in this section, in the sense that the points of the latter fit onto
the edges of former; moreover, this is performed so that the original local tetrahedral sym-
metry is preserved. Then we add a tetrahedron skeleton to this structure, so that the mid-
points of the tetrahedron edges coincide with the “crossing points” of the P -configuration
(cf. Figure 5b). Replace each edge by the corresponding line; thus, taking into account all
the points, lines and incidences, we obtained a (32∗, 303) semiconfiguration inscribed in a
sextuple of edges of the dodecahedron.

By inscribing altogether five copies of this semiconfiguration into the 1-skeleton of the
dodecahedron in the same way (and replacing its 30 edges by lines), a configuration of type

(1803) (3.10)

is obtained (it is mentioned in [13], too). The symmetry group of the compound of tetrahe-
dra which we started from is the rotation group T of the tetrahedron; thus this compound
is a chiral figure, i.e. it has no mirror symmetry. Our new configuration inherited this sym-
metry group, so it is a chiral configuration. Its set of points decomposes into 6 orbits, while
there are 4 orbits of lines. These latter orbits are indicated with different colours in Fig-
ure 9. Note, in addition, that the structure of this configuration is closely related to those
described above in this section. In fact, the orbits correspond to those of the tetrahedral
case of (3.8), with t = 1. The only difference is that the outermost tetrahedral orbit is
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replaced by a dodecahedral orbit, and the others are multiplied by five.
Our last class constructed here is based on certain regular 4-polytopes. We start from

a TP that we used above. Take a P -system inscribed in it (that is, inscribed in the sense
that the points of the configuration lie on the edges of TP). Then take a smaller homothetic
copy of TP in concentric position, and also inscribe a P -system in this copy. The smaller
P -system is chosen so that it is not the homothetic copy of the larger one, but each triple of
their vertices in the vicinity of a vertex of the TP (determining it) is relatively at a smaller
distance from that vertex, than the triple of vertices of the larger P -system is from the
corresponding vertex of the larger TP.

If the two P -systems were homothetic copies of each other (with respect to their com-
mon centre), then the lines connecting their corresponding points would meet all in a com-
mon point (in fact, in the centre). However, due to our particular choice, these lines meet
now in threes, forming altogether 4, 8 or 20 points of intersection (depending on the type of
TP). This is a consequence of the threefold rotational symmetries of TP. Thus for each such
triples of lines in the vicinity of a given vertex v of TP there is a point of intersection which
lies on the axis of rotation connecting v with the centre, and this point also is located in the
vicinity of v. We shall not use these points later, they just served to explain the location of
the connecting lines. On the contrary, we need the connecting lines in the following, so we
shall call them c-lines. Another condition for the c-lines is that they are not perpendicular
to the edges of TP (this can also be ensured by a suitable choice of the P -systems).

Figure 9: A (1803) configuration derived from the compound of five tetrahedra.
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The two copies of the P -system, together with the c-lines, form a configuration whose
type is

(243, 362), (483, 722) or (1203, 1802) (3.11)

(see (3.1) above in this section for the type of the P -system).
By adding the crossing points of the lines of the P -systems, discussed in the first con-

struction of this section, one obtains an s-subfiguration of type

(363)
−, (723)

− or (1803)
− (3.12)

with s = 24, 48 or 120, respectively (note that the missing incidences are equally dis-
tributed between the points and the lines).

Let now P be a regular 4-polytope whose facets are of type TP. Thus P is a regular 4-
simplex, a regular 4-cube, or a regular 120-cell. It has 5, 8, or 120 facets, respectively [6].
We put a copy of the subfiguration (3.12) in each of the facets of P, so that each of the
points of such a subfiguration is in the interior of the facet, and the whole system preserves
the original symmetry of P. This results in a (non-connected) subfiguration of type

(1803)
−, (5763)

− or (21 6003)
−, (3.13)

respectively. We convert it to a connected structure as follows.
Consider a facet F of P, and a c-line connecting two points of the P -systems whithin

F . Clearly, this c-line intersects the edge of F , which is in the vicinity of these points
(since it is within the local mirror plane of the facet lying on that edge). There are three
facets of P meeting in a common edge; thus the point of intersection of the c-lines is triva-
lent. There are two such points on each edge of P. Thus, by adding all these points to our
structure (3.13), the number of (trivalent) points increases by 20, 64 or 2400, respectively.

Note that with this completion the number of the missing incidences has been halved.
The other half is supplied as follows. Take the 1-skeleton of TP, and put a pair of its copies
in each facet of P. The size and location of these copies is such that for each of them there
is a P -system in (3.13) in which the crossing points coincide with the midpoints of the
edges in TP. Finally, replace each of the edges by the line spanned by it. In this way we
supplied not only the rest of the missing incidences, but completed the structure by 40, 128
or 4800 points, and by 60, 192 or 7200 lines, respectively. As a result, we obtained three
new balanced configurations in E4 whose type is

(2403), (7683) and (28 8003). (3.14)

Note that in each step of the construction the original symmetry was preserved, thus the
symmetry group of these configurations is equal to that of the regular 4-polytope we started
from. In each of these three configurations of type (n3) the number n is twice the order
of the corresponding symmetry group. Furthermore, in all three cases, there are 7 orbits of
points and 5 orbits of lines.

4 Cartesian product of point-line configurations
We explore here the following notion.

Definition 4.1. Let C1 be a (pq,mk) configuration in an Euclidean space E1 and C2 be
an (rs, nk) configuration in an Euclidean space E2. Observe that these two configurations
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have the same number k of points on each line. The Cartesian product of C1 and C2 is the(
(pr)(q+s), (pn+ rm)k

)
configuration C1×C2 in E1×E2 whose point set is the Cartesian

product of the point sets of C1 and C2 and where there is a line incident to two points
(x1, x2) and (y1, y2) if and only if either x1 = y1 and there is a line incident to x2 and y2
in C2, or x2 = y2 and there is a line incident to x1 and y1 in C1.

We emphasize that the incidence degree of the lines of the two configurations C1 and
C2 have to coincide. Therefore, in terms of abstract algebra, this product is merely a partial
operation on the set of configurations (it is not defined for any pair of configurations). This
shows that, when applied to configurations, the analogy of this kind of product with the
classical Cartesian product of other objects (like polytopes, graphs, etc.) is not complete, in
strict sense. On the other hand, one observes that if the incidence degrees differ, then this
product can still be defined, and it results in a semiconfiguration (see Definition 2.1). Fur-
thermore, the definition of the product can also be extended to semiconfigurations. Thus,
the larger set of semiconfigurations will be closed under this product, and the partial oper-
ation extends to a total operation. Hence using the term Cartesian product is still justified,
in this sense.

A consequence of the definition that if both C1 and C2 is full-dimensional in E1 resp., in
E2, then C1×C2 is also full-dimensional in E1×E2. We note, however, that one cannot say
that in the product the dimensions of C1 and C2 are added (see the remark on the dimension
of a configuration in the Introduction). Thus, we do not think that our definition of product
would automatically imply the additivity of dimension of configurations.

We remark that our motivating example is the spatial version of the Gray configuration
consisting of 27 points and 27 lines. Actually, it provided the intuitive idea for the definition
above, see Figure 10. We note that the (273) Gray configuration can in fact be decomposed
into the product of three (31, 13) configurations; however, to visualize the intuitive idea
we think the decomposition given in Figure 10 is better. More generally, the

(
(kk)k

)
generalized Gray configuration is the kth power of the (k1, 1k) configuration. (For the
Gray configuration and the generalized Gray configuration, see [23]).

Figure 10: The Gray configuration as a product.

Accordingly, we formulated the definition above in the context of Euclidean geome-
try. However, an analogous construction also works in projective spaces, which can be
described as follows. First recall that a d-dimensional (real) projective space Pd can be
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defined as the set of one-dimensional (linear) subspaces of Rd+1. Given Pd in this way,
let {e1, . . . , ek, ek+1, . . . , ed+1} be a basis in the corresponding vector space Rd+1. Now
we have a projective space Pk given as the set of one-dimensional subspaces of the vector
space spanned by the basis {e1, . . . , ek, ek+1}, and a projective space Pd−k determined
analogously by the basis {ek+1, . . . , ed+1}. In this case we say that Pd is decomposed to
the direct sum of the spaces Pk and Pd−k. More generally, let Pk and Pl be two projective
spaces. If there are projective isomorphisms Pk ∼= Pk and Pl ∼= Pl such that Pk and Pl

form a direct sum decomposition of a space Pk+l, then Pk+l is said to be the direct sum
of the spaces Pk and Pl. It is not hard to see that this definition determines a unique bijec-
tion from the Cartesian product Pk × Pl to Pk+l; thus the points in Pk+l can uniquely be
represented by pairs (P,Q) with P ∈ Pk, Q ∈ Pl.

Now given the configurations C1 and C2, embedded in P1 and P2, respectively, both
full-dimensional, the point set of their product consists of pairs (P1, P2) with P1 ∈ P1,
P2 ∈ P2; furthermore, two points (P1, P2) and (Q1, Q2) are connected by a line in the
product if and only if either P1 = Q1 and P2 and Q2 are connected in C2, or P2 = Q2 and
P1 and Q1 are connected in C1. Clearly the product configuration is full-dimensional in the
direct sum of P1 and P2, and its type is determined by the types of C1 and C2 in the same
way as before.

It is clear that the product of a configuration with itself can be repeated, i.e. it can be
raised to a power; given a configuration of a suitable type, this may provide a balanced
configuration (as we have seen above in the case of generalized Gray configurations). In
what follows we give some classes of such examples.

EXAMPLES: CLASS 1.

Consider n lines in the projective plane P2 in general position, i.e. such that no more
than two of them intersect in one point. Together with all their points of intersection, they
form a configuration

((
n
2

)
2
, nn−1

)
, which we call a complete n-lateral. (We note that it

has already appeared in this context in [21], see p. 85, Satz 21.)
Taking (2k+1)-laterals (k = 2, 3, . . . ), we have the following infinite series of balanced

configurations obtained as powers:

• complete 5-lateral: (102, 54)
2 = (1004) ⊂ P4

• complete 7-lateral: (212, 76)
3 = (92616) ⊂ P6

• complete 9-lateral: (362, 98)
4 = (1 679 6168) ⊂ P8

• complete 11-lateral: (552, 1110)
5 = (503 284 37510) ⊂ P10

...

The general element of this series can be given as((
2k + 1

2

)
2

, (2k + 1)2k

)k

=

((2k + 1

2

)k
)

2k

 , (4.1)

and is full-dimensional in the projective space P2k.

EXAMPLES: CLASS 2.

Again, let k = 2, 3, . . . , and start from the simple configuration ((2k)1, 12k) consisting
of 2k points and a single projective line. Raise it to the power 2k − 2 so as to obtain a
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configuration of type ((
(2k)2k−2

)
2k−2 ,

(
(2k)2k−3(2k − 2)

)
2k

)
.

Then form the product of this configuration with the complete (2k + 1)-lateral. The result
is a balanced configuration of type((

(2k)2k−2(2k + 1)k
)
2k

)
, (4.2)

which spans the projective space P2k.
We note that in this series the number of points grows faster than in the former one. For

comparison, we give the type of the first four members:

(1604), (27 2166), (9 437 1848),
((

5.5 · 109
)
10

)
.

EXAMPLES: CLASS 3.

The method of scaffolding polytopes and raising to powers can also be combined to
obtain balanced configurations. Here we construct in this way a finite class of examples in
Euclidean space.

We start from the well-known Archimedean solid, the rhombicosidodecahedron [9] (see
Figure 11). It can obtained from the regular dodecahedron by truncation [5, 11]; thus it is
bounded by 12 pentagons, 20 triangles and 30 squares, originating from the faces, vertices
and edges of the dodecahedron, respectively. Its 60 vertices can be given in the following
form: (

±1,±1,±τ3
)c
,
(
±τ,±2τ,±τ2

)c
,
(
0,±(2 + τ),±τ2

)c
, (4.3)

where the superscript denotes that all cyclic permutations of the coordinates are to be taken,
and τ denotes the golden mean: τ = 1

2

(
1 +
√
5
)
.

Figure 11: The rhombicosidodecahedron with a regular pentalateral.
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Figure 12: The (3602, 6012) configuration based on the rhombicosidodecahedron.

We use the rhombicosidodecahedron (briefly, RID) as a scaffolding to construct a class
of configurations whose types are as follows:

(1202, 604) ; (1802, 606) ; (2402, 608) ; (3002, 6010) ; (3602, 6012) . (4.4)

Observe that in the boundary complex of the RID, the link (we use this term following
e.g. [26], p. 237) of a pentagonal face forms a regular decagon. Connecting by straight lines
the vertices of this decagon that are pairwise at a distance 3 from each other, one obtains
a (102, 54) configuration, which is a regular complete pentalateral (see the definition of a
complete n-lateral in our examples of Class 1; now we are in E3, and this figure is regular
in Euclidean sense, i.e. its symmetry group is the dihedral group D5). Figure 11 shows
which one of the two possible positions of such a pentalateral is chosen (it can also be
seen that five of its points are inside the RID). Clearly there are altogether 12 such regular
pentalaterals, and they form a single orbit under the action of the symmetry group of the
RID (this group is obviously the full icosahedral group Ih). Hence we obtain a system of 60
lines, which together with the vertices of the pentalaterals form a (1202, 604) configuration
(see the first type of (4.4)).

It turns out, however, that there are altogether 360 intersection points of these 60 lines,
so that the whole set of points and lines forms a (3602, 6012) configuration (the last type
of (4.4)). This can be explained using the symmetry properties of the regular dodecahedron
or, equivalently, of the RID. First, recall that a regular dodecahedron has altogether 15
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mirror planes. For each edge of the dodecahedron, there are precisely three mirror planes
in special position: one lies on it, one is its perpendicular bisector and one is parallel to it.
The others intersect it obliquely. The 60 lines are parallel in pairs to the 30 edges of the
dodecahedron (and, none of them lie on a mirror plane). Hence, for each of these lines, too,
there are precisely 12 mirror planes in oblique position. Because these planes are mirror
planes, their intersections with the lines provide points in which precisely two of the 60
lines meet. This is equivalent to the fact that on a given line no two of the 12 intersection
points coincide. For, the coincidence means that more than two planes (not perpendicular
to each other) meet in such a point, which implies that more than two lines meet in that
point. But such multiple intersection does not occur here; this can be visually checked in a
model constructed by a dynamic geometry software3. Figure 12 shows a screenshot of this
model.

(a) The convex hull of point class (1) (b) The convex hull of point class (2)

(c) The convex hull of point class (5) (d) The convex hull of point class (6)

Figure 13: Supporting polytopes for the (3602, 6012) configuration.

The 360 points can be partitioned into 6 classes with respect to their distance from
the origin, each containing 60 points; they also form orbits under the action of the group
Ih. Because of this latter property, the convex hull of each of them is a vertex-transitive
polytope (in fact, in each case it is combinatorially equivalent to an Archimedean solid,
see Figure 13). In this way these polytopes form a nested sequence, and are particularly
suitable for visualizing the structure of our (3602, 6012) configuration. Hence we call them

3Euler 3D developed by Tamás Petró.
http://www.mozaik.info.hu/Homepage/Mozaportal/MPeuler3d.php
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supporting polytopes of this configuration. In Figure 13 they are shown in the order of
growing size. The convex hull of class (3) is just the RID we started from; and class
(4) is a homothetic copy of class (2) (actually, τ times larger), so we did not repeat the
corresponding polytope in the figure. Note that these six polytopes fall by two into three
combinatorial types.

Observe that these 6 classes of points can be switched in and out independently of each
other; hence, all but last of the five types in list (4.4) above can be realized as more than
one geometrically distinct configuration. (Among them, isomorphism may occur; we did
not investigate this possibility.) By raising them to a suitable power, one obtains balanced
configurations of the following types:

• (1202, 604)
2

= (14 4004) ⊂ E6

• (1802, 606)
3

= (5 832 2006) ⊂ E9

• (2402, 608)
4

= (3 317 760 0008) ⊂ E12

• (3002, 6010)
5
=
((

2.43 · 1010
)
10

)
⊂ E15

• (3602, 6012)
6
=
((

218 · 312 · 56
)
12

)
⊂ E18.

(4.5)

Due to the geometric differences we mentioned just above, a number of geometrically
distinct cases occur here as well. For example, even for the (14 400)4 configuration, this
amounts to 125 geometrically distinct cases (possibly not all combinatorially distinct).

5 An incidence conjecture
Recall our definition of a complete n-lateral in the preceding section (examples of Class 1).
For the case n = 5 we use the term complete pentalateral. The points of this configuration
we shall also call vertices. The following properties of complete pentalaterals are well
known (cf. [21], pp. 85–86, Satz 21 and Aufgabe 3b).

Proposition 5.1. There is a unique complete pentalateral in the projective plane P2 up to
combinatorial equivalence. It decomposes P2 into one pentagonal, five quadrangular and
five triangular regions.

We shall call the vertices of the complete pentalateral belonging to the pentagonal re-
gion internal vertices, while the other external vertices. The existence and uniqueness of
the pentagon guarantees that such a distinction is indeed possible:

Proposition 5.2. The partition of the set of vertices of the complete pentalateral to internal
and external vertices is well-defined.

The structure of the tiling of P2 just described is shown in Figure 14. Figure 14a
also illustrates that the group of a complete pentalateral is isomorphic to D5, i.e. to the
symmetry group of a regular pentagon (the latter in Euclidean sense). Recall that the group
of a configuration is defined as the group of the permutations (both the points and lines
among themselves) preserving incidences [7].

We have seen that squaring a complete pentalateral results in a configuration (1004)
in projective 4-space (cf. Class 1 in the preceding section). This configuration can nicely
be visualized by projecting it into three dimensions and restricting ourselves to Euclidean
space. To this end, a useful tool is the Schlegel diagram [14, 26] . In fact, there are 10 copies
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(a) (b)

Figure 14: The decomposition of the projective plane by a complete pentalateral, in two
versions, with the pentagonal region shaded. The internal and external vertices are indi-
cated by black and white vertices, respectively.

of the complete pentalateral in the configuration (1004) such that they can be inscribed in
the 10 pentagonal 2-faces of the Cartesian product of two pentagons, which is a 4-polytope.
The Schlegel diagram of this latter polytope is depicted in Figure 15, while the image of
the (1004) configuration is shown in Figure 16.

Figure 15: Schlegel diagram of the Cartesian product of two pentagons.

The following conjecture is motivated by the three-dimensional image of the (1004)
configuration. We will denote a complete pentalateral determined by lines l1, . . . , l5 by
P (l1, . . . , l5).

Conjecture 5.3. Let be given in the projective space P3 25 lines, aij (i, j = 1, . . . , 5) such
that they form five complete pentalaterals:

A1 = P (a11, . . . , a15), . . . , A5 = P (a51, . . . , a55).

Assume that the following conditions hold:
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Figure 16: Twenty pentalaterals in E3: a (1004) configuration.

1. the external vertices of the pentalaterals Ai form the external vertices of complete
pentalaterals Bj = P (b1j , . . . , b5j), as follows:

aij ∩ ai,j+2 = bij ∩ bi+2,j ;

2. the internal vertices of the pentalaterals Ai form the external vertices of complete
pentalaterals Cj = P (c1j , . . . , c5j), as follows:

aij ∩ ai,j+1 = cij ∩ ci+2,j

(indexing is meant modulo 5).
Then there is a quintuple of complete pentalaterals Di such that their vertices coincide

with the internal vertices of the pentalaterals Bj and Cj , as follows:

bij ∩ bi+1,j = dij ∩ di,j+2 and cij ∩ ci+1,j = dij ∩ di,j+1.

In some particular cases this conjecture is known to be true. In these cases the penta-
laterals are embedded in Euclidean 3-space, every Ai is in distinct and pairwise parallel
planes (these planes can simply be conceived as “horizontal planes”), while every Bj and
Cj are in planes perpendicular to the former ones (thus they can be conceived as being in
“vertical position”). In addition, every Di is in “horizontal” planes, too. The cases are as
follows:

Case A.

The pentagons determined by the Ais and Dis are all regular (in Euclidean sense), and
they have a common axis of rotation (of order five). In this case the conditions of the
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conjecture can easily be satisfied by suitably scaling the Ais and by suitably chosen shapes
and sizes of the Bjs. Just this case is shown in our Figure 16 above. Here the lines of
the pentalaterals Ai, Bj , Cj and Di, are distinguished by black, blue, red and green colour,
respectively. Observe that each of these colour classes represents 100 incidences. Thus, our
conjecture can also be formulated that the incidences belonging to any three of the colour
classes imply the remaining 100 incidences.

Case B.

All the pentalaterals Ai are homothetic copies of a pentalateral A0. Furthermore, the ex-
ternal vertices of A0 (hence those of all the Ais) are inscribed in a circle. This case is
visualized in an interactive model made using Mathematica [20]. In this model it is possi-
ble to move the external vertices of A0 (and simultaneously, all the corresponding vertices
of the Ais) along a circle, while all the incidences required by the conjecture are preserved.

These cases provide some support for the conjecture. We remark that any projective
transformation preserves the conjecture. We also remark that Case A also illustrates the
fact that the automorphism group of this configuration is larger than or isomorphic to the
group D5 × D5 × C2. Here the first factor corresponds to the group of the pentalaterals
Ai and Di, the second factor to that of the pentalaterals Bj and Cj , while the last term is
responsible for interchanging the “horizontal” and “vertical” quintuples of pentalaterals.

More generally, one expects that given a configuration C with group G, the group of its
pth power is larger than or isomorphic to the semi-direct product Gp o Sp, where the first
term is a direct power of G, and the second term is the symmetric group of degree p.
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Abstract

The distinguishing number D(G) of a graph G is the least cardinal d such that G has
a labeling with d labels which is only preserved by the trivial automorphism. We show
that the distinguishing number of infinite, locally finite, connected graphs G with infinite
motion and growth o(n2/ log2 n) is either 1 or 2, which proves the Infinite Motion Conjec-
ture of Tom Tucker for this type of graphs. The same holds true for graphs with countably
many ends that do not grow too fast. We also show that graphs G of arbitrary cardinality
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1 Introduction
Albertson and Collins [1] introduced the distinguishing number D(G) of a graph G as the
least cardinal d such that G has a labeling with d labels which is only preserved by the
trivial automorphism.

This seminal concept spawned many papers on finite and infinite graphs. We are mainly
interested in infinite, locally finite, connected graphs of polynomial growth, see [8], [15],
[13], and in graphs of higher cardinality, see [9], [11]. In particular, there is one conjecture
on which we focus our attention, the Infinite Motion Conjecture of Tom Tucker.

Before stating it, we introduce the notation m(φ) for the number of elements moved by
an automorphism φ, and call m(φ) the motion of φ. In other words, m(φ) is the size of the
set of vertices which are not fixed by φ, that is, the size of its support, supp(φ).

The Infinite Motion Conjecture of Tom Tucker. Let G be an infinite, locally finite,
connected graph. If every nontrivial automorphism of G has infinite motion, then the dis-
tinguishing number D(G) of G is either 1 or 2.

For the origin of the conjecture and partial results compare [13]. The conjecture is true
if Aut(G) is countable, hence we concentrate on graphs with uncountable group.

The validity of the conjecture for graphs with countable group follows from either one
of two different results in [10]. One of them replaces the requirement of infinite motion
by a lower and upper bound on the size of the automorphism group. It asserts that every
infinite, locally finite, connected graphGwhose automorphism group is infinite, but strictly
smaller than 2ℵ0 , has countable group, infinite motion, and distinguishing number 2. For
a precise formulation see Theorem 4.1. The proof is not easy and follows from results of
either Halin [6], Trofimov [14], or Evans [3].

The other one relaxes the condition of local finiteness and requires that the group is at
most countable. It asserts that countably infinite, connected graphs with finite or countably
infinite group and infinite motion are 2-distinguishable, no matter whether they are locally
finite or not, see Theorem 4.2. The proof is short and elementary.

For uncountable connected graphs with countable motion the Infinite Motion Conjec-
ture need not be true. We turn to this case in Section 4, suggest a version of the conjecture
for uncountable connected graphs, and prove its validity under a bound on the size of the
automorphism group.

2 Preliminaries
Throughout this paper the symbol N denotes the set {1, 2, 3, . . .} of positive integers,
whereas the symbol N0 refers to the set {0, 1, 2, 3, . . .} of non-negative integers.

Let G be a graph with vertex set V(G). Let X be a set. An X-labeling l of G is a
mapping l : V(G) → X . For us X will mostly be the set {black,white}. In this case, we
speak of a 2-coloring of G.

Let l be an X-labeling of G. Consider an automorphism φ ∈ Aut(G). If, for every
v ∈ V(G), l(φ(v)) = l(v), we say that l is preserved by φ. If this is not the case, we say
that l breaks φ. An X-labeling l of G is called distinguishing if it is only preserved by the
trivial automorphism. The distinguishing number D(G) of G is the least cardinal d such
that there exists a distinguishing X-labeling of G with |X| = d.

Given a groupA equipped with a homomorphism φ : A→ Aut(G), we say thatA acts
on G. Moreover, we say that A acts nontrivially on G if there is an a ∈ A such that φ(a)
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moves at least one vertex of G. By abuse of language we write a(v) instead of φ(a)(v) and
say that an X-labeling l of G is preserved by a ∈ A if it is preserved by φ(a) ∈ Aut(G).

The ball with center v0 ∈ V(G) and radius r is the set of all vertices v ∈ V(G) with
dG(v0, v) ≤ r and is denoted by BGv0(r), whereas SGv0(r) stands for the set of all vertices
v ∈ V(G) with dG(v0, v) = r. We call it the sphere with center v0 ∈ V(G) and radius r.
If G is clear from the context, we just write Bv0(r) and Sv0(r) respectively. For terms not
defined here we refer to [7].

Although our graphs are infinite, as long as they are locally finite, all balls and spheres
of finite radius are finite. The number of vertices in BGv0(r) is a monotonically increasing
function of r, because

∣∣BGv0(r)∣∣ = r∑
i=0

∣∣SGv0(i)∣∣ and
∣∣SGv0(i)∣∣ ≥ 1 .

Nonetheless, the growth of
∣∣BGv0(r)∣∣ depends very much on G, and it is helpful to define

the growth rate of a graph.
We say that an infinite, locally finite, connected graphG has polynomial growth if there

is a vertex v0 ∈ V(G) and a polynomial p such that

∀ r ∈ N0 :
∣∣BGv0(r)∣∣ ≤ p(r) .

It is easy to see that this implies that all functions
∣∣BGv (r)∣∣ are bounded by polynomials of

the same degree as p, independent of the choice of v ∈ V(G). In this context it should be
clear what we mean by linear and quadratic growth. Observe that the two-sided infinite
path has linear growth, and that the growth of the grid of integers in the plane is quadratic.

We say that G has exponential growth if there is a constant c > 1 such that

∀ r ∈ N0 :
∣∣BGv0(r)∣∣ ≥ cr .

Notice that homogeneous trees of degree d > 2, that is, infinite trees where every vertex
has the same degree d, have exponential growth. For the distinguishability of such trees
and tree-like graphs, see [16] and [9].

We are mainly interested is the distinguishability of infinite, locally finite, connected
graphs of polynomial growth. For us, the following lemma will be helpful.

Lemma 2.1. Let A be a finite group acting on a graph G. If a coloring of G breaks some
element of A, then it breaks at least half of the elements of A.

Proof. The elements of A that preserve a given coloring form a subgroup. If some element
of A is broken, then this subgroup is proper and thus, by Lagrange’s theorem, cannot
contain more than half of the elements of A.

If the action is nontrivial, then we can always find a coloring that breaks at least one
element. Hence, we have the following result.

Lemma 2.2. Let G be a graph. If A is a finite group acting nontrivially on G, then there
exists a 2-coloring of G that breaks at least half of the elements of A.

The proof of Lemma 2.2 is based on the fact that A is a group. But a very similar result
holds for any finite family of nontrivial automorphisms, as the following lemma shows.
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Lemma 2.3. Let G be a finite graph. If A is a finite set equipped with a mapping φ : A→
Aut(G) \ {id}, then there exists a 2-coloring of G that breaks φ(a) for at least half of the
elements of A.

Proof. Let V(G) = {v1, v2, . . . , vn}. For every k ∈ {1, 2, . . . , n}, let Ak be the set of
all a ∈ A with supp(φ(a)) ⊆ {v1, v2, . . . , vk}. We show by induction that the assertion
holds for all Ak and, in particular, for A. Because A1 is the empty set, the assertion is true
for A1. Suppose it is true for Ak−1. Then we can choose a 2-coloring of G that breaks
φ(a) for at least half of the elements of Ak−1. This remains true, even when we change the
color of vk. Notice that, for every a ∈ Ak \Ak−1, φ(a) either maps vk into a white vertex
in {v1, v2, . . . , vk−1} or into a black vertex in {v1, v2, . . . , vk−1}. Depending on which of
the two alternatives occurs more often, we color vk black or white such that this 2-coloring
also breaks φ(a) for at least half of the elements of Ak \Ak−1 and, hence, for at least half
of the elements of Ak.

If every nontrivial automorphism of a graph G has infinite motion, we say that G has
infinite motion. For such graphs the following result from [10] will be of importance.

Lemma 2.4. Let G be an infinite, locally finite, connected graph with infinite motion. If
an automorphism φ ∈ Aut(G) fixes a vertex v0 ∈ V(G) and moves at least one vertex in
Sv0(k), then, for every i ≥ k, it moves at least one vertex in Sv0(i).

3 Graphs of nonlinear growth
In [10], it was shown that infinite, locally finite, connected graphs with infinite motion and
linear growth have countable automorphism group, and therefore distinguishing number
either 1 or 2.

If the growth rate of such graphs becomes nonlinear, then the automorphism group can
become uncountable. This holds, even if the growth rate becomes only slightly nonlinear.

Theorem 3.1. Let ε > 0. Then there exists an infinite, locally finite, connected graph
G with uncountable automorphism group, infinite motion, and nonlinear growth function
g : N0 → N0 such that, for sufficiently large n ∈ N0, g(n) is bounded from above by n1+ε.

Proof. We construct G from T3, that is, the tree in which every vertex has degree 3. First,
choose an arbitrary vertex v0 ∈ V(T3). Our strategy is to replace the edges of T3 by paths
such that, for sufficiently large n ∈ N0, g(n) =

∣∣BGv0(n)∣∣ ≤ n1+ε.
For every i ∈ N0, there are 3 · 2i edges from ST3

v0 (i) to ST3
v0 (i+ 1). If we replace them

by paths of the same length, then the cardinality of the balls BGv0(n) grows linearly with
slope 3 · 2i from ST3

v0 (i) to ST3
v0 (i+ 1).

Observe that, given any affine linear function h : N0 → N0, there is a number nh ∈ N
such that, for all n ≥ nh, h(n) ≤ n1+ε. In particular, we may consider the functions
hi : N0 → N0 defined by hi(x) = 3 · 2i · x+ 1, and choose numbers ni ∈ N such that, for
every n ≥ ni, hi(n) ≤ n1+ε.

As illustrated in Figure 1, for every i ∈ N0, we replace the edges from ST3
v0 (i) to

ST3
v0 (i+ 1) by paths of length ni+1. For every i ∈ N and every vertex v ∈ V(G) on such a

path from ST3
v0 (i) to ST3

v0 (i+ 1), we have dG(v, v0) ≥ ni and, hence,

g(dG(v, v0)) ≤ 3 · 2i · dG(v, v0) + 1 = hi(dG(v, v0)) ≤ dG(v, v0)1+ε .
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ST3
v0 (3)ST3

v0 (2)ST3
v0 (0) ST3

v0 (1)

v0

n3n2n1

Figure 1: Replacing the egdes of T3 by paths.

So, for every n ≥ n1, g(n) is bounded from above by n1+ε. Every automorphism of T3
that fixes v0 induces an automorphism of G. It is easy to see that this correspondence is
bijective. Thus, Aut(G) is uncountable. Furthermore, G inherits infinite motion from T3.
Since Aut(G) is uncountable, the result of [10] mentioned at the beginning of Section 3
implies that G cannot have linear growth.

Though we cannot assume that the automorphism groups of our graphs are countable,
we prove that infinite, locally finite, connected graphs with infinite motion and nonlinear,
but moderate, growth are still 2-distinguishable, that is, they have distinguishing number
either 1 or 2.

Our construction of a suitable coloring consists of several steps. In Lemma 3.2 we color
a part of the vertices in order to break all automorphisms that move a distinguished vertex
v0. In Lemma 3.3 we show how to color some of the remaining vertices in order to break
more automorphisms. Iteration of this procedure yields a distinguishing coloring, as shown
in Theorem 3.4.

Lemma 3.2. Let G be an infinite, locally finite, connected graph with infinite motion and
v0 ∈ V(G). Then, for every k ∈ N, one can 2-color all vertices in Bv0(k + 3) and
Sv0(λk + 4), λ ∈ N, such that, no matter how one colors the remaining vertices, all
automorphisms that move v0 are broken.

Proof. If k = 1, then we color v0 black and all v ∈ V(G) \ {v0} white, whence all
automorphisms that move v0 are broken. So, let k ≥ 2. First, we color all vertices in
Sv0(0), Sv0(1), and Sv0(k + 2) black and the remaining vertices in Bv0(k + 3) white.
Moreover, we color all vertices in Sv0(λk+4), λ ∈ N, black and claim that, no matter how
we color the remaining vertices, v0 is the only black vertex that has only black neighbors
and only white vertices at distance r ∈ {2, 3, . . . , k + 1}, see Figure 2.

It clearly follows from this claim that this coloring breaks every automorphism that
moves v0. It only remains to verify the claim.

Consider a vertex v ∈ V(G) \ {v0}. If v is not in Sv0(1), then it is easy to see that v
cannot have the aforementioned properties. So, let v be in Sv0(1) and assume it has only
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v0

Sv0(0) Sv0(k + 2) Sv0(2k + 4)

Sv0(1) Sv0(k + 4)

Figure 2: Breaking all automorphisms that move v0.

black neighbors and only white vertices at distance 2. Then it cannot be neighbor to any
vertex in Sv0(2), but must be neighbor to all vertices inBv0(1) except itself. Therefore, the
transposition of the vertices v and v0 is a nontrivial automorphism of G with finite support.
Since G has infinite motion, this is not possible.

Lemma 3.3. Let G be an infinite, locally finite, connected graph with infinite motion and
v0 ∈ V(G). Moreover, let ε > 0. Then there exists a k ∈ N such that, for every m ∈ N
and for every n ∈ N that is sufficiently large and fulfills

|Sv0(n)| ≤
n

(1 + ε) log2 n
, (3.1)

one can 2-color all vertices in Sv0(m + 1), Sv0(m + 2), . . . , Sv0(n), but not those in
Sv0(λk + 4), λ ∈ N, such that all automorphisms that fix v0 and act nontrivially on
Bv0(m) are broken.

The coloring and the meaning of the variables m, n, and k is illustrated by Figure 3.

Proof. First, choose a k ∈ N that is larger than 1 + 1
ε . Then

k − 1

k
>

1

1 + ε
. (3.2)

Let m ∈ N. By (3.2), there is an n0 ∈ N such that

∀n ≥ n0 : (n−m) · k − 1

k
≥ n · 1

1 + ε
+ 1 . (3.3)

Let n ∈ N be sufficiently large, that is, n ≥ n0, and assume it fulfills (3.1). Then, the
number of spheres Sv0(m+1), Sv0(m+2), . . . , Sv0(n) that are not of the type Sv0(λk+4),
λ ∈ N, is at least ⌊

(n−m) · k − 1

k

⌋
≥
⌊
n · 1

1 + ε
+ 1

⌋
>

n

1 + ε
· (3.4)
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v0

Sv0(m) Sv0(n)

k

Figure 3: Breaking all automorphisms that fix v0 and act nontrivially on Bv0(m).

Our goal is to 2-color the vertices in these spheres in order to break all automorphisms
that fix v0 and act nontrivially on Bv0(m).

Let Aut(G, v0) be the group of all automorphisms that fix v0. Every φ ∈ Aut(G, v0)
induces a permutation φ|Bv0(n) of the vertices in Bv0(n). These permutations form a
group A. If σ and τ are different elements of A, then στ−1 ∈ A acts nontrivially on
Bv0(n). By Lemma 2.4, it also does so on Sv0(n), which means that σ and τ do not agree
on Sv0(n). Therefore, the cardinality of A is at most |Sv0(n)|!, for which the following
rough estimate suffices for our purposes:

|Sv0(n)|! ≤ |Sv0(n)||
Sv0

(n)|−1 ≤
(

n
(1+ε) log2 n

) n
(1+ε) log2 n

−1

≤ n
n

(1+ε) log2 n
−1

= 2

(
n

(1+ε) log2 n
−1

)
log2 n ≤ 2

n
1+ε−1 .

(3.5)

It is clear that, if an element σ ∈ A that acts nontrivially on Bv0(m) is broken by a suitable
2-coloring of some spheres in Bv0(n), then all φ ∈ Aut(G, v0) with φ|Bv0(n) = σ are
broken at once. So it suffices to break all σ ∈ A that act nontrivially on Bv0(m) by a
suitable 2-coloring of some spheres in Bv0(n) in order to ensure that all φ ∈ Aut(G, v0)
that act nontrivially on Bv0(m) are broken.

Before doing this, let us remark that any element σ ∈ A that acts nontrivially on the
ball Bv0(m), also acts nontrivially on every sphere Sv0(m + 1), . . . , Sv0(n). This is a
consequence of Lemma 2.4, and implies that we can break σ by breaking the action of σ
on any one of the spheres Sv0(m+ 1), . . . , Sv0(n).

Now, consider the subset S ⊆ A of all elements that act nontrivially on Bv0(m). As
already remarked, every σ ∈ S acts nontrivially on every sphere Sv0(m+ 1), . . . , Sv0(n).
Hence, we can apply Lemma 2.3 to break at least half of the elements of S by a suitable
coloring of Sv0(m+ 1). What remains unbroken is a subset S′ ⊆ S of cardinality at most
|S|/2. Now, we proceed to the next sphere. We can break at least half of the elements of
S′ by a suitable coloring of Sv0(m+ 2). What still remains unbroken, is a subset S′′ ⊆ S
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of cardinality at most |S|/4.
Iterating the procedure, but avoiding spheres of the type Sv0(λk + 4), λ ∈ N, we end

up with the empty subset ∅ ⊆ S after at most log2 |S|+1 ≤ log2 |A|+1 ≤ n
1+ε steps, see

(3.5). This is less than the number of spheres not of the type Sv0(λk+ 4), λ ∈ N, between
Sv0(m + 1) and Sv0(n), see (3.4). Thus, we remain within the ball Bv0(n). Hence, all
s ∈ S and, therefore, all φ ∈ Aut(G, v0) that act nontrivially on Bv0(m) are broken, and
we are done.

Theorem 3.4. Let G be an infinite, locally finite, connected graph with infinite motion and
v0 ∈ V(G). Moreover, let ε > 0. If there exist infinitely many n ∈ N such that

|Sv0(n)| ≤
n

(1 + ε) log2 n
, (3.6)

then the distinguishing number D(G) of G is either 1 or 2.

Proof. Consider the k ∈ N provided by Lemma 3.3. First, we use Lemma 3.2 to 2-color
all vertices in Bv0(k + 3) and in Sv0(λk + 4), λ ∈ N, such that, no matter how we color
the remaining vertices, all automorphisms that move v0 are broken.

Let m1 = k + 3. Among all n ∈ N that satisfy (3.6) we choose a number n1 ∈ N
that is larger than m1 and sufficiently large to apply Lemma 3.3. Hence, we can 2-color all
vertices in Sv0(m1 + 1), Sv0(m1 + 2), . . . , Sv0(n1), except those in Sv0(λk + 4), λ ∈ N,
such that all automorphisms that fix v0 and act nontrivially on Bv0(m1) are broken. Next,
let m2 = n1 and choose an n2 ∈ N to apply Lemma 3.3 again. Iteration of this procedure
yields a 2-coloring of G.

If an automorphism φ ∈ Aut(G) \ {id} moves v0, then it is broken by our coloring.
If it fixes v0, consider a vertex v with φ(v) 6= v. Since G is connected and m1 < m2 <
m3 < . . ., there is an i ∈ N such that v is contained in Bv0(mi). Hence, φ acts nontrivially
on Bv0(mi) and is again broken by our coloring.

Corollary 3.5. LetG be an infinite, locally finite, connected graph with infinite motion and
v0 ∈ V(G). Moreover, let ε > 0. If there exist infinitely many n ∈ N such that

|Bv0(n)| ≤
n2

(2 + ε) log2 n
, (3.7)

then the distinguishing number D(G) ofG is either 1 or 2. In particular, the Infinite Motion
Conjecture holds for all graphs of growth o(n2/ log2 n).

Proof. Let n1 < n2 < n3 < . . . be an infinite sequence of numbers that fulfill (3.7).
Notice that, for every k ∈ N,

nk∑
i=1

i

(1 + ε
2 ) log2 i

>
nk

2

(2 + ε) log2 nk
≥ |Bv0(nk)| >

nk∑
i=1

|Sv0(i)| . (3.8)

Since

lim
k→∞

((
nk∑
i=1

i

(1 + ε
2 ) log2 i

)
− nk

2

(2 + ε) log2 nk

)
=∞ , (3.9)
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we infer that

lim
k→∞

nk∑
i=1

(
i

(1 + ε
2 ) log2 i

− |Sv0(i)|
)

=∞ , (3.10)

and that, for infinitely many i ∈ N,

|Sv0(i)| <
i

(1 + ε
2 ) log2 i

. (3.11)

Hence, we can apply Theorem 3.4 to show that the distinguishing number D(G) of G is
either 1 or 2.

A result similar to Theorem 3.4 can also be obtained for graphs with countably many
ends1, none of which grows too fast. Readers not familiar with the notion of ends may
safely skip the rest of this section, as the result is not used elsewhere in the paper.

Theorem 3.6. Let G be an infinite, locally finite, connected graph with countably many
ends and infinite motion. Moreover, let v0 ∈ V(G) and ε > 0. For an end ω ofG let Sωv0(n)
be the set of vertices in Sv0(n) that lie in the same connected component of G\Bv0(n−1)
as ω. If, for every end ω, there are infinitely many n ∈ N such that∣∣Sωv0(n)∣∣ ≤ n

(1 + ε) log2 n
, (3.12)

then the distinguishing number D(G) of G is either 1 or 2.

Proof. Basically the proof consists of three steps. First we color part of the vertex set in
order to break all automorphisms that move v0. In the second step we break all automor-
phisms in Aut(G, v0) that do not fix all ends of the graph by coloring some other vertices.
Finally, we color the remaining vertices to break the rest of the automorphisms.

In order to break all automorphisms that move v0 we apply Lemma 3.2, just as in the
proof of Theorem 3.4. The only difference is that we choose k twice as large as proposed
by Lemma 3.3, because we would like to color some additional spheres in the second step
of the proof before applying an argument similar to that in Lemma 3.3.

For the second step consider the spheres Sv0(
2λ+1

2 k + 4), λ ∈ N. We wish to color
those spheres such that every automorphism that fixes v0 and preserves the coloring also
fixes every end of G.

It is not hard to see that the sets Sωv0(
2λ+1

2 k+4), ω an end ofG, λ ∈ N, carry the follow-
ing tree structure. Consider v0, the root, which is connected by an edge to Sωv0(

3
2k+ 4) for

each end ω. For every end ω of G and every λ ∈ N, draw an edge from Sωv0(
2λ+1

2 k+4) to
Sωv0(

2λ+3
2 k+4). To see that this is indeed a tree just notice that if Sω1

v0 (n) = Sω2
v0 (n), then,

for every m ≤ n, Sω1
v0 (m) = Sω2

v0 (m). So there cannot be any circles. By construction,
this tree structure is infinite, locally finite, and does not have any endpoints.

Next, notice that every automorphism φ ∈ Aut(G, v0) that does not fix all ends also
acts as an automorphism on this tree structure. By [16], the distinguishing number of
infinite, locally finite trees without endpoints is at most 2. Therefore it is possible to 2-
color the sets Sωv0(

2λ+1
2 k + 4), ω an end of G, λ ∈ N, such that every such automorphism

1Ends were first introduced by Freudenthal [4] in a topological setting, but here the definition of Halin [5] is
more appropriate. For an accessible introduction to ends of infinite graphs see [2].
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is broken. It is also worth noting that so far we did not use the countability of the end space
of G, nor did we use the growth condition on the ends.

Let us turn to the third step of the proof. So far we have colored the ballBv0(k+3) and
the spheres Sv0(

λ
2 k + 4), λ ≥ 2, in a way that color preserving automorphisms fix v0 and

move every Sωv0(n) into itself. Consider such an automorphism φ, which acts nontrivially
on G. If we remove the fixed points of φ from G, then the infinite motion of G implies that
the resulting graph has only infinite components. Hence, there is a ray in G which contains
no fixed point of φ. The image of this ray must lie in the same end ω. Thus, there is an
index n0, such that, for every n ≥ n0, φ acts nontrivially on Sωv0(n).

Let (ωi)i∈N be an enumeration of the ends of G. Choose a function f : N → N such
that, for every i ∈ N, f−1(i) is infinite. Assume that all spheres up to Sv0(m) have been
colored in the first i− 1 steps. In the i-th step we would like to color some more spheres in
order to continue breaking all automorphisms in Aut(G, v0) that act nontrivially on each
of the spheres S

ωf(i)
v0 (n), n ≥ m. This can be done by exactly the same argument as the

one used in the proof of Lemma 3.3.
As we already mentioned, every automorphism that was not broken in the first two steps

acts by nontrivially on the rays of some end. Since, in the procedure described above, every
end is considered infinitely often, it is clear that every such automorphism will eventually
be broken. This completes the proof.

4 Graphs with higher cardinality
If a graph G has trivial automorphism group, then G is obviously 1-distinguishable, that
is, D(G) = 1. From now on we assume that our graphs G have nontrivial automorphism
group. In this case, the motion m(G) of G is defined as

m(G) = min
φ∈Aut(G)\{id}

m(φ) . (4.1)

As already mentioned, the Infinite Motion Conjecture does not hold for graphs of higher
cardinality. An example is the Cartesian product G = K

n
�K

m
of two complete graphs

on infinitely many vertices n and m with 2n < m. By [9], G has motion n, but D(G) > n.
The question arises whether one can adapt the Infinite Motion Conjecture to graphs of

higher cardinality. The starting point is [12, Theorem 1]. It asserts that a finite graph G is
2-distinguishable if m(G) > 2 log2 |Aut(G)|. However, a second look at the proof shows
that the inequality sign can be replaced by ≥. For details see Section 5. For finite graphs
we thus infer that

m(G) ≥ 2 log2 |Aut(G)| implies D(G) = 2, (4.2)

which can also be written in the form

|Aut(G)| ≤ 2
m(G)

2 implies D(G) = 2 .

Notice that 2
m(G)

2 = 2m(G) if m(G) is infinite. We are thus tempted to conjecture for
graphs G with infinite motion that |Aut(G)| ≤ 2m(G) implies D(G) = 2. We formulate
this conjecture as the

Motion Conjecture. Let G be a connected graph with infinite motion m(G) and
|Aut(G)| ≤ 2m(G) . Then D(G) = 2.
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How does this compare with the Infinite Motion Conjecture? It asserts that the distin-
guishing number of a locally finite, connected graphG is 2 if m(G) is infinite. Since locally
finite graphs are countable, the condition that m(G) is infinite is equivalent to m(G) = ℵ0.
Furthermore, for countable graphs we have

|Aut(G)| ≤ ℵℵ00 = 2ℵ0 .

Hence, for countable graphs, and thus also for locally finite, connected graphs with infinite
motion, the inequality of the Motion Conjecture is automatically satisfied, which means
that the Infinite Motion Conjecture is a special case of the Motion Conjecture.

Now, let us focus on the two results from [10] that imply the validity of the Infinite
Motion Conjecture for graphs with countable group.

Theorem 4.1. Let G be a locally finite, connected graph that satisfies ℵ0 ≤ |Aut(G)| <
2ℵ0 . Then |Aut(G)| = ℵ0, m(G) = ℵ0, and D(G) = 2.

Notice that the only thing that is required here, besides local finiteness and connected-
ness, is an upper and a lower bound on the size of Aut(G). And it turns out, that Aut(G)
is countable, even without the continuum hypothesis. Even infinite motion and D(G) = 2
are consequences of this restriction on the size of the automorphism group.

Theorem 4.2. Let G be a countably infinite, connected graph that satisfies the conditions
|Aut(G)| ≤ m(G) and m(G) = ℵ0. Then D(G) = 2.

Here, without local finiteness, one cannot drop the assumption of infinite motion. If
we assume that Aut(G) has smaller cardinality than the continuum, then we can ensure
2-distinguishability if the continuum hypothesis holds, but we do not know whether this is
really necessary.

Corollary 4.3. Let G be a countably infinite, connected graph with infinite motion. If the
continuum hypothesis holds, and if |Aut(G)| < 2m(G), then D(G) = 2.

The next theorem shows that Theorem 4.2 also holds for graphs of higher cardinality
and uncountable motion.

Theorem 4.4. Let G be a connected graph with uncountable motion. Then |Aut(G)| ≤
m(G) implies D(G) = 2.

Proof. Set n = |Aut(G)|, and let ζ be the smallest ordinal number whose underlying set
has cardinality n. Furthermore, choose a well ordering ≺ of A = Aut(G) \ {id} of order
type ζ, and let α0 be the smallest element with respect to ≺. Then the cardinality of the set
of all elements of A between α0 and any other α ∈ A is smaller than n ≤ m(G).

Now we color all vertices ofG white and use transfinite induction to break all automor-
phisms by coloring selected vertices black.

INDUCTION BASE By the assumptions of the theorem, there exists a vertex v0 that is
not fixed by α0. We color it black. This coloring breaks α0.

INDUCTION STEP Let β ∈ A. Suppose we have already broken all α ≺ β by pairs of
distinct vertices (vα, α(vα)), where vα is black and α(vα) white. Clearly, the cardinality
of the set R of all (vα, α(vα)), α ≺ β, is less than m(G) ≥ n. By assumption, β moves at
least m(G) vertices. Since there are still n vertices not in R, there must be a pair of vertices
(vβ , β(vβ)) that does not meet R. We color vβ black. This coloring breaks β.
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Corollary 4.5. Let G be a connected graph with uncountable motion. If the general con-
tinuum hypothesis holds, and if |Aut(G)| < 2m(G), then D(G) = 2.

Proof. Under the assumption of the general continuum hypothesis 2m(G) is the successor of
m(G). Hence |Aut(G)| ≤ m(G), and the assertion of the corollary follows from Theorem
4.4.

5 The Motion Lemma of Russell and Sundaram
In order to show that a finite graph G is 2-distinguishable if m(G) > 2 log2 |Aut(G)|,
Russell and Sundaram [12] first defined the cycle norm of an automorphism φ. If

φ = (v11v12 . . . v1l1)(v21 . . . v2l2) . . . (vk1 . . . vklk) ,

then the cycle norm c(φ) of φ is

c(φ) =

k∑
i=1

(li − 1) .

The cycle norm c(φ) is related to graph distinguishability as follows: Let G be randomly
2-colored by independently assigning each vertex a color uniformly from {black,white}.
Then the probability that every cycle of φ is monochromatic is 2− c(φ). In this case, φ
preserves the coloring so chosen.

Further, they define the cycle norm c(G) of a graph G as

c(G) = min
φ∈Aut(G)\{id}

c(φ) .

We now reprove Theorem 2 of [12] with ≥ instead of >. Because c(φ) ≥ m(φ)/2 and
thus c(G) ≥ m(G)/2 we infer from Theorem 5.1 below that G is 2-distinguishable if
m(G) ≥ 2 log2 |Aut(G)|. We propose to call this result “Motion Lemma of Russell and
Sundaram”. Actually, the only difference from the original proof is the insertion of the
middle term in (5.2).

Theorem 5.1. Let G be a finite graph, and c(G) log d ≥ log |Aut(G)|. Then G is d-
distinguishable, that is, D(G) ≤ d.

Proof. Let χ be a random d-coloring of G, the probability distribution being given by
selecting the color of each vertex independently and uniformly in the set {1, . . . , d}. For a
fixed automorphism φ ∈ Aut(G) \ {id} consider the probability that the random coloring
χ is preserved by φ:

Prχ[∀ v : χ(φ(v)) = χ(v)] =

(
1

d

)c(φ)

≤
(
1

d

)c(G)

. (5.1)

Collecting these events yields the inequality

Prχ[∃φ ∈ Aut(G) \ {id} ∀ v : χ(φ(v)) = χ(v)] ≤ (|Aut(G)| − 1)
(
1
d

)c(G)

< |Aut(G)|
(
1
d

)c(G)
.

(5.2)

By hypothesis the last term is at most 1. Thus there exists a coloring χ such that, for every
φ ∈ Aut(G) \ {id}, there is a v for which χ(φ(v)) 6= χ(v), as desired.
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Abstract

Let S be a subset of the cyclic group Zn. The cyclic Haar graph H(Zn, S) is the
bipartite graph with color classes Z+

n and Z−n , and edges {x+, y−}, where x, y ∈ Zn and
y − x ∈ S. In this paper we give sufficient and necessary conditions for the isomorphism
of two connected cyclic Haar graphs of valency 4.

Keywords: Graph isomorphism, cyclic Haar graph, 4-BCI-group.

Math. Subj. Class.: 20B25, 05C25, 05C60

1 Introduction
Let S be a subset of a finite group G. The Haar graph H(G,S) is the bipartite graph with
color classes identified with G and written as G+ and G−, and the edges are {x+, y−},
where x, y ∈ G and yx−1 ∈ S. Haar graphs were introduced for abelian groups by
Hladnik, Marušič and Pisanski [6], and were redefined under the name bi-Cayley graphs
in [17]. A Haar graph H(G,S) is called cyclic if G is a cyclic group. In this paper we
consider the problem of giving sufficient and necessary conditions for the isomorphism
of two cyclic Haar graphs. This is a natural continuation of the isomorphism problem of
circulant digraphs which has been solved by Muzychuk [12]. It appears in the context of
circulant matrices under the name bipartite Ádám problem [16], and also in the context of
cyclic configurations [2, 6].

The symbol Zn denotes the additive group of the ring Z/nZ of residue classes modulo
n, and Z∗n denotes the multiplicative group of units in Z/nZ. Two Haar graphs H(Zn, S)
and H(Zn, T ) are called affinely equivalent, written as H(Zn, S) ∼=aff H(Zn, T ), if S
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can be mapped to T by an affine transformation, i.e., aS + b = T for some a ∈ Z∗n and
b ∈ Zn. It is an easy exercise to show that two affinely equivalent cyclic Haar graphs
are isomorphic as usual graphs. The converse implication is not true in general, and this
makes the following definition interesting (see [17]): we say that a subset S ⊆ Zn is a BCI-
subset if for each T ⊆ G, H(Zn, S) ∼= H(Zn, T ) if and only if H(Zn, S) ∼=aff H(Zn, T ).
Wiedemann and Zieve proved in [16, Theorem 1.1] that any subset S of Zn is a BCI-subset
if |S| ≤ 3 (a special case was proved earlier in [3]). However, this is not true if |S| ≥ 4 (see
[6, 16]), hence the first nontrivial case of the isomorphism problem occurs when |S| = 4.
In this paper we settle this case by proving the following theorem:

Theorem 1.1. Two connected Haar graphs H(Zn, S) and H(Zn, T ) with |S| = |T | = 4
are isomorphic if and only if there exist a1, a2 ∈ Z∗n and b1, b2 ∈ Zn such that

(1) a1S + b1 = T ; or

(2) a1S + b1 = {0, u, v, v +m} and a2T + b2 = {0, u+m, v, v +m}, where n = 2m,
Zn = 〈u, v〉, 2 | u, 2u | m and u/2 6≡ v +m/(2u)(mod m/u).

Remark 1.2. A group G is called an m-BCI-group if every subset S of G with |S| ≤ m
is a BCI-subset (see [7, 17]). In this context [16, Theorem 1.1] can be rephrased as Zn is a
3-BCI-group for any number n; and Theorem 1.1 says that Zn is not a 4-BCI-group if and
only if n is divisible by 8. This refines [16, Theorem 7.2] in which it is proved that, if Zn
contains a non-BCI-subset of size k, k ∈ {4, 5}, then n has a prime divisor less or equal to
2k(k − 1).

Our approach towards Theorem 1.1 is group theoretical, we adopt the ideas of [1, 11].
In short terms the initial problem is transformed to a problem about the automorphism
group of the graphs in question. Theorem 1.1 is proven in two steps: first it is settled
for graphs H(Zn, S) with S satisfying additional conditions (see Theorem 3.1); then it is
shown that, if S is not a BCI-subset, then it is affinely equivalent to a set satisfying the
conditions of Theorem 3.1 (see Theorem 4.1).

We conclude the introduction with the following modification of Theorem 1.1:

Theorem 1.3. Two connected Haar graphs H(Zn, S) and H(Zn, T ) with |S| = |T | = 4
are isomorphic if and only if there exist a1, a2 ∈ Z∗n and b1, b2 ∈ Zn such that

(1) a1S + b1 = T ; or

(2) a1S + b1 = {0, u, v, v +m} and a2T + b2 = {0, u+m, v, v +m}, where n = 2m,
Zn = 〈u, v〉, 2 | u, 2u | m.

Proof. In view of Theorem 1.1 it is sufficient to prove that H(Zn, S) ∼= H(Zn, T ) if

a1S + b1 = {0, u, v, v +m} and a2T + b2 = {0, u+m, v, v +m},

where n = 2m, Zn = 〈u, v〉, 2 | u, 2u | m and u/2 ≡ v + m/(2u)(mod m/u). In fact,
we are going to show below that there exist a ∈ Z∗n and b ∈ Zn such that

a · {0, u, v, v +m}+ b = {0, u+m, v, v +m}.

Then (a−1
2 aa1) · S + a−1

2 (ab1 + b− b2) = T, and so H(Zn, S) ∼= H(Zn, T ).
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Let us consider the following system of congruences:

ux ≡ −u+m(mod n) and vx ≡ −u+ v(mod n). (1.1)

By the first congruence, using also that 2u | m, x may be written in the form x =
(n/u)y − 1 + m/u. Plugging this in the second one, we obtain (vn/u)y ≡ 2v − u −
vm/u(mod n), which has an integer solution in y exactly when gcd(vn/u, n) | (2v−u−
vm/u). Then gcd(vn/u, n) = n/u gcd(u, v), and since Zn = 〈u, v〉, n/u and gcd(u, v)
are coprime. Since gcd(u, v) is clearly a divisor of 2v−u− vm/u, a solution in y exists if
and only if n/u | (2v−u−vm/u), i.e., u ≡ 2v−vm/u(mod 2m/u) (recall that n = 2m).
On the other hand, one of the initial assumptions is u/2 ≡ v+m/(2u)(mod m/u), and so
u ≡ 2v + m/u(mod 2m/u). We conclude that (1.1) has an integer solution if −vm/u ≡
m/u(mod 2m/u). Now, the latter congruence holds because of the conditions 2 | u,
2 | n, and Zn = 〈u, v〉. Let a be a solution of (1.1). It follows from the above argument
that gcd(a,m/u) = 1. Notice that, since 2u | m, 2 - a. Let d = gcd(a, u). By (1.1),
av ≡ −u + v(mod n), implying that d | v, and so d = 1. We see that gcd(a, 2m) = 1,
i.e., a ∈ Z∗n. Choosing b = u+m, we finally get by (1.1), a · 0 + b = u+m, au+ b = 0,
av + b = v +m, and a(v +m) + b = v, as required.

Theorem 1.3 becomes especially interesting when we compare it with the solution of
the isomorphism problem of trivalent circulant digraphs. In fact, the same conditions can
be derived from Muzychuk’s general algorithm presented in [12]: two connected Cayley
digraphs Cay(Zn, S) and Cay(Zn, T ) with |S| = |T | = 3 are isomorphic if and only if
there exist a1, a2 ∈ Z∗n such that

• a1S = T ; or

• a1S = {u, v, v +m} and a2T = {u+m, v, v +m}, where n = 2m, Zn = 〈u, v〉,
2 | u, and 2u | m.

The natural question arises whether this phenomenon holds also for graphs of larger valen-
cies.

2 A Babai type theorem
In this paper every group, graph and digraph is finite. For a (di)graph Γ, the symbols V (Γ),
E(Γ) and Aut(Γ) denote the set of its vertices, (directed) edges and the full group of its
automorphisms, respectively. Regarding terminology and notation in permutation group
theory we follow [5].

Let S be a subset of a group G. The Cayley digraph Cay(G,S) is the digraph with ver-
tex set G, and its directed edges are (x, y), where x, y ∈ G and yx−1 ∈ S. Two digraphs
Cay(G,S) and Cay(G,T ) are called Cayley isomorphic, written as Cay(G,S) ∼=cay

Cay(G,T ), if T = Sϕ for some group automorphism ϕ ∈ Aut(G). It is clear that such
an automorphism induces an isomorphism between Cay(G,S) and Cay(G,T ), and thus
Cayley isomorphic digraphs are isomorphic as usual digraphs. It is also well-known that
the converse implication is not true, and this makes sense for the following definition (see
[1]): a subset S ⊆ G is a CI-subset if for each T ⊆ G, Cay(G,S) ∼= Cay(G,T ) if and
only if Cay(G,S) ∼=cay Cay(G,T ). The following equivalence was proved by Babai [1,
3.1 Lemma].

Theorem 2.1. The following are equivalent for every Cayley digraph Cay(G,S).
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(1) S is a CI-subset.

(2) Every two regular subgroups of Aut(Cay(G,S)) isomorphic to G are conjugate in
Aut(Cay(G,S)).

Theorem 2.1 essentially says that the CI-property of a given subset S depends entirely on
the automorphism group Aut(Cay(G,S)). In this section we prove analogous results for
cyclic Haar graphs.

Let V = V (H(Zn, S)) be the vertex set of the Haar Graph H(Zn, S). Throughout this
paper c and d denote the permutations of V defined by

c : xε 7→ (x+ 1)ε and d : xε 7→

{
(n− x)− if ε = +,

(n− x)+ if ε = −,
(2.1)

where x ∈ Zn and ε ∈ {+,−}. It follows immediately that both c and d are automorphisms
of any Haar graph H(Zn, S). Denote by C the group generated by c, and by D the group
generated by c and d. The group D acts regularly on V, and D is isomorphic to D2n. Thus
H(Zn, S) is isomorphic to a Cayley graph over D, and so Theorem 2.1 can be applied.
The following corollary is obtained.

Corollary 2.2. The implication (1)⇐ (2) holds for every Haar graph H(Zn, S).

(1) S is a BCI-subset.

(2) Every two regular subgroups of Aut(H(Zn, S)) isomorphic to D are conjugate in
Aut( H(Zn, S)).

However, we do not have equivalence in Corollary 2.2 as it is shown in the following
example.

Example 2.3. Let Γ = H(Z10, {0, 1, 3, 4}). Using the computer package MAGMA [4]
we compute that Γ is edge-transitive and its automorphism group Aut(Γ) ∼= D20 o Z4.
Furthermore, Aut(Γ) contains a regular subgroup X which is isomorphic to D20 but X 6=
D20, hence (2) in Corollary 2.2 does not hold.

On the other hand, we find that for every subset T ⊆ Z10 with 0 ∈ T and |T | = 4,
the corresponding Haar graph H(Z10, T ) ∼= Γ exactly when H(Z10, T ) ∼=aff Γ. Thus
{0, 1, 3, 4} is a BCI-subset, so (1) in Corollary 2.2 holds. �

Example 2.3 shows that the isomorphism problem of cyclic Haar graphs is not a partic-
ular case of the isomorphism problem of Cayley graphs over dihedral groups. We remark
that the latter problem is still unsolved, for partial solutions, see [1, 13, 14]. Nonetheless,
the idea of Babai works well if instead of the regular subgroup D we consider its index 2
cyclic subgroup C.

We say that a permutation group G ≤ Sym(Z+
n ∪Z−n ) is bicyclic if G is a cyclic group

which has two orbits: Z+
n and Z−n . By a bicyclic group of a Haar graph Γ = H(Zn, S) we

simply mean a bicyclic subgroup X ≤ Aut(Γ). Obviously, C is a bicyclic group of any
cyclic Haar graph, and being so it will be referred to as the canonical bicyclic group.

Let Iso(Γ) denote the set of all isomorphisms from Γ to any other Haar graph H(Zn,
T ), i.e.,

Iso(Γ) =
{
f ∈ Sym(V ) : Γf = H(Zn, T ) for some T ⊆ Zn

}
.
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And let Ciso(Γ) denote the isomorphism class of cyclic Haar graphs which contains Γ, i.e.,
Ciso(Γ) = {Γf : f ∈ Iso(Γ)}.

Lemma 2.4. Let Γ = H(Zn, S) be a connected Haar graph and f be in Sym(V ). Then
f ∈ Iso(Γ) if and only if fCf−1 is a bicyclic group of Γ.

Proof. Let f ∈ Iso(Γ). Then fCf−1 ≤ Aut(Γ). Clearly, fCf−1 is a cyclic group. Since
the sets Z+

n and Z−n are the color classes of the connected bipartite graph Γ, f preserves
these color classes, implying that Orb(fCf−1, V ) = {Z+

n ,Z−n }. The group fCf−1 is a
bicyclic group of Γ.

Conversely, suppose that fCf−1 is a bicyclic group of Γ. Then C = f−1(fCf−1)f ≤
Aut(Γf ). Because that Orb(fCf−1, V ) = {Z+

n ,Z−n }, the graph Γf is connected and
bipartite with color classes Z+

n and Z−n . We conclude that Γf = H(Zn, T ) for some
T ⊆ Zn, so f ∈ Iso(Γ). The lemma is proved.

Lemma 2.4 shows that the normalizer NSym(V )(C) ⊆ Iso(H(Zn, S)). The group
NSym(V )(C) is known to consist of the following permutations:

ϕr,s,t : xε 7→

{
(rx+ s)+ if ε = +,

(rx+ t)− if ε = −,
ψr,s,t : xε 7→

{
(rx+ s)− if ε = +,

(rx+ t)+ if ε = −,
(2.2)

where r ∈ Z∗n and s, t ∈ Zn. Note that, two Haar graphs H(Zn, S) and H(Zn, T ) are
from the same orbit under NSym(V )(C) exactly when H(Zn, S) ∼=aff H(Zn, T ). Let
Caff(Γ) denote the affine equivalence class of cyclic Haar graphs which contains the graph
Γ = H(Zn, S), i.e., Caff(Γ) = {Γϕ : ϕ ∈ NSym(V )(C)}. It is clear that the isomorphism
class Ciso(Γ) splits into affine equivalence classes:

Ciso(Γ) = Caff(Γ1) ∪̇ · · · ∪̇ Caff(Γk)1.

Our next goal is to describe the above decomposition with the aid of bicyclic groups.
Let X be a bicyclic group of a connected graph Γ = H(Zn, S). Then g−1Xg is also a
bicyclic group for every g ∈ Aut(Γ), hence the full set of bicyclic groups of Γ is the union
of Aut(Γ)-conjugacy classes. We say that a subset Ξ ⊆ Iso(Γ) is a bicyclic base of Γ if
the subgroups ξCξ−1, ξ ∈ Ξ, form a complete set of representatives of the corresponding
conjugacy classes. Thus every bicyclic group X can be expressed as

X = gξC(gξ)−1 for a unique ξ ∈ Ξ and g ∈ Aut(Γ).

Remark 2.5. Our definition of a bicyclic base copies in a sense the definition of a cyclic
base introduced by Muzychuk [11, Definition, page 591].

Theorem 2.6. Let Γ = H(Zn, S) be a connected Haar graph with a bicyclic base Ξ. Then
Ciso(Γ) =

⋃̇
ξ∈ΞCaff(Γξ).

Proof. It follows immediately that,

Ciso(Γ) ⊇
⋃
ξ∈Ξ

Caff(Γξ). (2.3)

1Here we mean that Ciso(Γ) = Caff(Γ1) ∪ · · · ∪ Caff(Γk) and Caff(Γi) ∩ Caff(Γj) = ∅ for every
i, j ∈ {1, . . . , k}, i 6= j.
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We prove that equality holds in (2.3). Pick Σ ∈ Ciso(Γ). Then Σ = Γf for some f ∈
Iso(Γ). By Lemma 2.4, fCf−1 is a bicyclic group of Γ, hence

fCf−1 = gξC(gξ)−1, ξ ∈ Ξ, g ∈ Aut(Γ).

Thus f−1gξ = h, where h ∈ NSym(V )(C). Then

Σ = Γf = Γgξh
−1

=
(
Γξ
)h−1

.

This shows that Σ ∈ Caff(Γξ), and so

Ciso(Γ) ⊆
⋃
ξ∈Ξ

Caff(Γξ).

In view of (2.3) the two sides are equal.
Moreover, if Caff(Γξ1) ∩ Caff(Γξ2) 6= ∅ for ξ1, ξ2 ∈ Ξ, then Γξ1 = Γξ2h for some

h ∈ NSym(V )(C). Hence ξ2hξ−1
1 = g for some g ∈ Aut(Γ), and so

ξ1Cξ
−1
1 = g−1ξ2hCh

−1ξ−1
2 g = g−1(ξ2Cξ

−1
2 )g.

The bicyclic subgroups ξ1Cξ−1
1 and ξ2Cξ

−1
2 are conjugate in Aut(Γ), hence ξ1 = ξ2

follows from the definition of the bicyclic base Ξ. We obtain that Caff(Γξ1)∩Caff(Γξ2) = ∅
whenever ξ1, ξ2 ∈ Ξ, ξ1 6= ξ2, and so Ciso(Γ) =

⋃̇
ξ∈ΞCaff(Γξ). The theorem is proved.

As a direct consequence of Theorem 2.6 we obtain the following corollary, analog of
Theorem 2.1.

Corollary 2.7. The following are equivalent for every connected Haar graph H(Zn, S).

(1) S is a BCI-subset.

(2) Any two bicyclic groups of H(Zn, S) are conjugate in Aut(H(Zn, S)).

In our last proposition we connect the BCI-property with the CI-property. For aε ∈ V,
in what follows Aut(H(Zn, S))aε denotes the vertex stabilizer of aε in Aut(H(Zn, S)).

Proposition 2.8. Suppose that Γ = H(Zn, S) is a connected Haar graph such that for
some a ∈ Zn, Aut(Γ)0+ = Aut(Γ)a− . Then the following are equivalent.

(1) S is a BCI-subset.

(2) S − a = {s− a : s ∈ S} is a CI-subset.

Proof. For sake of simplicity we put A = Aut(Γ) and G = Aut(Γ){Z+
n }, i.e., the setwise

stabilizer of the color class Z+
n in Aut(Γ). Obviously, X ≤ G for every bicyclic group

X of Γ. Since A = G o 〈d〉 and d normalizes C, it follows that the conjugacy class of
subgroups of A containing C is equal to the conjugacy class of subgroups of G containing
C. Using this and Theorem 2.6, we obtain that S is a BCI-subset if and only if every
bicyclic group is conjugate to C in G.
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Let W = {0+, a−} and consider the setwise stabilizer A{W}. Since A0+ = Aa− ,
A0+ ≤ A{W}. By [5, Theorem 1.5A], the orbit of 0+ under A{W} is a block of im-
primitivity (for short a block) for A. Denote this block by ∆ and the induced system of
blocks by δ (i.e., δ = {∆g : g ∈ G}). Consider the element g = dca fromD. We see that g
switches 0+ and a−, henceA{W} = A0+

〈
g
〉
. Therefore, ∆ = (0+)A{W} = (0+)A0+ 〈g〉 =

(0+)〈g〉 = W, and so
δ =

{
{x+, (x+ a)−} : x ∈ Zn

}
.

Define the mapping ϕ : δ → Zn by ϕ : {x+, (x+ a)−} 7→ x, x ∈ Zn. Now, an action
of A on Zn can be defined by letting g ∈ A act as

xg = xϕ
−1gϕ, x ∈ Zn.

For g ∈ A we write ḡ for the image of g under the corresponding permutation representa-
tion, and for a subgroup X ≤ A we let X̄ = {x̄ : x ∈ X}. In this action of A the subgroup
G < A is faithful. Also notice that, a subgroup X ≤ G is a bicyclic group of Γ if and only
if X̄ is a regular cyclic subgroup of Ḡ. In particular, for the canonical bicyclic group C,
C̄ = (Zn)right, where (Zn)right denotes the group generated by the affine transformation
x 7→ x+ 1, x ∈ Zn.

Pick g ∈ G and (x, x + s − a) ∈ Zn × Zn, where s ∈ S. Then g maps the directed
edge (x+, (x+ s)−) to a directed edge (y+, (y + q)−) for some y ∈ Zn and q ∈ S. Since
δ is a system of blocks for G, g maps (x + s − a)+ to (y + q − a)+, and so ḡ maps the
pair (x, x + s − a) to the pair (y, y + q − a). We have just proved that ḡ leaves the set{

(x, x + s− a) : x ∈ Zn, s ∈ S
}

setwise fixed. As the latter set is the set of all directed
edges of the digraph Cay(Zn, S − a), Ḡ ≤ Aut(Cay(Zn, S − a)). For an automorphism
h of Cay(Zn, S − a), define the permutation g of V by

g : xε 7→

{
(xh)+ if ε = +,

((x− a)h + a)− if ε = −,
x ∈ Zn, ε ∈ {+,−}.

The reader is invited to check that the above permutation g is an automorphism of Γ. It is
clear that g ∈ G and ḡ = h; we conclude that Ḡ = Aut(Cay(Zn, S − a)).

Now, the proposition follows along the following equivalences:

(1) ⇐⇒ Every bicyclic group of Γ is conjugate to C in G
⇐⇒ Every regular cyclic subgroup of Ḡ is conjugate to C̄ in Ḡ
⇐⇒ (2).

The last equivalence is Theorem 2.1.

Remark 2.9. Let us remark that the equality Aut(Γ)0+ = Aut(Γ)a− does not hold in
general. For example, take Γ as the incidence graph of the projective space PG(d, q)
where d ≥ 2 and q is a prime power (i.e., Γ is the bipartite graph whose color classes
are identified by the set of points and the set of hyperplanes, respectively, and the edges
are defined by the incidence relation of the space). It is well-known that PG(d, q) admits
a cyclic group of automorphisms (called a Singer subgroup) acting regularly on both the
points and the hyperplanes. This shows that Γ is isomorphic to a cyclic Haar graph, and
we may identify the set of points with Z+

n , and the set of hyperplanes with Z−n , where
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n = (qd − 1)/(q − 1). The automorphism group Aut(Γ) = PΓL(d + 1, q) o Z2; and as
PΓL(d+ 1, q) acts inequivalently on the points and the hyperplanes, Aut(Γ)0+ cannot be
equal to Aut(Γ)a− for any a ∈ Zn.

3 Haar graphs H(Z2m, {0, u, v, v + m})
In this section we prove Theorem 1.1 for Haar graphs H(Zn, S) satisfying certain addi-
tional conditions.

Theorem 3.1. Let n = 2m and S = {0, u, v, v +m} such that

(a) Zn = 〈u, v〉;

(b) 1 < u < m, u | m;

(c) Aut(H(Zn, S))0+ leaves the set {0−, u−} setwise fixed.

Then H(Zn, S) ∼= H(Zn, T ) if and only if there exist a ∈ Z∗n and b ∈ Zn such that

(1) aT + b = S; or

(2) aT + b = {0, u+m, v, v +m}, and 2 | u, 2u | m, u/2 6≡ v +m/(2u)(mod m/u).

By (b) of Theorem 3.1 we have 2u ≤ m. We prove the extremal case, when 2u = m,
separately. Notice that, in this case the conditions in (2) of Theorem 3.1 that 2 | u, 2u | m
and u/2 6≡ v +m/(2u)(mod m/u) can be replaced by one condition: u ≡ 2(mod 4).

Lemma 3.2. Let S be the set defined in Theorem 3.1. If 2u = m, then H(Zn, S) ∼=
H(Zn, T ) if and only if there exist a ∈ Z∗n and b ∈ Zn such that

(1) aT + b = S; or

(2) aT + b = {0, u+m, v, v +m} and u ≡ 2(mod 4).

Proof. Let d = gcd(n, v). Because of 〈u, v〉 = Zn we have that gcd(u, v, n) = 1, i.e.,
gcd(n/4, v) = 1, and this gives that d ∈ {1, 2, 4}. Note that, if d 6= 1, then necessarily
2 - u. Let us write v = v1d, where gcd(v1, n) = 1. Let v−1

1 denote the inverse of v1 in the
group Z∗n. Then the following hold in Zn (here we use that u = n/4):

v−1
1 v = d, v−1

1 (v +m) = d+m and v−1
1 u ∈ {u, 3u}.

We conclude that S is affinely equivalent to one of the sets Si(d), i ∈ {1, 2} and d ∈
{1, 2, 4}, where

S1(d) = {0, u, d, d+ 2u} or S2(d) = {0, 3u, d, d+ 2u}.

The lemma follows from the following claims:

(i) H(Zn, S1(1)) ∼= H(Zn, S2(1)).

(ii) H(Zn, S1(1)) ∼=aff H(Zn, S1(d)) for d ∈ {2, 4};

(iii) H(Zn, S1(d)) ∼=aff H(Zn, S2(d)) ⇐⇒ d ∈ {2, 4} or (d = 1 and u 6≡ 2(mod 4));
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Figure 1: Haar graphs H(Zn, S1(1)) and H(Zn, S2(1)).

(i): Define the mapping f : V 7→ V by

f : xε 7→

{
xε if x ∈ {0, 1, . . . .u− 1} ∪ {2u, . . . .3u− 1},
(x+ 2u)ε otherwise.

We leave for the reader to verify that f is in fact an isomorphism from H(Zn, S1(1)) to
H(Zn, S2(1)) (compare the graphs in Figure 1; here the white vertices represent the color
class Z+

n , while the black ones represent the color class Z−n ).

(ii): Since d ∈ {2, 4}, u is an odd number. For d ∈ {2, 4} define rd ∈ Z∗n as follows:

r2 =

{
2 + u if u ≡ 1(mod 4),

2 + 3u if u ≡ 3(mod 4),
r4 =

{
4 + u if u ≡ 3(mod 4),

4 + 3u if u ≡ 1(mod 4).

It can be directly checked that rdS1(1) +u = S1(d), so H(Zn, S1(1)) ∼=aff H(Zn, S1(d))
for d ∈ {2, 4}.

(iii): If u is odd, then (2u+1)S1(d) = S2(d), henceH(Zn, S1(d)) ∼=aff H(Zn, S2(d)).
Since u is odd whenever d ∈ {2, 4}, we are left with the case that d = 1 and u is even.
If also u ≡ 0(mod 4), then (u + 1)S1(1) + 3u = S2(1), and again H(Zn, S1(1)) ∼=aff

H(Zn, S2(1)).
Suppose that d = 1 and u ≡ 2(mod 4). We finish the proof by showing that in this case

H(Zn, S1(1)) 6∼=aff H(Zn, S2(1)). Suppose that, there is an affine transformation ψ : x 7→
rx+s, r ∈ Z∗n and s ∈ Zn, which maps the set S1(1) to S1(2). Then 1ψ−(1+2u)ψ = 2u
in Zn. This implies that {1, 1 + 2u}ψ = {1, 1 + 2u} and {0, u}ψ = {0, 3u}, and hence

r + s ∈ {1, 1 + 2u} and r{0, u}+ s = {0, 3u}.

A direct analysis shows that the above equations cannot hold if u ≡ 2(mod 4). Thus
H(Zn, S1(1)) 6∼=aff H(Zn, S2(1)), this completes the proof of (iii).

Now, we turn to the case when 2u 6= m. Recall that the canonical bicyclic group C
is generated by the permutation c defined in (1). For a divisor ` | n, C` will denote the
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Figure 2: The Haar graph H(Zn, S)

subgroup of C generated by c`. It will be convenient to denote by δ` the partition of V into
the orbits of C`, i.e., δ` = Orb(C`, V ). Furthermore, we set ηn,` for the homomorphism
ηn,` : Zn → Z` defined by ηn,`(1) = 1.

Observe that, if δ` is, in addition, a system of blocks for the group A = Aut(H(Zn,
S)), then an action of A can be defined on H(Z`, ηn,`(S)) by letting g ∈ A act as for
x ∈ Z` and for ε, ε′ ∈ {+,−},

(xε)g = yε
′
⇐⇒

{
zε : z ∈ η−1

n,`(x)
}g

=
{
zε
′

: z ∈ η−1
n,`(y)

}
. (3.1)

We denote by A(δ`) the corresponding kernel, and by gδ` the image of an element g ∈ G.
Note that, if X is a bicyclic group of H(Zn, S), then Xδ` = {xδ` : x ∈ X} is a bicyclic
group of H(Z`, ηn,`(S)).

Let S = {0, u, v, v + m} be the subset of Zn defined in Theorem 3.1. Let δ be the
partition of V defined by

δ =
{
X ∪Xψ1,0,0 : X ∈ Orb(Cu, V )

}
, (3.2)

where ψ1,0,0 is defined in (2.2). We write δ = {V0, . . . , Vu−1}, where

Vi =
{

(iv + ju)+, (iv + ju)− : j ∈ {0, 1, . . . , (n/u)− 1}
}
.

A part of H(Zn, S) is drawn in Figure 2 using the partition δ. White and black colors
represent again the color classes Z+

n and Z−n , respectively. For i ∈ {0, 1, . . . , u− 1}, let ei
be the involution of V defined by

ei : xε 7→

{
(x+m)ε if xε ∈ Vi,
xε otherwise.

It is clear that each ei ∈ Aut(H(Zn, S)), and also that eiej = ejei for all i, j ∈ {0, 1, . . . ,
u−1}. Let E = 〈e0, e1, . . . , eu−1〉. Thus E ≤ Aut(H(Zn, S)) and E ∼= Zu2 . For a subset
I ⊆ {0, 1, . . . , u− 1} let eI be the element in E defined by eI =

∏
i∈I ei.

The following lemma about imprimitivity systems of blocks (systems of blocks for
short) will be used throughout the paper.
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Lemma 3.3. Let Γ = H(Zn, R) be a Haar graph and suppose that R∗ ⊆ R such that the
point stabilizer Aut(Γ)0+ fixes setwise R−∗ , and let d = |〈R∗ − R∗〉|, where R∗ − R∗ =
{r1 − r2 : r1, r2 ∈ R∗}. Then the partition π of V defined by

π = {X ∪Xψ1,r,−r : X ∈ Orb(Cn/d, V )}, where r ∈ R∗,

is a system of blocks for Aut(Γ).2

Proof. For short we set A = Aut(Γ). Since R−∗ is fixed setwise by A0+ , we may write

R∗ = R1 ∪ · · · ∪Rk,

where R−i is an A0+ -orbit for every i ∈ {1, 2, . . . , k}. Choose an arc (0+, r−i ) of Γ where
we fix an element ri ∈ Ri for every i ∈ {1, . . . , k}. We claim that, the orbital graph of A
containing (0+, r−i ) is self-paired, and in fact it is equal to the Haar graph H(Zn, Ri) (for
a definition of an orbital graph, see [5]).

Define Ā as the color preserving subgroup of A. Then A = Ā o 〈ψ−1,0,0〉. Also,
Ā = A0+C, as C is transitive on Z+

n . Then the orbit of the arc (0+, r−i ) under A is

(0+, r−i )A = (0+, r−i )A0+C〈ψ−1,0,0〉 = {(0+, r′ −i ) : r′i ∈ Ri}C〈ψ−1,0,0〉

= {(j+, (j + r′i)
−) : r′i ∈ Ri, j ∈ Zn}〈ψ−1,0,0〉

= {(j+, (j + r′i)
−) : r′i ∈ Ri, j ∈ Zn} ∪

{((−j)−, (−j − r′i) +) : r′i ∈ Ri, j ∈ Zn},
= {(j+, (j + r′i)

−) : r′i ∈ Ri, j ∈ Zn} ∪
{((j + r′i)

−, j+) : r′i ∈ Ri, j ∈ Zn},

which is clearly equal to the set of arcs of H(Zn, Ri). The claim is proved.
Since H(Zn, Ri) is an orbital graph, A ≤ Aut(H(Zn, Ri)). Combining this with

H(Zn, R∗) = ∪ki=1H(Zn, Ri), we have that A ≤ Aut(H(Zn, R∗). Let Σ be the con-
nected component of H(Zn, R∗) which contains 0+. Obviously, the set W of vertices
contained in Σ is a block for A. It is easy to verify that W = X ∪Xψ1,r,−r where X is the
orbit of 0+ under Cn/d. The lemma follows.

Lemma 3.4. Let S be the set defined in Theorem 3.1. If 2u 6= m, then the stabilizer
Aut(H(Zn, S))0+ is given as follows.

(1) If u 6≡ 2v(mod m/u), then Aut(H(Zn, S))0+ = E0+ .

(2) If u ≡ 2v(mod m/u), then Aut(H(Zn, S))0+ = E0+ × F for a subgroup F ≤
Aut(H(Zn, S))0+ , |F | = 2.

Proof. For short we set Γ = H(Zn, S) and A = Aut(Γ). Consider the partition δ defined
in (3.2). Applying Lemma 3.3 with R = S, R∗ = {0, u} and r = 0, we obtain that δ is
a system of blocks for A. The quotient graph Γ/δ is a u-circuit if u > 2 and a 2-path if
u = 2. Let g ∈ A0+ . Then g fixes the directed edge (V0, V1) of Γ/δ, hence it must fix all
sets Vi. Thus A0+ ≤ A(δ), where A(δ) is the kernel of the action of A on δ.

Consider the action of A0+ on V0. The corresponding kernel is A(V0), the pointwise
stabilizer of V0 in A, and the corresponding image is a subgroup of Aut(Γ[V0]), where

2Notice that, π does not depend of the choice of the element r ∈ R∗.
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Γ[V0] is the subgraph of Γ induced by V0. Using that 2u 6= m, we show next that A(V0) =
E0+ . It is clear that A(V0) ≥ E0+ . We are going to prove that A(V0) ≤ E0+ also holds.
Let g ∈ A(V0). Then for a suitable element e ∈ 〈e1〉, the product ge fixes pointwise V0 and
fix the vertex v− from block V1 (see Figure 2). Thus ge acts on V1 as the identity or the
unique reflection of the circuit Γ[V1] that fixes v−. If this action is not the identity, then ge
switches v+ and (v + n − u)+, and so it must switch (v + u)− and (v + n − u)−. On
the other hand, since (v + u)− is connected to u+ ∈ V0, it follows that (v + u)− can only
be mapped to (v + u + m)−, and so (v + n − u)− = (v + u + m)−, contradicting that
2u 6= m. We conclude that ge acts as the identity also on V1. Continuing in this way, we
find that ge′ is the identity with a suitable choice of e′ ∈ E0+ , hence g = e′.

The equality A(V0) = E0+ together with Aut(Γ[V0]) ∼= D4u imply that |A0+ : E0+ | ≤
2. Moreover, |A0+ : E0+ | = 2 holds exactly when A0+ contains an involution g for which
g : 0− ↔ u−. In the latter case A0+ = E0+ × 〈g〉 as g centralizes E (to see this, observe
that g is in the kernel A(δ), and acts on every block Vi as an element of D2n/u, whereas
E acts on Vi as the center Z(D2n/u).) We settle the lemma by proving the following
equivalence :

A0+
∼= E0+ × Z2 ⇐⇒ u ≡ 2v(mod m/u). (3.3)

Suppose first that A0+ = E0+ × 〈g〉, where g ∈ A0+ and g : 0− ↔ u−. By (c) of
Theorem 3.1, {v−, (v+m)−}A0+ = {v−, (v+m)−}. Applying Lemma 3.3 with R = S,
R∗ = {v, v + m} and r = v, we obtain that the set B = {0+,m+, v−, (v + m)−} is a
block for A. The induced graph Γ[B] is a 4-circuit (again, see Figure 2). Denote by A{B}
the setwise stabilizer of B in A, and by AB{B} the permutation group of B induced by
A{B}. As Γ[B] is a 4-circuit, AB{B} ≤ D8. This gives that {0+,m+} is a block for AB{B},
and therefore it is also a block for A. We conclude that δm = {X : X ∈ Orb(Cm, V )}
is a system of blocks for A. Consider the action of A on H(Zm, ηn,m(S)) defined in
(3.1). Then E ≤ A(δm), while g /∈ A(δm). This implies that gδm is an automorphism of
H(Zm, ηn,m(S)) which normalizes its canonical bicyclic group. This means that gδm =
ϕr,s,t for some r ∈ Z∗m and s, t ∈ Zm. Using that gδm : 0+ 7→ 0+ and 0− 7→ ηn,m(u)−,
we find that s = 0 and t = ηn,m(u), and so

Aδm = 〈Dδm , ϕr,0,ηn,m(u)〉. (3.4)

Also, gδm : ηn,m(u)− 7→ 0− and ηn,m(v)− 7→ ηn,m(v)−, hence rηn,m(u) = −ηn,m(u)
and rηn,m(v) = ηn,m(v − u) hold in Zm. From these r ≡ −1(mod m/u) and rv ≡
v − u(mod m/u), i.e., u ≡ 2v(mod m/u). The implication “⇒” in (3.3) is now proved.

Suppose next that u ≡ 2v(mod m/u). Define the permutation g of V by

g : (iv + ju)ε 7→

{(
iv − (i+ j)u

)+
if ε = +,(

iv − (i+ j − 1)u
)−

if ε = −,

where i ∈ {0, 1, . . . , u − 1} and j ∈ {0, 1, . . . , n/u − 1}. We complete the proof by
verifying that g ∈ A0+ . Since 0+ g

= 0+ and g : 0− ↔ u−, this will imply that A0+ =
E0+ × 〈g〉. Thus part “⇐” of (3.3) is also proved.

Choose an arbitrary vertex w ∈ Z+
n such that w = (iv + ju)+, i ∈ {0, 1, . . . , u − 1}

and j ∈ {0, 1, . . . , n/u− 1}, and suppose for the moment that i < u− 1. Then w has the
following neighbors:

(iv + ju)−, (iv + (j + 1)u)−, ((i+ 1)v + ju)−, ((i+ 1)v + (j +m/u)u)−,
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where v + 1 ∈ {0, 1, . . . , u − 1}, and j + 1 and j + m/u are from {0, 1, . . . , n/u − 1}.
Thus these vertices are mapped by g to

(iv−(i+j−1)u)−, (iv−(i+j)u)−, ((i+1)v−(i+j)u)−, ((i+1)v−(i+j+m/u)u)−.

A direct check shows that these are just the neighbors of wg = (iv − (i + j)u)+. Let
i = u− 1. Then the neighbors of w are:

(iv + ju)−, (iv + (j + 1)u)−, ((j + v)u)−, ((j + v +m/u)u)−,

where j + v and j + v +m/u are from {0, ..., n/u− 1}. Then these vertices are mapped
by g to

(iv − (i+ j − 1)u)−, (iv − (i+ j)u)−, (−(j + v − 1)u)−, (−(j + v +m/u− 1)u)−.

The first two are clearly connected with wg = (iv − (i + j)u)+; whereas the rest two are
connected with wg if and only if the following equality holds in Zn:

{iv − (i+ j)u+ v, iv − (i+ j)u+ v +m} = {−(j + v − 1)u,−(j + v +m/u− 1)u}.

Using that v = u − 1, this reduces to {−(u − v)u,−(u − v)u + m} = {−vu,−vu +
m}. Finally, observe that this equality holds if (u − v)u ≡ vu(mod m), and the latter
congruence follows from the initial assumption that u ≡ 2v(mod m/u).

Lemma 3.5. Let S be the set defined in Theorem 3.1. If 2u 6= m, then for the normalizer
NAut(H(Zn,S))(C) of C in Aut(H(Zn, S)),

∣∣Aut(H(Zn, S)) : NAut(H(Zn,S))(C)
∣∣ =


2u−2 if 2 | u and

(
u 6≡ 2v(mod m/u) or

u/2 ≡ v(mod m/u)
)
,

2u−1 otherwise.
(3.5)

Proof. For short we set A = Aut(H(Zn, S)) and N = NA(C). Since A = DA0+ and
D ≤ N, N = D(N ∩A+

0 ). The cases (1) and (2) in Lemma 3.4 are considered separately.

CASE 1. u 6≡ 2v(mod m/u).

In this case, from Lemma 3.4, A0+ = E0+ , hence |A| = 2un. Let g ∈ N ∩A+
0 . Since

g ∈ E0+ , it follows quickly that g = 1A or 2 | u and g = e1e3 · · · eu−1. Combining this
with N = D(N ∩ G+

0 ) we find that |N | = 4n if 2 | u, and |N | = 2n if 2 - u. Formula
(3.5) follows.

CASE 2. u ≡ 2v(mod m/u).

From Lemma 3.4, A0+ = E0+ × F for a subgroup F ≤ A0+ , |F | = 2, hence |A| =
2u+1n. It follows from the proof of Lemma 3.4 that, there exists r ∈ Z∗m such that the
following hold:

rηn,m(u) = −ηn,m(u) and rηn,m(v) = ηn,m(v − u).
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Let s ∈ Z∗n such that ηn,m(s) = r. Then

su ∈ {−u,−u+m} and sv ∈ {v − u, v − u+m}. (3.6)

Suppose that 2 - u. Then we get as before that N ∩ E0+ is trivial. Notice also that,
u ≡ 2v + m/u(mod n/u), which follows from the assumption that u ≡ 2v(mod m/u)
and that 2 - u. Thus 2 - m and 2 | (u + m), implying that in (3.6) we have su = −u. We
obtain that ϕs,u,0 ∈ N ∩ (A0+ \ E0+), and so |N ∩A0+ | = 2.

Suppose next that 2 | u. Then |N ∩ E0+ | = 2. It is easily seen that |N ∩ A0+ | = 4 if
and only if there exists r ∈ Z∗n such that ru = −u and rv = v − u hold in Zn. Consider
the following system of linear congruences:

xu ≡ u(mod n), xv ≡ v − u(mod n). (3.7)

From the first congruence we can write x in the form x = yn/u − 1. Substitute this into
the second congruence. We obtain that yvn/u ≡ 2v − u(mod n). This has a solution if
and only if gcd(vn/u, n) | (2v − u). Suppose that gcd(v, n) 6= 1. Using that 〈u, v〉 = Zn
and that 2 | u, we obtain that gcd(v,m/u) 6= 1. However, then from the assumption that
u ≡ 2v(mod m/u) it follows that also gcd(v, u) 6= 1, which contradicts that 〈u, v〉 = Zn.
Hence gcd(v, n) = 1, gcd(vn/u, n) = n/u, and so (3.7) has a solution if and only if u ≡
2v(mod n/u), or equivalently, u/2 ≡ v(mod m/u) (recall that 2 | u and u | m). It is not
hard to show that any solution to (3.7) is necessarily prime to n, hence is in Z∗n. The above
arguments can be summarized as follows: |N | = 8n if 2 | u and u/2 ≡ v(mod m/u), and
|N | = 4n otherwise. This is consistent with (3.5). The lemma is proved.

Lemma 3.6. Let r ∈ Z∗n, r 6= 1 and s ∈ Zn such that the permutation ϕr,0,s is of order
2. Then the group 〈D,ϕr,0,s〉 contains a bicyclic subgroup different from C if and only if
8 | n, r = n/2 + 1, and s = 0 or s = n/2.

Proof. Suppose that 〈D,ϕr,0,s〉 contains a bicyclic subgroup X such that X 6= C. Then
X is generated by a permutation in the form ciϕr,0,s. Since ϕ2

r,0,s = idV , r
2 = 1 in Zn,

and we calculate that (ciϕr,0,s)
2 sends x+ to (x + r(r + 1)i) + for every x ∈ Zn. That

Z+
n is an orbit of X is equivalent to the condition that gcd(n, r + 1) = 2. Using this and

that r2 − 1 = (r − 1)(r + 1) ≡ 0(mod n), we find that n/2 divides r − 1, so r = 1 or
r = n/2 + 1. Since r 6= 1, we have that r = n/2 + 1 and 8 | n. Then (ϕr,0,s)

2 sends x−

to (x+ (n/2 + 2)s)−. Since (ϕr,0,s)
2 = idV , we obtain that s = 0 or s = n/2.

On the other hand, it can be directly checked that, if 8 | n, r = n/2 + 1 and s ∈
{0, n/2}, then the permutation cϕr,0,s generates a bicyclic subgroup of 〈D,ϕr,0,s〉. Obvi-
ously, this bicyclic subgroup cannot be C. The lemma is proved.

Everything is prepared to prove the main result of the section.

Proof of Theorem 3.1. The case that 2u = m is settled already in Lemma 3.2, hence
let 2u 6= m. We consider the action of A = Aut(H(Zn, S)) on the system of blocks
δm defined in (3.1). We claim that the corresponding image Aδm has a unique bicyclic
subgroup (which is, of course, Cδm ).

This is easy to see if A0+ = E0+ , because in this case Aδm = (DA0+)δm = Dδm .
Let A0+ 6= E0+ . Then A0+ = E0+ × F for some subgroup F, |F | = 2. By (3.4),

Aδm = 〈Dδm , ϕr,0,ηn,m(u)〉. Also, r ≡ −1(mod m/u), hence r 6= 1 in Zm. By Lemma
3.5, Aδm contains more than one bicyclic subgroup if and only if 8 | m, r = m/2 + 1 and
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ηn,m(u) ∈ {0,m/2}. In the latter case u ∈ {m,m/2}, which is impossible as u < m/2.
Hence Aδm contains indeed a unique bicyclic subgroup.

We calculate next the number of bicyclic groups of H(Zn, S); we denote this number
by B. In fact, we are going to derive the following formula:

B =

{
2u−2 if 2 | u and 2 - (m/u),

2u−1 otherwise.
(3.8)

Let g ∈ G such that 〈g〉 is a bicyclic group of H(Zn, S). Since G = DA0+ , g can be
written as g = xy with x ∈ D and y ∈ A0+ . Since 〈g〉 is a bicyclic group, g fixes the
color classes setwise, implying that x ∈ C. The image 〈g〉δm is also a bicyclic subgroup
of Aδm , hence by the previous paragraph, 〈g〉δm = Cδm . Now, since x ∈ C, yδm ∈ Cδm ,
from which yδm = idδm . We conclude that x = ci ∈ C for some i ∈ {1, . . . , n− 1} with
gcd(i,m) = 1, and y ∈ E0+ , and so y = eI for a subset I ⊆ {1, . . . , u − 1}. Obviously,
the product φ(n)B calculates the number of elements g ∈ G such that 〈g〉 is a bicyclic
group of H(Zn, S), where φ denotes the Euler’s totient function. Therefore, φ(n)B is
equal to the number of elements in the form cieI that i ∈ {1, . . . , n − 1}, gcd(i,m) = 1,
I ⊆ {1, . . . , u− 1}, and 〈cieI〉 is a bicyclic group of H(Zn, S).

Let us pick cieI with i ∈ {1, . . . , n− 1}, gcd(i,m) = 1, and I ⊆ {1, . . . , u− 1}. It is
easily seen that eIci = cieI+i, where I + i = {x + i : x ∈ I}, here the addition is taken
modulo u. Using this and induction on u, it follows that

(cieI)
u = cuieIeI+i · · · eI+(u−1)i.

Since gcd(i,m) = 1 and u | m, gcd(i, u) = 1, from which

eIeI+i · · · eI+(u−1)i = (e0e1 · · · eu−1)|I| = cm|I|.

Thus (cieI)
u = cu( i+ m

u |I| ). This and gcd(i, u) = 1 show that 〈cieI〉 is a semiregular
group. Therefore, 〈cieI〉 is a bicyclic group if and only if cieI is of order n, or equivalently,

gcd
(
i+

m

u
|I|, 2m

u

)
= 1. (3.9)

Notice that, since gcd(i,m) = 1, the greatest common divisor above is always equal to 1
or 2. Suppose at first that 2 | (m/u). Then 2 | m and i is odd. Hence (3.9) always holds.
We obtain that the number of elements in A which generate a bicyclic group is φ(n)2u−1,
and so B = 2u−1, as claimed in (3.8). Suppose next that 2 - (m/u). Now, if 2 | u, then
2 | m, hence 2 - i, and so (3.9) holds if and only if |I| is even. We deduce from this that
B = 2u−2, as claimed in (3.8). Finally, if 2 - u, then 2 - m, and in this case (3.9) holds if
and only if gcd(i, n) = 1 and |I| is even, or gcd(i, n) = 2 and |I| is odd. We calculate that
B = 2u−1, and this completes the proof of (3.8).

Let Ξ be a bicyclic base of H(Zn, S). By (3.5) and (3.8) we obtain that, |Ξ| > 1 if and
only if

|A : NA(C)| = 2u−2 and B = 2u−1.

This happens exactly when(
2 | u and (u 6≡ 2v(mod m/u) or u/2 ≡ v(mod m/u))

)
and

(
2 - u or 2u | m

)
.
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After some simplification,

|Ξ| > 1 ⇐⇒ 2 | u, 2u | m and u/2 6≡ v +m/(2u)(mod m/u).

Suppose that |Ξ| > 1. ThenA contains exactly 2n−1 bicyclic subgroups, 2n−2 of which
are conjugate to C. These 2n−1 subgroups are enumerated as: 〈ceI〉, I ⊆ {1, . . . , u− 1}.
For i ∈ {1, . . . , u − 2}, eicei = ce{i,i+1}. We can conclude that the bicyclic subgroups
split into two conjugacy classes:{
〈ceI〉 : I ⊆ {1, . . . , u− 1}, |I| is even

}
and

{
〈ceI〉 : I ⊆ {1, . . . , u− 1}, |I| is odd

}
.

In particular, |Ξ| = 2. Choose ξ from Sym(V ) which satisfies

ξcξ−1 = ce1 and ξ : 0+ 7→ 0+, 0− 7→ 0−.

Then Ξ can be chosen as Ξ = {idV , ξ}. Also, {v−, (v + m)−}ξ = {v−, (v + m)−},
and since (ce1)u+m = cu, (u−)ξ = (0−)(ce1)u+mξ = (0−)ξc

u+m

= (u + m)−. Thus
H(Zn, S) ξ = H(Zn, {0, u+m, v, v +m}). The theorem follows from Theorem 2.6. �

4 Proof of Theorem 1.1
Theorem 1.1 follows from Theorem 3.1 and the following theorem.

Theorem 4.1. Let H(Zn, S) be a connected Haar graph such that |S| = 4 and S is not
a BCI-subset. Then n = 2m, and there exist a ∈ Z∗n and b ∈ Zn such that aS + b =
{0, u, v, v +m} and the conditions (a)-(c) in Theorem 3.1 hold.

Before we prove Theorem 4.1 it is necessary to give three preparatory lemmas. For an
element i ∈ Zn, we denote by |i| the order of i viewed as an element of the additive group
Zn. Thus we have |i| = n/ gcd(n, i).

Lemma 4.2. If R = {i, n − i, j} is a generating subset of Zn with |i| odd, then R is a
CI-subset.

Proof. For short we set A = Aut(Cay(Zn, R)) and denote by A0 the stabilizer of 0 ∈ Zn
in A. Clearly, A0 leaves R setwise fixed. If A0 acts on R trivially, then A ∼= Zn, and the
lemma follows by Theorem 2.1. If A0 acts on R transitively, then Cay(Zn, R) is edge-
transitive. This condition forces that R is a CI-subset (see [10, page 320]).

We are left with the case that R consists of two orbits under A0. These orbits must be
{i, n− i} and {j}. It is clear that A0 leaves the subgroups 〈i〉 and 〈j〉 fixed; moreover, the
latter set is fixed pointwise, and since |i| is odd, 〈i〉 consists of (|i| − 1)/2 orbits under A0,
each of length 2, and one orbit of length 1. We conclude that Zn = 〈i〉×〈j〉, and also thatA
is permutation isomorphic to the permutation direct product

(
(Z|i|)righto〈π〉

)
×(Z|j|)right.

For ` ∈ {|i|, |j|}, (Z`)right is generated by the affine transformation x 7→ x + 1, and π is
the affine transformation x 7→ −x. We leave for the reader to verify that the above group
has a unique regular cyclic subgroup. The lemma follows by Theorem 2.1.

Lemma 4.3. Let n = 2m and R = {i, n− i, j, j +m} be a subset of Zn such that

(a) R generates Zn;

(b) |i| is odd;
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(c) the stabilizer Aut(Cay(Zn, R))0 leaves the set {i, n− i} setwise fixed.

Then R is a CI-subset.

Proof. For short we set A = Aut(Cay(Zn, R)). Let T be a subset of Zn such that
Cay(Zn, R) ∼= Cay(Zn, T ) and let f be an isomorphism from Cay(Zn, R) to Cay(Zn, T )
such that f(0) = 0. Let us consider the subgraphs

Γ1 = Cay(Zn, {i, n− i}) and Γ2 = Cay(Zn, {j, j +m}).

By condition (c), the group A preserves both of these subgraphs, that is, A ≤ Aut(Γ`)
for ` ∈ {1, 2}. As f is an isomorphism between two Cayley graphs, f(Zn)rightf

−1 ≤
A. Then f(Zn)rightf

−1 ≤ A ≤ Aut(Γ`), implying that f maps Γ` to a Cayley graph
Cay(Zn, T`) for both ` ∈ {1, 2}. Clearly, T = T1 ∪ T2. It was proved by Sun [15]
(see also [10]) that every subset of Zn of size 2 is a CI-set. Using this, it follows from
Cay(Zn, {i, n − i}) ∼= Cay(Zn, T1) that T1 = a{i, n − i} for some a ∈ Z∗n. Letting
t1 = ai,we have T1 = {t1, n−t1} such that |i| = |t1|. In the same way, T2 = a′{j, j+m}
for some a′ ∈ Z∗n, and letting t2 = a′j, we have T2 = {t2, t2 +m} with |t2| = |j|. Since
f(0) = 0, f maps {i, n− i} to T1 = {t1, n− t1} and {j, j +m} to T2 = {t2, t2 +m}.

We claim that the partition of Zn into the cosets of 〈m〉 is a system of blocks for
Aut(Γ2), hence also for the group A ≤ Aut(Γ2). Let us put Ā = Aut(Γ2). Then Ā0

leaves the set T = {j, j+m} setwise fixed. Thus the setwise stabilizer Ā{T} of the set T in
Ā can be written as Ā{T} = Ā{T} ∩ Ā = Ā{T} ∩ Ā0(Zn)right = Ā0(Ā{T} ∩ (Zn)right) =
Ā0〈mright〉. Here (Zn)right is generated by the affine transformation x 7→ x + 1, and
mright is the permutation x 7→ x + m for every x ∈ Zn. Thus Ā0〈mright〉 is a subgroup
of Ā which clearly contains Ā0. By [5, Theorem 1.5A], the orbit of 0 under the group
Ā0〈mright〉 is a block for Ā. Now, the required statement follows as the latter orbit is equal
to 0Ā0〈mright〉 = 0〈mright〉 = 〈m〉.

Since the partition of Zn into the cosets of 〈m〉 is a system of blocks for A, the iso-
morphism f induces an isomorphism from Cay(Zm, ηn,m(R)) to Cay(Zm, ηn,m(T )), we
denote this isomorphism by f̄ . Note that, f̄(0) = 0 for the identity element 0 ∈ Zm.

The set ηn,m(R) satisfies the conditions (a)-(c) of Lemma 4.2, hence it is a CI-subset.
This means that f̄ is equal to a permutation x 7→ rx for some r ∈ Z∗m. Let s ∈ Z∗n such
that ηn,m(s) = r. Then ηn,m(si) = ηn,m(s)ηn,m(i) = ηn,m(t1), and so the following
holds in Zn:

si = t1 or si = t1 +m. (4.1)

The order |t1| = |i| is odd by (b), implying that |t1| 6= |t1 + m|, and so si = t1 holds in
(4.1). We conclude that sR = T, so R is a CI-subset. The lemma is proved.

Lemma 4.4. Let n = 2m and S = {0, u, v, v +m} such that

(a) S generates Zn;

(b) 1 < u < n, u | n but u - m;

(c) Aut(H(Zn, S))0+ leaves the set {0−, u−} setwise fixed.

Then S is a BCI-subset.
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Proof. Let δ be the partition of V defined in (3.2). Applying Lemma 3.3 with R = S,
R∗ = {0, u} and r = 0, we obtain that δ is a system of blocks for A = Aut(H(Zn, S)).
Thus the stabilizer A0+ leaves the set V0 setwise fixed, and we may consider the action of
A0+ on V0. The subgraph of H(Zn, S) induced by the set V0 is a circuit of length 2n/u,
thus A0+ fixes also the vertex on this circuit antipodal to 0+. We find that this antipodal
vertex is (u/2 + m)−. Therefore, A0+ = A(m+u/2)− , and thus S is a BCI-subset if and
only if S − u/2 +m is a CI-subset of Zn, see Proposition 2.8. The latter set is

S − u/2 +m =
{
u/2 +m,−u/2 +m, v − u/2, v − u/2 +m

}
.

Since u - m, u is even and the order |u/2 + m| is odd. Lemma 4.3 is applicable to the set
S − u/2 + m (choose i = u/2 + m and j = v − u/2), it gives us that S − u/2 + m is a
CI-subset. This completes the proof.

Proof of Theorem 4.1. Let S be the subset of Zn given in Theorem 4.1. We deal first with
the case when the canonical bicyclic group C is normal in A = Aut(H(Zn, S)).

CASE 1. C E A.

By Theorem 2.6, there is a bicyclic groupX ofH(Zn, S) such thatX 6= C. Since C E
A,X is generated by a permutation in the form ciϕr,0,s, r ∈ Z∗n, s ∈ Zn, and ord(ϕr,0,s) ≥
2. The permutation ϕr,0,s acts on both Z+

n and Z−n as an affine transformation. This fact
together with the connectedness ofH(Zn, S) imply that, ϕr,0,s acts faithfully on S−. Thus
ord(ϕr,0,s) ≤ 4.

Suppose that ord(ϕr,0,s) = 4. We may assume without loss of generality that S− can
be obtained as S− = { (0−)ϕ

j
r,0,s : j ∈ {0, 1, 2, 3} }, and so S = {0, s, (r + 1)s, (r2 +

r + 1)s} and (r3 + r2 + r + 1)s = 0. Since H(Zn, S) is connected, gcd(s, n) = 1, and
(r+ 1)(r2 + 1) = 0. We find that (ciϕr,0,s)

4 sends x+ to (x+ r(r+ 1)(r2 + 1)i) + = x+.
Since X =

〈
ciϕr,0,s

〉
is bicyclic, n = 4, and so H(Zn, S) ∼= K4,4. This, however,

contradicts that C E A.
Now, suppose that ord(ϕr,0,s) = 3. If A0+ is transitive on S−, then it must be regular

[9, Theorem 4.3]. This implies that S− splits into two orbits under A0+ with length 1
and 3, respectively. Let s ∈ S such that {s−} is an orbit under A0+ . Then A0+ = As− ,
and by Proposition 2.8, S − s is not a CI-subset of Zn. However, in this case the graph
Cay(Zn, S−s) is edge-transitive, and thus S−a is a CI-subset (see [10, page 320]), which
is a contradiction.

Finally, suppose that ord(ϕr,0,s) = 2. If r = 1, then 2 | n and s = m, where n = 2m.
This implies that S− is a union of two orbits of Cm, we may write S = {0,m, s, s+m}.
The graph H(Zn, S) is then isomorphic to the lexicographical product Cn[Kc

2] of an n-
circuit Cn with the graph Kc

2 , see Figure 3. It is easily seen that then A0+ is not faithful on
the set S−, which is a contradiction.

Let r 6= 1. By Lemma 3.6, 8 | n, r = m + 1 and s ∈ {0,m}, where n = 2m.
We consider only the case when s = 0 (the case when s = m can be treated in the same
manner). Then Z−n splits into the following orbits under ϕr,0,s:

{(2i)−}, {(2i+ 1)−, (2i+ 1 +m)−}, where i ∈ {0, 1, . . . ,m− 1}.

Since H(Zn, S) is connected and cannot be the union Cm-orbits (see above), S− contains
one orbit under ϕr,0,s of length 2, and two orbits of length 1. Let S1 denote the orbit of
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0 0 s s 2s 2s

m m s+m s+m 2s+m 2s+m

Figure 3: The lexicographical product Cn[Kc
2].

length 2 and let S2 = S \ S1. Then we may write S1 = {s, s + m}, and S2 = {s′, s′′},
where both s′ and s′′ are even. Let u = gcd(s′ − s′′, n). Then u is a divisor of n and
also 2 | u. There exist a ∈ Z∗n such that a(s′ − s′′) ≡ u(mod n). Choosing b = −as′′
(all arithmetic is done in Zn), we find that aS2 + b = {u, 0}. Now, letting v = as + b,
we get aS1 + b = {v, v + m}. We finish the proof of this case by showing that the set
R = aS + b = {0, u, v, v +m} satisfies the conditions (a)-(c) of Theorem 3.1.

(a): As H(Zn, S) is connected, H(Zn, R) is also connected. This implies that {u, v}
is a generating set of Zn.

(c): Since C E A, C E Aut(H(Zn, R)). To the contrary assume that the stabilizer
Aut(H(Zn, R))0+ does not leave {0−, u−} setwise fixed. Thus there exists some g ∈ A0+

which maps v− into {0−, u−}. Letting w−1 = (v−)g and w−2 = ((v+m)−)g, we find that
w1 − w2 = m, and from this that u = m. However, then H(Zn, R) ∼= Cn[Kc

2], which we
have already excluded above. Thus Aut(H(Zn, R))0+ fixes setwise {0−, u−}.

(b): We have already showed (see previous paragraph) that u 6= m and 1 < u. Since S
is not a BCI-subset, R is also a not a BCI-subset. This also implies that u | m by Lemma
4.4, and we conclude that 1 < u < m and u | m, as required.

CASE 2. C 6E A.

LetA0+ act transitively on S−. This gives thatH(Zn, S) is edge-transitive. Since C 6E
A, D 6E A, in other words, H(Zn, S) is non-normal as a Cayley graph over the dihedral
group D. We apply [8, Theorem 1.2], and obtain that H(Zn, S) is either isomorphic to
Kn[Kc

2], or to one of 5 graphs of orders 10, 14, 26, 28 and 30, respectively. Suppose that
the former case holds. Then n = 2m, and we obtain quickly that S consists of two Cm-
orbits. Then S can be mapped by an affine transformation to a set {0,m, v, v+m}, where
〈m, v〉 ∼= Zn. Then v or v + m is a generating element of Zn, and so S can actually be
mapped by an affine transformation to {0,m, 1, 1 + m}. Now, the same holds for any set
T with H(Zn, T ) ∼= H(Zn, S) ∼= Kn[Kc

2], contradicting that S is not a BCI-subset. In the
latter case, a direct computation by the computer package MAGMA [4] shows that none of
these graphs is possible (in fact, in each case the corresponding subset S is a BCI-subset).

The set S− cannot split into two orbits under A0+ of size 1 and 3, respectively (see the
argument above). We are left with the case that S = S1 ∪ S2, |S1| = |S2|, and A0+ leaves
both sets S1 and S2 setwise fixed. For i ∈ {1, 2}, let ni = |〈Si − Si〉|, n1 ≤ n2, where
Si − Si = {a− b : a, b ∈ Si}.

We claim that n1 = 2. To the contrary assume that n1 > 2. We prove first that
Cn/n1 E A. Applying Lemma 3.3 with R = S, R∗ = S1 and r = s1 ∈ S1, we obtain that
the partition

δ =
{
X ∪Xψ1,s1,−s1 : X ∈ Orb(Cn/n1 , V )

}
,



234 Ars Math. Contemp. 7 (2014) 215–235

is a system of blocks for A. Let us consider the action of A(δ) (the kernel of A acting on δ)
on the block of δ which contains 0+. Denote this block by ∆, and by ∆′ the block which
contains s− for some s ∈ S2. Notice that, the subgraph of H(Zn, S) induced by any block
of δ is a circuit of length 2n1, and when deleting these circuits, the rest splits into pairwise
disjoint circuits of length 2n2. Let Σ denote the unique (2n2)-circuit through s−. Now,
suppose that g ∈ A(δ) which fixes ∆ pointwise. If V (Σ) ∩∆ = {0+}, then g must fix the
edge {0+, s−}, and so fixes also s−. If V (Σ) ∩∆ 6= {0+}, then |V (Σ) ∩∆| = n2 > 2.
This implies that g fixes every vertex on Σ, in particular, also s−. The block ∆′ has at least
n1 vertices having a neighbor in ∆, hence by the previous argument we find that all are
fixed by g. Since n1 > 2,∆′ is fixed pointwise by g. It follows, using the connectedness of
H(Zn, S), that g = idV , hence that A(δ) is faithful on ∆. Thus Cn/n1 is a characteristic
subgroup of A(δ), and since A(δ) E A, Cn/n1 E A.

Let G be the unique normal subgroup of A that fixes the color classes Z+
n and Z−n . We

consider N = G ∩ CA(Cn/n1). Then C ≤ N and N E A. Pick g ∈ N0+ such that g acts
non-trivially on S−. Since N centralizes Cn/n1 , g fixes pointwise the orbit of 0+ under
Cn/n1 , and hence also ∆. Then g2 fixes S− pointwise, and so also ∆′. We conclude that
g2 = idV , and that eitherN = C, orN = Co〈g〉. The caseN = C is impossible because
C 6E A. Let N = C o 〈g〉. Then (S−i )g = S−i (for both i ∈ {1, 2}), hence Si is a union of
orbits of g. As g normalizes C and fixes 0+, g = ϕr,0,s. Recall that ord(g) = 2. If r 6= 1,
then by Lemma 3.6, either C is the unique cyclic subgroup of N, or 8 | n, r = n/2 + 1 and
s = 0 or s = n/2. In the former case C is characteristic in N, and since N E A, C E A,
a contradiction. Therefore, we are left with the case that r = 1 (and so s = n/2), or 8 | n,
r = n/2 + 1 and s = 0 or s = n/2. Then every orbit of g is of length 1 or 2, and if it is of
length 2, then is in the form {jε, (j +m)ε} as we proved in Case 1. Since ni > 2, we see
that S−i must be fixed pointwise by g for both i ∈ {1, 2}. This, however, contradicts that g
was assumed to act non-trivially on S−; and so n1 = 2.

This means that 2 | n, say n = 2m, and the group generated by the set S1 − S1 =
{x − y : x, y ∈ S1} is equal to {0,m}. Then we can write S1 = {s, s + m}. It can be
proved as before that there exist a ∈ Z∗n and b ∈ Zn such that aS2 + b = {0, u} for some
divisor u of n. Then, letting v = as+ b, we get aS1 + b = {v, v+m}. We finish the proof
of this case by showing that the set R = aS + b = {0, u, v, v+m} satisfies the conditions
(a)-(c) of Theorem 3.1.

(a): As H(Zn, S) is connected, H(Zn, R) is also connected. This implies that {u, v}
is a generating set of Zn.

(c): Since S1 and S2 are left fixed setwise by A, Aut(H(Zn, R))0+ leaves the set
{0−, u−} setwise fixed.

(b): If u = 1, then Aut(H(Zn, {0, u})) ≤ D4n. But then C E A, which is a contra-
diction. We conclude that 1 < u, and by Lemma 4.4, u | m also holds, i.e., 1 < u < m
and u | m, as required. �
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Abstract

The Pancake graph is well known because of the open Pancake problem. It has the
structure that any l–cycle, 6 6 l 6 n!, can be embedded in the Pancake graph Pn, n > 3.
Recently it was shown that there are exactly n!

6 independent 6–cycles and n!(n−3) distinct
7–cycles in the graph. In this paper we characterize all distinct 8–cycles by giving their
canonical forms as products of generating elements. It is shown that there are exactly
n!(n3+12n2−103n+176)

16 distinct 8–cycles in Pn, n > 4. A maximal set of independent 8–
cycles contains n!

8 of these.

Keywords: Cayley graphs, Pancake graph, cycle embedding, small cycles.
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1 Introduction
The Pancake graph Pn = (Symn, PR), n > 2, is the Cayley graph on the symmetric
group Symn of permutations π = [π1π2 . . . πn], where πi = π(i) for any 1 6 i 6 n, with
the generating set PR = {ri ∈ Symn : 2 6 i 6 n} of all prefix–reversals ri reversing the
order of any substring [1, i], 2 6 i 6 n, of a permutation π when multiplied on the right, i.e.
[π1 . . . πiπi+1 . . . πn]ri = [πi . . . π1πi+1 . . . πn]. It is a connected vertex–transitive (n−1)-
regular graph of order n!. This graph is well known because of the combinatorial Pancake
problem which was posed in [4] as the problem of finding its diameter. The problem is still
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open. Some upper and lower bounds [5, 6] as well as exact values for 2 6 n 6 19 [1, 2]
are known. One of the main difficulties in solving this problem is the complicated cycle
structure of the Pancake graph. This graph is hamiltonian [11] and the following result is
also known.

Theorem 1.1. [7, 10] All cycles of length l, where 6 6 l 6 n!, can be embedded in the
Pancake graph Pn, n > 3, but there are no cycles of length 3, 4 or 5.

An explicit description of cycles is gradually being developed. The first results concern-
ing cycle characterization in the Pancake graph were obtained in [8] where the following
cycle representation via a product of generating elements was used. A sequence of prefix–
reversals Cl = ri0 . . . ril−1

, where 2 6 ij 6 n, and ij 6= ij+1 for any 0 6 j 6 l − 1, such
that πri0 . . . ril−1

= π, where π ∈ Symn, is called a form of a cycle Cl of length l. A cycle
Cl of length l is also called an l–cycle, and a vertex of Pn is identified with the permuta-
tion which corresponds to this vertex. It is evident that any l–cycle can be presented by
2l forms (not necessarily different) with respect to a vertex and a direction. The canonical
form Cl of an l–cycle is called a form with a lexicographically maximal sequence of in-
dices i0 . . . il−1. By using this description, the results characterizing 6– and 7–cycles were
obtained in [8].

Theorem 1.2. [8] The Pancake graph Pn, n > 3, has n!
6 independent 6–cycles of the

canonical form C6 = r3r2r3r2r3r2 and n!(n− 3) distinct 7–cycles of the canonical form
C7 = rkrk−1rkrk−1rk−2rkr2, where 4 6 k 6 n. Each of the vertices of Pn belongs to
exactly one 6–cycle and 7(n− 3) distinct 7–cycles.

The main result of this paper is the following theorem.

Theorem 1.3. Each of vertices of Pn, n > 4, belongs to N = n3+12n2−103n+176
2 distinct

8–cycles of the following canonical forms:

C1
8 = rk rj ri rj rk rk−j+i ri rk−j+i, 2 6 i < j 6 k − 1, 4 6 k 6 n, (1.1)

C2
8 = rk rk−1 r2 rk−1 rk r2 r3 r2, 4 6 k 6 n, (1.2)

C3
8 = rk rk−i rk−1 ri rk rk−i rk−1 ri, 2 6 i 6 k − 2, 4 6 k 6 n, (1.3)

C4
8 = rk rk−i+1 rk ri rk rk−i rk−1 ri−1, 3 6 i 6 k − 2, 5 6 k 6 n, (1.4)

C5
8 = rk rk−1 ri−1 rk rk−i+1 rk−i rk ri, 3 6 i 6 k − 2, 5 6 k 6 n, (1.5)

C6
8 = rk rk−1 rk rk−i rk−i−1 rk ri ri+1, 2 6 i 6 k − 3, 5 6 k 6 n, (1.6)

C7
8 = rk rk−j+1 rk ri rk rk−j+1 rk ri, 2 6 i < j 6 k − 1, 4 6 k 6 n, (1.7)

C8
8 = r4 r3 r4 r3 r4 r3 r4 r3. (1.8)

There are two corollaries of Theorem 1.3, which will be proven in the final section of
this paper.

Corollary 1.4. There are n!(n3+12n2−103n+176)
16 distinct 8–cycles in Pn, n > 4.

Corollary 1.5. A maximal set of independent 8–cycles in Pn, n > 4, contains n!
8 of these.

The proof of Theorem 1.3 is based on the hierarchical (recursive) structure of the Pan-
cake graph which can be presented as follows. The graph Pn, n > 3, is constructed
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from n copies of Pn−1(i), 1 6 i 6 n, such that each Pn−1(i) has the vertex set Vi =
{[π1 . . . πn−1i], where πk ∈ {1, . . . , n}\{i} : 1 6 k 6 n − 1}, |Vi| = (n − 1)!, and the
edge set Ei = {{[π1 . . . πn−1i], [π1 . . . πn−1i] rj} : 2 6 j 6 n− 1}, |Ei| = (n−1)!(n−2)

2 .
Any two copies Pn−1(i), Pn−1(j), i 6= j, are connected by (n − 2)! edges presented as
{[iπ2 . . . πn−1j], [jπn−1 . . . π2i]}, where [iπ2 . . . πn−1j]rn = [jπn−1 . . . π2i]. Prefix–
reversals rj , 2 6 j 6 n − 1, define internal edges in all n copies Pn−1(i), 1 6 i 6 n,
and the prefix–reversal rn defines external edges between copies. Copies Pn−1(i), or just
Pn−1 when it is not important to specify the last element of permutations belonging to the
copy, are also called (n− 1)–copies.

Since P3
∼= C6 and due to the hierarchical structure, P4 has four copies of P3, each of

which obviously cannot contain 8–cycles. However, P4 has 8–cycles consisting of paths
within copies of P3 together with external edges between these copies. In general, any
8–cycle of Pn, n > 4, must consist of paths within subgraphs that are isomorphic to Pk−1
for some 4 6 k 6 n, joined by external edges between these subgraphs. Hence, all
8–cycles of Pn, n > 4, could be found recursively by considering 8–cycles within each
Pk, 4 6 k 6 n, consisting of vertices from some copies of Pk−1. This approach is used
in the proof of Theorem 1.3. To get the main result, we also need some technical lemmas
concerning paths of length three between vertices of a given form. So, in the next section
we introduce additional notations and prove two small lemmas. In Section 3 we prove
Theorem 1.3 and its corollaries.

2 Technical lemmas
A segment [πi . . . πj ] of a permutation π = [π1 . . . πi . . . πj . . . πn] consists of all elements
that lie between πi and πj inclusive. Any permutation can be written as a sequence of
singleton and multiple segments. We use characters from {p, q, s, t} to denote singletons
and characters from {α, β, γ,A,B,C} to denote multiple segments. If π = [αβ], where
α = [π1π2 . . . πi] and β = [πi+1 . . . πn], then πr|α| = [αβ], where |α| is the number of
elements in a segment α, and α is the inversion of a segment α. It is obvious that α = α.
Note that we allow empty segments where this does not contradict the initial definitions.

An independent set D of vertices in a graph is called an efficient dominating set if each
vertex not in D is adjacent to exactly one vertex in D [3]. It is known [9] that Dp =
{[pπ2 . . . πn] : πj ∈ {1, . . . , n}\{p}, 2 6 j 6 n}, |Dp| = (n − 1)!, 1 6 p 6 n, are
efficient dominating sets in Pn, n > 3. Let us note that external edges of Pn are incident to
vertices from different efficient dominating sets of Pn. The distance d = d(π, τ) between
two vertices π, τ in Pn is defined as the least number of prefix–reversals transforming π
into τ , i.e. πri1ri2 . . . rid = τ .

The next lemma gives a full list of paths of length three between two vertices of the
same efficient dominating set.

Lemma 2.1. Two permutations π, τ ∈ Dp, 1 6 p 6 n, are at distance three from each
other in Pn, n > 3, if and only if:
1) either τ = πrjrirj , 2 6 i < j 6 n, where π = [ABγ], τ = [ABγ];
2) or τ = πrjriri−j+1, 2 6 j < i 6 n, where π = [pABγ], τ = [pBAγ].

Proof. We consider π ∈ Dp such that π = [pαqβk], πj = q. Let us find other vertices
from Dp being at the distance three from π. Let π1 = πrj = [qαpβk], where π1

j = p, 2 6
j 6 n. An application of a prefix–reversal ri, 2 6 i 6 n, i 6= j, to the permutation π1

gives us two cases: either i < j or i > j.
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1) If i < j then π2 = π1ri = [α2qα1pβk], where π2
j = p, α = α1α2 and |α2| = i− 1,

and then τ = π2rj = [pα1qα2βk]. Hence τ = πrjrirj and we get π = [ABγ], τ = [ABγ]
by setting A = pα1, B = α2q, γ = βk. Note, that using rj is the only way to restore p to
the first position and thus to end at an element of Dp after reaching π2.

2) If i > j then π2 = π1ri = [β1pαqβ2k], where π2
i−j+1 = p, β = β1β2 and

|β1| = i− j, and then τ = π2ri−j+1 = [pβ1αqβ2k]. Hence τ = πrjriri−j+1 and we get
π = [pABγ], τ = [pBAγ] by setting A = αq, B = β1, γ = β2k. Note, that using ri−j+1

is the only way to restore p to the first position and thus to end at an element of Dp after
reaching π2.

The next lemma gives a description of paths of length three defined on internal edges
of the graph between vertices of given forms.

Lemma 2.2. Let permutations π and τ be presented as:
1) π = [γ1ABγ2] and τ = [γ1ABγ2], where |γ1| > 1, |A| > 2. Then:

a) there exists a unique path of length three:

τ = πr|γ1|+|A|r|A|r|γ1|+|A|, (2.1)

provided that either |γ1| > 2 and |A| > 2, or |γ1| = 1 and |A| > 3;
b) there are two paths of length three:

τ = πr2r3r2, τ = πr3r2r3, (2.2)

provided that |γ1| = 1 and |A| = 2;
2) π = [γ1ABγ2] and τ = [γ1BAγ2], where |γ1| > 0, |A| > 1, |B| > 1. Then:

a) there is a unique path of length three:

τ = πr|γ1|+2r2r|γ1|+2, (2.3)

provided that |γ1| > 2, and |A| = |B| = 1;
b) there is a unique path of length three:

τ = πr|γ1|+|A|r|γ1|+|A|+|B|r|γ1|+|B|, (2.4)

provided that |γ1| = 1, and |A| 6= 1 or |B| 6= 1;
c) there are two paths of length three:

τ = πr2r3r2 = πr3r2r3, (2.5)

provided that |γ1| = |A| = |B| = 1;
d) there is a unique path of length three:

τ = πr|A|r|A|+|B|r|B|, (2.6)

provided that |γ1| = 0 and |A| > 2, |B| > 2.
There are no other paths of length three between π and τ of these types.
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Proof. 1) If π = [γ1ABγ2] and τ = [γ1ABγ2], then (2.1) is checked by a direct verifica-

tion: [γ1ABγ2]
r|γ1|+|A|→ [Aγ1Bγ2]

r|A|→ [Aγ1Bγ2]
r|γ1|+|A|→ [γ1ABγ2]. Suppose that there

is one more path of length three. Then these two paths should form a 6–cycle. In part (a),
either |γ1| > 2 and |A| > 2, or |γ1| = 1 and |A| > 3, so r|γ1|+|A| = rm for some m > 4,
but by Theorem 1.2, no 6–cycle includes rm with m > 4 in its form. Therefore, the given
path is the only one in this case. In part (b), |γ1| = 1 and |A| = 2, so m = 3 and the
condition of Theorem 1.2 holds, hence we obtain two distinct paths of stated forms (2.2).

2) If π = [γ1ABγ2] and τ = [γ1BAγ2], and |γ1| > 2, |A| > 1, |B| > 1, then there is
the following path of length four between these vertices:

π = [γ1ABγ2]
r|γ1|+|A|→ [Aγ1Bγ2]

r|γ1|+|A|+|B|→ [Bγ1Aγ2]
r|γ1|+|B|→

[γ1BAγ2]
r|γ1|→ [γ1BAγ2] = τ. (2.7)

Suppose there is also a path of length three between π and τ . By Theorem 1.1, there
are no cycles of length 3 or 5, and hence no paths of lengths 3 and 4 exist between two
fixed vertices unless the paths are disjoint. This means that these two paths should form
a 7–cycle, including the sequence rm+arm+a+brm+brm, where |γ1| = m, |A| = a and
|B| = b. By Theorem 1.2, this is possible only in the case when m = k − 2, k > 4, and
a = b = 1, which implies that a unique path of length three has the form rm+2r2rm+2 that
corresponds to (2.3).

Putting |γ1| = 1 in (2.7), a path τ = πr|γ1|+|A|r|γ1|+|A|+|B|r|γ1|+|B|, corresponding
to (2.4), is obtained. Taking |γ1| = m, |A| = a and |B| = b, the obtained path is presented
as rm+arm+a+brm+b. Suppose that there is one more path of length three between π and
τ . Then these two paths should form a 6–cycle. By Theorem 1.2, this is possible only in
the case when m = a = b = 1, which gives us the paths τ = πr2r3r2 and τ = πr3r2r3,
corresponding to (2.5).

Putting |γ1| = 0 in (2.7), a path τ = πr|A|r|A|+|B|r|B|, corresponding to (2.6) with
|A| > 2, |B| > 2, is obtained. Suppose there is one more path of length three between
π and τ . Then these two paths should form a 6–cycle. By the conditions of Lemma,
|A| + |B| > 4, hence r|A|+|B| = rm for some m > 4, but by Theorem 1.2, no 6–cycle
includes rm with m > 4 in its form. Therefore, the given path is the only one in this case.
If |A| = 1 or |B| = 1, then the path above is transformed into a 2–path or an edge. This
completes the proof of the lemma.

3 Proof of Theorem 1.3
To find all 8–cycles passing through the same vertex in Pn, n > 4, we use its hierarchical
structure by considering recursively 8–cycles within each copy Pk, 4 6 k 6 n, consisting
of vertices from copies of Pk−1. It is assumed that any copy of Pk−1 has at least two
vertices, since each vertex has a unique external edge. We obtain canonical forms of 8–
cycles and count their numbers.

Case 1: an 8–cycle within Pk has vertices from two copies of Pk−1

Suppose that an 8–cycle is formed on vertices from copies Pk−1(p) and Pk−1(s), 1 6
p 6= s 6 k. It was shown in [8] that if two vertices π and τ , belonging the same (k − 1)–
copy, are at the distance at most two, then their external neighbours π and τ should belong
to distinct (k−1)–copies. Hence, an 8–cycle cannot occur in situations when its two (three)



242 Ars Math. Contemp. 7 (2014) 237–246

πs1 = [pαqβs]

πs2 = [qαpβs] [α2qα1pβs] = πs3
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[pβ1αqβ2s] = πs4
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Figure 1: (4 + 4)–situation.

vertices belong to one copy and six (five) vertices belong to another one. Therefore, such
an 8–cycle must have four vertices in each of the two copies.

(4 + 4)–situation. Suppose that four vertices of such an 8–cycle belong to a copy
Pk−1(s), and other four vertices belong to a copy Pk−1(p). Herewith, four vertices of
Pk−1(s) should form a path of length three whose endpoints should be adjacent to vertices
from Pk−1(p), which means both vertices should belong to the efficient dominating set
Dp. So, one vertex of Pk−1(s) that is adjacent to a vertex of Pk−1(p) must have the form
[pαqβs]. By Lemma 2.1, it is not hard to see that this gives rise to two possible forms for
the remaining vertices of Pk−1(s). These are given in Figure 1, where |α| = j − 2 and so
|β| = k − j − 1. In the first case we also have α = α1α2 and |α2| = i − 1 > 1, while in
the second case we also have |β1| = i− j > 1 and |β2| = k − i− 1.

Denote γ1 = sβ, A = qα2, B = α1, γ2 = p, where |γ1| = |β| + 1 > 1, |A| > 2,
|B| > 0, then in the first case πp1 , πp4 have the forms [γ1ABγ2] and [γ1ABγ2]. By
Lemma 2.2 (case 1a), there is a unique path of length three between these permutations if
|γ1| = |β| + 1 = k − j > 1 and |A| = |α2| + 1 = i > 3, or k − j > 2 and i > 2,
and by Lemma 2.2 (case 1b), there are two distinct paths if k − j = 1 and i = 2. Hence,
such an 8–cycle has the form C1

8 = rk−j+irirk−j+irkrjrirjrk, with 2 6 i < j 6 k − 1,
4 6 k 6 n, the canonical form of which corresponds to (1.1). The case of k − j = 1 and
i = 2 by symmetry gives one additional form C2

8 = rk−1r2rk−1rkr2r3r2rk, the canonical
form of which corresponds to (1.2).

Denote γ1 = sβ2, A = β1, B = qα, γ2 = p, where |γ1| = |β2|+ 1 > 1, |A| = |β1| >
1, |B| = |α|+1 > 1, then in the second case we have πp1 = [γ1ABγ2], πp4 = [γ1BAγ2].
By Lemma 2.2 (case 2a), there is a unique path of length three between πp1 and πp4 if
|γ1| = k − i > 2, |A| = |β1| = i− j = 1 and |B| = |α|+ 1 = j − 1 = 1. Hence, j = 2,
i = 3, and for k > 5 an 8–cycle has the form rk−1r2rk−1rkr2r3r2rk, corresponding again
to the canonical form (1.2).

By Lemma 2.2 (case 2b), there also exists a unique path of length three between πp1
and πp4 if |γ1| = k − i = 1, |A| = |β1| = i − j > 1, |B| = |α| + 1 = j − 1 > 1. This
means that i = k−1, and such an 8–cycle has the formC4

8 = rkrk−jrk−1rjrkrk−jrk−1rj ,
2 6 j 6 k− 2, the canonical form of which corresponds to (1.3), if we set j = i. So, there



E. Konstantinova and A. Medvedev: Small cycles in the Pancake graph 243

[qαpβs] = πs2

[pαqβs] = πs1
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Figure 2: (2 + 2 + 4)–situation.

is a unique path of length three under the conditions listed, unless |A| = |B| = 1 when by
Lemma 2.2 (case 2c) this path is not unique. So, k = 4, j = 2, i = 3 and 8–cycles take
forms r2r3r2r4r3r2r3r4 and r3r2r3r4r3r2r3r4, corresponding to forms (1.2) and (1.1).

Thus, all 8–cycles occurring in the case of two copies are found.

Case 2: an 8–cycle within Pk has vertices from three copies of Pk−1

Suppose an 8–cycle is formed on vertices from copies Pk−1(p), Pk−1(q), Pk−1(s),
where 1 6 p 6= q 6= s 6 k. There are following possible situations in this case.

(2 + 2 + 4)–situation. The distribution of vertices among the copies is presented by
Figure 2. Let πs1 = [pαqβs] where πs1i = q with |α| = i − 2, |β| = k − i − 1. Then
πs2 , πp1 , πp2 , πq1 and πq4 are straightforward to define. Vertices πq1 and πq4 differ in the
order of segments sβ and pα, hence they have the forms [γ1ABγ2] and [γ1BAγ2], where
γ1 is empty, A = sβ, B = pα, γ2 = q and |A| = |β| + 1 > 1, |B| = |α| + 1 > 1.
By Lemma 2.2 (case 2d), between πq1 and πq4 there exists a unique path of length three
provided that |A| = k − i > 2, |B| = i − 1 > 2, and no path of this length if |A| = 1
or |B| = 1. Thus, an 8–cycle has the form C4

8 = rkrk−i+1rkri−1rk−1rk−irkri, where
3 6 i 6 k − 2, k > 5, the canonical form of which corresponds to (1.4).

(2 + 3 + 3)–situation. The distribution of vertices among the copies is presented by
Figure 3. Let πs1 = [pαqβs], where |α| = i − 2 and |β| = k − i − 1. Then πs2 , πp1
and πq1 are straightforward to define. Since πp3 and πq3 are joined by an external edge,
πp31 = q. Moreover, πp1 and πp3 should be joined by a path of length two that can be
obtained by two ways:

πp1 = [sβqαp]→

{
[β2sβ1qαp]→ [qβ1sβ2αp] = πp

1
3 , where |β2| 6= 0.

[α2qβsα1p]→ [qα2βsα1p] = πp
2
3 , where |α2| 6= 0.

From the other side, πq3 and πp3 are joined by an external edge, hence πq31 = p, and there
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Figure 3: (2 + 3 + 3)–situation.

should be a path of length two between πq1 and πq3 such that:

πq1 = [sβpαq]→

{
[β2sβ1pαq]→ [pβ1sβ2αq] = πq

1
3 , where |β2| 6= 0.

[α1pβsα2q]→ [pα1βsα2q] = πq
2
3 , where |α1| 6= 0.

Analysis of non–empty segments in these permutations shows that external edges occur
between: πp

1
3 and πq

2
3 , if |α2| = 0, |β1| = 0; πp

2
3 and πq

1
3 , if |α1| = 0, |β1| = 0; πp

2
3 and

πq
2
3 , if |β| = 0. There is no external edge between πp

1
3 and πq

1
3 since they have the same

order of elements in the segment sβ2.
Since |α| = i − 2, |β| = k − i − 1, then using the edge between πp

1
3 and πq

2
3 , where

|α2| = 0, |β1| = 0, we have |α| > 1, |β| > 1, and such an 8–cycle has the form
C5

8 = rkrk−irk−i+1rkri−1rk−1rkri, with 3 6 i 6 k − 2, 5 6 k 6 n, the canoni-
cal form of which corresponds to (1.5). Using the external edge between πp

2
3 and πq

1
3 ,

where |α1| = 0, |β1| = 0, we have |α| > 1, |β| > 1, and such an 8–cycle has the form
rkrk−1ri−1rkrk−i+1rk−irkri, where 3 6 i 6 k − 2, the canonical form of which also
corresponds to the form (1.5). Finally, using the external edge between πp

2
3 and πq

2
3 , where

|β| = 0, we have i = k − 1, |α1| = j > 1, |α2| = k − 3 − j > 1, so there is one more
8–cycle of the form C6

8 = rkrk−j−1rk−j−2rkrj+1rj+2rkrk−1, where 1 6 j 6 k − 4,
5 6 k 6 n, the canonical form of which corresponds to (1.6), if we put j = i− 1.

Thus, all 8–cycles occurring in the case of three copies are found.

Case 3: an 8–cycle within Pk has vertices from four copies of Pk−1

The distribution of vertices among the copies is presented by Figure 4. Let πq1 =
[sαtβpγq], where |α| > 0, |β| > 0, |γ| > 0. There are two cases.

1) Suppose that πq1 is adjacent to πs1 , and πq2 is adjacent to πt1 . Since there is only one
cycle edge within each copy, hence this edge is uniquely defined and all vertices’ labels are
straightforward to obtain (see Figure 4, case 1). Thus, we end up with πp1 = [sαtβqγp],
πp2 = [tαsβqγp]. If an 8–cycle does exist, then πp1 , πp2 should be incident to the same
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Figure 4: (2 + 2 + 2 + 2)–situation.

internal edge, and hence, there should exist a prefix–reversal transforming πp1 into πp2 ,
namely, r|α|+2. If we set |α| = i−2, |β| = j−i−1, |γ| = k−j−1, where 2 6 i < j < k,
then such an 8–cycle is presented by the form C7

8 = rkrk−j+1rkrirkrk−j+1rkri, where
2 6 i < j 6 k − 1, 4 6 k 6 n, the canonical form of which corresponds to (1.7).

2) Suppose that πq1 is adjacent to πs1 , and πq2 is adjacent to πp1 (see Figure 4, case
2), then we end up with πt1 = [sαqγpβt], πt2 = [pβqγsαt]. In this case, an internal edge
between vertices πt1 and πt2 does exist only if |α| = |β| = |γ| = 0, which means that
k = 4 and such an 8–cycle takes the form (1.8).

Therefore, all canonical forms for 8–cycles in Pn, n > 4, are obtained.
Now we count the total number N =

∑8
i=1NCi8 of distinct 8–cycles passing through

a given vertex, where NCi8 corresponds to the number of distinct 8–cycles described by the
canonical form Ci8, 1 6 i 6 8. Let us note that any canonical form of an l–cycle describes
l cycles (not necessarily distinct) for a given vertex. Among all canonical forms (1.1)–
(1.8), there is the only one, namely the form (1.5), which describes eight distinct 8–
cycles. In other cases, identical forms occur. For example, from the canonical form C8

8 =
r4r3r4r3r4r3r4r3 one can get two forms, namely, r4r3r4r3r4r3r4r3 and r3r4r3r4r3r4r3r4
which are identical because they describe the same 8–cycle. Thus, the canonical form C8

8

gives the only 8–cycle, hence, NC8
8
= 1. In other cases, it can be shown in the same

manner (by taking into account identical forms) that the numbers NCi8 , 1 6 i 6 7, are

given as follows: NC1
8
= (n−3)(n−2)(n−1)

3 , NC2
8
= 4(n − 3), NC3

8
= (n − 2)(n − 3),

NC4
8
= NC6

8
= 2(n− 3)(n− 4), NC5

8
= 4(n− 3)(n− 4), NC7

8
= (n−3)(n−2)(n−1)

6 . Thus,
the total number is given by

N =
n3 + 12n2 − 103n+ 176

2
,

which completes the proof of the theorem.
The total number of distinct 8–cycles in Pn, n > 4, is given by n!(n3+12n2−103n+176)

16
since there are n! vertices in the graph each of which belongs to N distinct 8–cycles. This
proves Corollary 1.4.
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A maximal set of independent 8–cycles in Pn, n > 4, contains n!
8 of these, since P4

has three independent 8–cycles, and there are n!
24 copies of P4, each of which consists of

exactly three independent 8–cycles. This proves Corollary 1.5.
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Abstract

In this paper, we show that all fat Hoffman graphs with smallest eigenvalue at least
−1 − τ , where τ is the golden ratio, can be described by a finite set of fat (−1 − τ)-irre-
ducible Hoffman graphs. In the terminology of Woo and Neumaier, we mean that every fat
Hoffman graph with smallest eigenvalue at least−1− τ is anH-line graph, whereH is the
set of isomorphism classes of maximal fat (−1 − τ)-irreducible Hoffman graphs. It turns
out that there are 37 fat (−1− τ)-irreducible Hoffman graphs, up to isomorphism.

Keywords: Hoffman graph, line graph, graph eigenvalue, special graph.

Math. Subj. Class.: 05C50, 05C75

1 Introduction
P. J. Cameron, J. M. Goethals, J. J. Seidel, and E. E. Shult [1] characterized graphs whose
adjacency matrices have smallest eigenvalue at least −2 by using root systems. Their re-
sults revealed that graphs with smallest eigenvalue at least −2 are generalized line graphs,
except a finite number of graphs represented by the root system E8. Another characteri-
zation for generalized line graphs were given by D. Cvetković, M. Doob, and S. Simić [3]

E-mail addresses: munemasa@math.is.tohoku.ac.jp (Akihiro Munemasa), sano@cs.tsukuba.ac.jp (Yoshio
Sano), tetsuzit@matsue-ct.ac.jp (Tetsuji Taniguchi)
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by determinig minimal forbidden subgraphs (see also [4]). Note that graphs with smallest
eigenvalue greater than −2 were studied by A. J. Hoffman [5].

Hoffman [6] also studied graphs whose adjacency matrices have smallest eigenvalue at
least −1−

√
2 by using a technique of adding cliques to graphs. R. Woo and A. Neumaier

[12] formulated Hoffman’s idea by introducing the notion of Hoffman graphs. A Hoff-
man graph is a simple graph with a distinguished independent set of vertices, called fat
vertices, which can be considered as cliques of size infinity in a sense (see Definition 2.1,
and also [8, Corollary 2.15]). To deal with graphs with bounded smallest eigenvalue, Woo
and Neumaier introduced a generalization of line graphs by considering decompositions of
Hoffman graphs. They gave a characterization of graphs with smallest eigenvalue at least
−1 −

√
2 in terms of Hoffman graphs by classifying fat indecomposable Hoffman graphs

with smallest eigenvalue at least −1−
√

2. This led them to prove a theorem which states
that every graph with smallest eigenvalue at least−1−

√
2 and sufficiently large minimum

degree is a subgraph of a Hoffman graph admitting a decomposition into subgraphs iso-
morphic to only four Hoffman graphs. In the terminology of [12], this means that every
graph with smallest eigenvalue at least −1 −

√
2 and sufficiently large minimum degree

is an H-line graph, where H is the set of four isomorphism classes of Hoffman graphs.
For further studies on graphs with smallest eigenvalue at least −1−

√
2, see the papers by

T. Taniguchi [10, 11] and by H. Yu [13].
Recently, H. J. Jang, J. Koolen, A. Munemasa, and T. Taniguchi [8] made the first step

to classify the fat indecomposable Hoffman graphs with smallest eigenvalue−3. However,
it seems that there are so many such Hoffman graphs. A key to solve this problem is the
notion of special graphs introduced by Woo and Neumaier. A special graph is an edge-
signed graph defined for each Hoffman graph. Although non-isomorphic Hoffman graphs
may have isomorphic special graphs, it is not difficult to recover all the Hoffman graphs
with a given special graph in some cases.

In this paper, we introduce irreducibility of Hoffman graphs and classify fat (−1− τ)-
irreducible Hoffman graphs, where τ := 1+

√
5

2 is the golden ratio. This is a somewhat more
restricted class of Hoffman graphs than those considered in [8], and there are only 37 such
Hoffman graphs. As a consequence, every fat Hoffman graph with smallest eigenvalue at
least −1 − τ is a subgraph of a Hoffman graph admitting a decomposition into subgraphs
isomorphic to only 18 Hoffman graphs. In the terminology of [12], this means that every
fat Hoffman graph with smallest eigenvalue at least −1− τ is anH-line graph, whereH is
the set of 18 isomorphism classes of maximal fat (−1− τ)-irreducible Hoffman graphs.

2 Preliminaries
2.1 Hoffman graphs and eigenvalues

Definition 2.1. A Hoffman graph H is a pair (H,µ) of a graph H and a vertex labeling
µ : V (H) → {slim, fat} satisfying the following conditions: (i) every vertex with label
fat is adjacent to at least one vertex with label slim; (ii) the vertices with label fat are
pairwise non-adjacent.

Let V (H) := V (H), V s(H) := µ−1(slim), V f (H) := µ−1(fat), and E(H) :=
E(H). We call a vertex in V s(H) a slim vertex, and a vertex in V f (H) a fat vertex of H.
We represent a Hoffman graph H also by the triple (V s(H), V f (H), E(H)).

For a vertex x of a Hoffman graph H, we define Nf
H(x) (resp. Ns

H(x)) to be the set of
fat (resp. slim) neighbors of x in H. The set of all neighbors of x is denoted by NH(x), that
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is, NH(x) := Nf
H(x) ∪Ns

H(x).
A Hoffman graph H is said to be fat if every slim vertex of H has a fat neighbor. A

Hoffman graph is said to be slim if it has no fat vertex.
Two Hoffman graphs H = (H,µ) and H′ = (H ′, µ′) are said to be isomorphic if there

exists an isomorphism from H to H ′ which preserves the labeling.
A Hoffman graph H′ = (H ′, µ′) is called an induced Hoffman subgraph (or simply a

subgraph) of another Hoffman graph H = (H,µ) if H ′ is an induced subgraph of H and
µ(x) = µ′(x) holds for any vertex x of H′.

The subgraph of a Hoffman graph H induced by V s(H) is called the slim subgraph of
H.

Definition 2.2. For a Hoffman graph H, let A be its adjacency matrix,

A =

(
As C
CT O

)
in a labeling in which the fat vertices come last. The eigenvalues of H are the eigenvalues
of the real symmetric matrix B(H) := As − CCT . We denote by λmin(H) the smallest
eigenvalue of B(H).

Remark 2.3. An ordinary graph H without vertex labeling can be regarded as a slim
Hoffman graph H. Then the matrix B(H) coincides with the ordinary adjacency matrix
of the graph H . Thus the eigenvalues of H as a slim Hoffman graph are the same as the
eigenvalues of H as an ordinary graph in the usual sense.

Example 2.4. Let HI, HII, and HIII be the Hoffman graphs defined by

V s(HI) = {v1}, V f (HI) = {f1}, E(HI) = {{v1, f1}},
V s(HII) = {v1}, V f (HII) = {f1, f2}, E(HII) = {{v1, f1}, {v1, f2}},
V s(HIII) = {v1, v2}, V f (HIII) = {f1}, E(HIII) = {{v1, f1}, {v2, f1}}

(see Figure 1). Note that λmin(HI) = −1 and λmin(HII) = λmin(HIII) = −2.

HI HII HIII

Figure 1: The Hoffman graphs HI, HII, and HIII

Lemma 2.5 ([12, Lemma 3.4]). The diagonal entry B(H)xx of the matrix B(H) is equal
to −|Nf

H(x)|, and the off-diagonal entry B(H)xy is equal to Axy − |Nf
H(x) ∩Nf

H(y)|.

Lemma 2.6 ([12, Corollary 3.3]). If G is an induced Hoffman subgraph of a Hoffman
graph H, then λmin(G) ≥ λmin(H) holds. In particular, if Γ is the slim subgraph of H,
then λmin(Γ) ≥ λmin(H).
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2.2 Decompositions of Hoffman graphs

Definition 2.7. A decomposition of a Hoffman graph H is a family {Hi}ni=1 of Hoffman
subgraphs of H satisfying the following conditions:

(i) V (H) =
⋃n

i=1 V (Hi);

(ii) V s(Hi) ∩ V s(Hj) = ∅ if i 6= j;

(iii) if x ∈ V s(Hi), y ∈ V f (H), and {x, y} ∈ E(H), then y ∈ V (Hi);

(iv) if x ∈ V s(Hi), y ∈ V s(Hj), and i 6= j, then |Nf
H(x) ∩Nf

H(y)| ≤ 1, and |Nf
H(x) ∩

Nf
H(y)| = 1 if and only if {x, y} ∈ E(H).

If a Hoffman graph H has a decomposition {Hi}ni=1, then we write H =
⊎n

i=1 H
i.

Example 2.8. The (slim) complete graphKn is precisely the slim subgraph of the Hoffman
graph H =

⊎n
i=1 H

i where each Hi is isomorphic to HI, sharing the unique fat vertex.
Ordinary line graphs are precisely the slim subgraphs of Hoffman graphs H =

⊎n
i=1 H

i,
where each Hi is isomorphic to HII.

The (slim) cocktail party graph CP (n) = Kn×2 is precisely the slim subgraph of the
Hoffman graph H =

⊎n
i=1 H

i where each Hi is isomorphic to HIII, sharing the unique fat
vertex.

Generalized line graphs are precisely the slim subgraphs of Hoffman graphs H =⊎n
i=1 H

i, where each Hi is isomorphic to HII or HIII (see [12]).

Definition 2.9. A Hoffman graph H is said to be decomposable if H has a decomposition
{Hi}ni=1 with n ≥ 2. We say H is indecomposable if H is not decomposable.

Example 2.10. A disconnected Hoffman graph is decomposable.

Definition 2.11. Let α be a negative real number and let H be a Hoffman graph with
λmin(H) ≥ α. The Hoffman graph H is said to be α-reducible if there exists a Hoffman
graph H′ containing H as an induced Hoffman subgraph such that there is a decomposition
{Hi}2i=1 of H′ with λmin(Hi) ≥ α and V s(Hi) ∩ V s(H) 6= ∅ (i = 1, 2). We say H is
α-irreducible if λmin(H) ≥ α and H is not α-reducible. A Hoffman graph H is said to be
reducible if H is λmin(H)-reducible. We say H is irreducible if H is not reducible.

Lemma 2.12 ([8, Lemma 2.12]). If a Hoffman graph H has a decomposition {Hi}ni=1, then
λmin(H) = min{λmin(Hi) | 1 ≤ i ≤ n}. In particular, an irreducible Hoffman graph is
indecomposable.

Example 2.13. For a non-negative integer t, let K1,t be the connected Hoffman graph
having exactly one slim vertex and t fat vertices, i.e.,

K1,t = (V s(K1,t), V
f (K1,t), E(K1,t)) = ({v}, {f1, . . . , ft}, {{v, fi} | i = 1, . . . t}).

Then K1,t is irreducible and λmin(K1,t) = −t.

Example 2.14. By Example 2.13, the Hoffman graphs HI (∼= K1,1) and HII (∼= K1,2) are
irreducible. The Hoffman graph HIII is also irreducible.
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Example 2.15. Let HIV be the Hoffman graph defined by

V s(HIV) = {v1, v2}, V f (HIV) = {f1, f2} and

E(HIV) = {{v1, v2}, {v1, f1}, {v2, f2}}.

The Hoffman graph HIV is indecomposable but reducible. Indeed, it is clear that HIV is
indecomposable. Let H′ be the Hoffman graph obtained from HIV by adding a new fat
vertex f3 and two edges {v1, f3} and {v2, f3}. The Hoffman graph H′ is the sum of two
copies of HII, where the newly added fat vertex is shared by both copies, that is, H′ is
decomposable. Furthermore, λmin(HII) = λmin(HIV) = −2. Hence HIV is reducible.

Proposition 2.16. Let G be a slim graph with at least two vertices. If G has maximum
degree k, then G is (−k)-reducible.

Proof. Let G be a slim graph with maximum degree k. We define a Hoffman graph H by
adding a fat vertex for each edge e of G and joining it to the two end vertices of e. Note
that G is the slim subgraph of H. For each slim vertex x ∈ V s(H), let Hx be the Hoffman
subgraph of H induced by {x} ∪ Nf

H(x). Then Hx is isomorphic to the Hoffman graph
K1,degG(x) defined in Example 2.13, and we can check that H =

⊎
x∈V s(H) H

x. Since
the maximum degree of G is k, λmin(Hx) = −degG(x) ≥ −k. Thus G is (−k)-re-
ducible.

Definition 2.17. LetH be a family of isomorphism classes of Hoffman graphs. AnH-line
graph is an induced Hoffman subgraph of a Hoffman graph which has a decomposition
{Hi}ni=1 such that the isomorphism class of Hi belongs toH for all i = 1, . . . , n.

2.3 The special graphs of Hoffman graphs

Definition 2.18. An edge-signed graph S is a pair (S, sgn) of a graph S and a map sgn :
E(S) → {+,−}. Let V (S) := V (S), E+(S) := sgn−1(+), and E−(S) := sgn−1(−).
Each element in E+(S) (resp. E−(S)) is called a (+)-edge (resp. a (−)-edge) of S. We
represent an edge-signed graph S also by the triple (V (S), E+(S), E−(S)).

An edge-signed graph S ′ = (S′, sgn′) is called an induced edge-signed subgraph of an
edge-signed graph S = (S, sgn) if S′ is an induced subgraph of S and sgn(e) = sgn′(e)
holds for any edge e of S′.

Two edge-signed graphs S and S ′ are said to be isomorphic if there exists a bijection
φ : V (S) → V (S ′) such that {u, v} ∈ E+(S) if and only if {φ(u), φ(v)} ∈ E+(S ′) and
that {u, v} ∈ E−(S) if and only if {φ(u), φ(v)} ∈ E−(S ′).

An edge-sined graph S is said to be connected (resp. disconnected) if the graph (V (S),
E+(S) ∪ E−(S)) is connected (resp. disconnected).

Example 2.19. A connected edge-signed graph with at most two vertices is isomorphic to
one of the edge-signed graphs S1,1, S2,1, and S2,2, where

V (S1,1) = {v1}, E+(S1,1) = ∅, E−(S1,1) = ∅,
V (S2,1) = {v1, v2}, E+(S2,1) = {{v1, v2}}, E−(S2,1) = ∅,
V (S2,2) = {v1, v2}, E+(S2,2) = ∅, E−(S2,2) = {{v1, v2}}.

(see Figure 2 in which we draw an edge-signed graph by depicting (+)-edges as full lines
and (−)-edges as dashed lines).
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S1,1 S2,1 S2,2

Figure 2: The connected edge-signed graphs with at most two vertices

Definition 2.20. The special graph of a Hoffman graph H is the edge-signed graph

S(H) := (V (S(H)), E+(S(H)), E−(S(H)))

where V (S(H)) := V s(H) and

E+(S(H)) := {{u, v} | u, v ∈ V s(H), u 6= v, {u, v} ∈ E(H), Nf
H(u) ∩Nf

H(v) = ∅},
E−(S(H)) := {{u, v} | u, v ∈ V s(H), u 6= v, {u, v} /∈ E(H), Nf

H(u) ∩Nf
H(v) 6= ∅}.

Lemma 2.21 ([8, Lemma 3.4]). A Hoffman graph H is indecomposable if and only if its
special graph S(H) is connected.

Definition 2.22. For an edge-signed graph S, we define its signed adjacency matrix M(S)
by

(M(S))uv =


1 if {u, v} ∈ E+(S),

−1 if {u, v} ∈ E−(S),

0 otherwise.

We denote by λmin(S) the smallest eigenvalue of M(S).

We remark that P. J. Cameron, J. J. Seidel, and S. V. Tsaranov studied the eigenvalues
of edge-signed graphs in [2].

Lemma 2.23. If S ′ is an induced edge-signed subgraph of an edge-signed graph S, then
λmin(S ′) ≥ λmin(S).

Proof. Since M(S ′) is a principal submatrix of M(S), the lemma holds.

Lemma 2.24. Let H be a Hoffman graph in which any two distinct slim vertices have at
most one common fat neighbor. Then

M(S(H)) = B(H) +D(H),

where D(H) is the diagonal matrix defined by D(H)xx := |Nf
H(x)| for x ∈ V s(H).

Proof. This follows immediately from the definitions and Lemma 2.5.

Lemma 2.25. If H is a fat Hoffman graph with smallest eigenvalue greater than −3, then
λmin(S(H)) ≥ λmin(H) + 1.

Proof. If some two distinct slim vertices of H have two common fat neighbors, then H
contains an induced subgraph with smallest eigenvalue at most −3. This contradicts the
assumption by Lemma 2.6. Thus the hypothesis of Lemma 2.24 is satisfied. Since H is
fat, the smallest eigenvalue of M(S(H)) = B(H) + D(H) is at least λmin(H) + 1 by [7,
Corollary 4.3.3], proving the desired inequality.



A. Munemasa et al.: Fat Hoffman graphs with smallest eigenvalue at least −1− τ 253

3 Main Results

3.1 The edge-signed graphs with smallest eigenvalue at least −τ

Definition 3.1. Let p, q, and r be non-negative integers with p+ q ≤ r. Let Vp, Vq , and Vr
be mutually disjoint sets such that |Vi| = i where i ∈ {p, q, r}. Let Up and Uq be subsets
of Vr satisfying |Up| = p, |Uq| = q, and Up ∩Uq = ∅. LetQp,q,r be the edge-signed graph
defined by

V (Qp,q,r) := Vp ∪ Vq ∪ Vr,
E+(Qp,q,r) := {{u, v} | u ∈ Up, v ∈ Vp} ∪ {{v, v′} | v, v′ ∈ Vr, v 6= v′},
E−(Qp,q,r) := {{u, v} | u ∈ Uq, v ∈ Vq}

(see Figure 3 for an illustration).

Figure 3: Q3,2,6

Lemma 3.2. For any non-negative integers p, q, and r with p+q ≤ r, λmin(Qp,q,r) ≥ −τ .

Proof. Let

M(Qr,r,2r) =


0 0 I 0
0 0 0 −I
I 0 J − I J
0 −I J J − I

 .
Multiplying 

I 0 xI 0
0 I 0 −xI
0 0 I 0
0 0 0 I


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from the left to xI −M(Qr,r,2r), we find

|xI −M(Qr,r,2r)| = (−1)r
∣∣∣∣(x2 + x− 1)I −(x2 + x− 1)I

xJ −(x2 + x− 1)I + xJ

∣∣∣∣
= (x2 + x− 1)r

∣∣∣∣ I I
xJ (x2 + x− 1)I − xJ

∣∣∣∣
= (x2 + x− 1)r|(x2 + x− 1)I − 2xJ |
= (x2 + x− 1)2r−1(x2 − (2r − 1)x− 1).

In particular, we obtain λmin(Qr,r,2r) = −τ . Since p ≤ r and q ≤ r, Qr,r,2r has an
induced edge-signed subgraph isomorphic to Qp,q,r. By Lemma 2.23, λmin(Qp,q,r) ≥
λmin(Qr,r,2r) = −τ .

Example 3.3. Let T1 and T2 be the edge-signed triangles having exactly one (+)-edge
and exactly two (+)-edges, respectively, i.e., V (T1) = V (T2) = {v1, v2, v3}, E+(T1) =
E−(T2) = {{v1, v2}}, and E−(T1) = E+(T2) = {{v1, v3}, {v2, v3}} (see Figure 4).

For ε1, ε2, ε3 ∈ {1,−1} and δ ∈ {0,±1}, let S1(ε1, ε2, ε3), S2(ε1, ε2, δ), S3(ε1, ε2, δ),
and S4(ε1, ε2) be the edge-signed graphs in Figure 5, where an edge with label 1 (resp.−1)
represents a (+)-edge (resp. a (−)-edge) and an edge with label 0 represents a non-adjacent
pair.

It can be checked that each of the edge-signed graphs T2, S1(ε1, ε2, ε3), S2(ε1, ε2, δ),
S3(ε1, ε2, δ), S4(ε1, ε2) has the smallest eigenvalue less than −τ .

T1 T2

Figure 4: The edge-signed triangles T1 and T2

Theorem 3.4. Let S be a connected edge-signed graph with λmin(S) ≥ −τ . Assume that
S does not contain an induced edge-signed subgraph isomorphic to T1. Then either S is
isomorphic to Qp,q,r for some non-negative integers p, q, r with p + q ≤ r, or S has at
most 6 vertices and is isomorphic to one of the 15 edge-signed graphs in Figure 6.

Proof. By using computer [14], we checked that the theorem holds when |V (S)| ≤ 7. We
prove the assertion by induction on |V (S)|. Assume that the assertion holds for |V (S)| = n
(≥ 7). Suppose that |V (S)| = n+ 1. It follows from Problem 6(a) in Section 6 of [9] that
there exists a vertex v which is not a cut vertex of S. Then S −v is connected, where S −v
is the edge-signed subgraph induced by V (S)\{v}. Since λmin(S −v) ≥ λmin(S) ≥ −τ ,
the inductive hypothesis implies that S − v is isomorphic to Qp,q,r for some p, q, r with
p + q + r = n. Thus S is the edge-signed graph obtained from Qp,q,r by adding the
vertex v and signed edges between v and some vertices in Qp,q,r. Note that r ≥ 4 since
n = p+ q + r ≥ 7 and p+ q ≤ r.
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ϵ

ϵ

ϵ

1

3

2

ϵ1 ϵ2

δ

S1(ε1, ε2, ε3) S2(ε1, ε2, δ)

ϵ1 ϵ2δ

ϵ2ϵ1

S3(ε1, ε2, δ) S4(ε1, ε2)

Figure 5: Edge-signed graphs with smallest eigenvalue less than −τ

We claim that either v is adjacent to only one vertex of Vr, or to all the vertices of Vr.
Note that S cannot contain any of the edge-signed graphs T2, S1(ε1, ε2, ε3), S2(ε1, ε2, δ),
S3(ε1, ε2, δ), S4(ε1, ε2) in Example 3.3. If v is adjacent to none of the vertices of Vr, then
S contains S4(ε1, ε2) as an induced edge-signed subgraph, a contradiction. If the number
of neighbors of v in Vr is at least 2 and less than r, then S contains S3(ε1, ε2, δ) as an
induced edge-signed subgraph, a contradiction. Thus the claim holds.

Now, if v is adjacent to only one vertex of Vr, then the unique neighbor of v in Vr is in
Vr \ (Up ∪ Uq). Indeed, otherwise we would find S2(ε1, ε2, δ) as an induced edge-signed
subgraph, a contradiction. Also, v is adjacent to none of the vertices of Vp ∪ Vq since oth-
erwise we would find S1(ε1, ε2, ε3) as an induced edge-signed subgraph, a contradiction.
Thus S is isomorphic to Qp+1,q,r or Qp,q+1,r.

Suppose that v is adjacent to all the vertices of Vr. Since Vr is a clique consisting of
(+)-edges only, the assumption implies that v is incident with at most one (−)-edge to Vr.
If there is a vertex of Vr joined to v by a (−)-edge, then we find T2 as an induced edge-
signed subgraph, a contradiction. Thus all the edges from v to Vr are (+)-edges. Now v
is adjacent to none of the vertices of Vp ∪ Vq since otherwise we would find S3(ε1, ε2, 0)
as an induced edge-signed subgraph, a contradiction. Thus S is isomorphic to Qp,q,r+1.
Hence the theorem holds.

Lemma 3.5. The smallest eigenvalues of the signed adjacency matrices of the edge-signed
graphs in Figure 6 are given as follows:

λmin(S) =


−
√

2 ≈ −1.414213 if S ∈ {S3,1,S4,4},
1−
√
17

2 ≈ −1.561553 if S ∈ {S4,5,S5,5,S5,6},
1 + t ≈ −1.601679 if S = S6,3,
−τ ≈ −1.618034 otherwise,
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S3,1 S4,1 S4,2 S4,3 S4,4

S4,5 S5,1 S5,2 S5,3 S5,4

S5,5 S5,6 S6,1 S6,2 S6,3

Figure 6: The 15 connected edge-signed graphs with smallest eigenvalue at least −τ not
containing T1, other thanQp,q,r where p, q, r are some non-negative integers with p+q ≤ r

where t is the smallest zero of the polynomial x3 − 6x+ 2.

Proof. This can be checked by a direct calculation.

Remark 3.6. Among edge-signed graphs in Figure 6, the maximal ones with respect to
taking induced edge-signed graphs are S4,1, S5,2, S5,3, S5,6, S6,1, S6,2, S6,3.

3.2 The special graphs of fat (−1 − τ )-irreducible Hoffman graphs

Lemma 3.7. Let H be a Hoffman graph with smallest eigenvalue at least −1 − τ . Then
every slim vertex of H has at most two fat neighbors.

Proof. If a slim vertex v of H has at least 3 fat neighbors, then H contains an induced
Hoffman subgraph isomorphic to the Hoffman graph K1,3 (see Example 2.13). By Lemma
2.6, we have λmin(H) ≤ λmin(K1,3) = −3, which is a contradiction to λmin(H) ≥ −1 −
τ .

Lemma 3.8. Let S be a connected edge-signed graph with three vertices. Let D be a 3×3
diagonal matrix with diagonal entries 1 or 2 such that at least one of the diagonal entries
is 2. Then M(S)−D has the smallest eigenvalue less than −1− τ .

Proof. This can be checked by a direct calculation.
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Lemma 3.9. Let H be a fat indecomposable Hoffman graph with smallest eigenvalue at
least−1− τ . If some slim vertex of H has at least two fat neighbors, then the special graph
S(H) of H is isomorphic to Q0,0,1, Q1,0,1, or Q0,1,1.

Proof. In view of Lemma 2.6, it suffices to show that every fat indecomposable Hoffman
graph with three slim vertices, in which some slim vertex has two fat neighbors, has the
smallest eigenvalue less than −1− τ .

Let H be such a Hoffman graph. Then S(H) is connected by Lemma 2.21 and B(H) =
M(S(H)) −D for some diagonal matrix D with diagonal entries 1 or 2 such that at least
one of the diagonal entries is 2. Then we have a contradiction by Lemma 3.8.

Example 3.10. Let HXVI and HXVII be the Hoffman graphs in Figure 7. The special graphs
of HXVI and HXVII areQ1,0,1 andQ0,1,1, respectively, and λmin(HXVI) = λmin(HXVII) =
−1− τ .

HXVI HXVII

Figure 7: Fat indecomposable Hoffman graphs

Lemma 3.11. Let H be a Hoffman graph in which every slim vertex has at most one fat
neighbor. Then the special graph S(H) of H does not contain an induced edge-signed
subgraph isomorphic to T1.

Proof. Suppose that the special graph S(H) of H contains T1 = ({v1, v2, v3}, {{v1, v2}},
{{v1, v3}, {v2, v3}}) as an induced edge-signed subgraph. Since v3 is incident to a (−)-
edge, v3 must have a fat neighbor. Since every slim vertex of H has at most one fat neighbor,
v3 has a unique fat neighbor f . Then f is adjacent to v1 and v2. This is a contradiction to
{v1, v2} ∈ E+(T1).

Lemma 3.12. Let H be a Hoffman graph in which every slim vertex has exactly one fat
neighbor. If the special graph S(H) of H is isomorphic to Qp,q,r for some non-nega-
tive integers p, q, r, then H is an induced Hoffman subgraph of a Hoffman graph H′ with
V s(H′) = V s(H) which has a decomposition {Hi}ri=1 such that Hi is isomorphic to HXVI,
HXVII, or HII for all i = 1, . . . , r. In particular, if r ≥ 2, then H is (−1− τ)-reducible.

Proof. By the assumption, V s(H) = V (S(H)) is partitioned into Vp∪Vq∪Vr as Definition
3.1. Consider the Hoffman graph H′ defined by V s(H′) := V s(H), V f (H′) := V f (H) ∪
{f∗}, and E(H′) := E(H) ∪ {{v, f∗} | v ∈ Vr}, where f∗ is a new fat vertex. Note
that H is an induced Hoffman subgraph of H′ with V s(H) = V s(H′). Then H′ has a
decomposition {Hi}ri=1 with Hi ∼= HXVI for 1 ≤ i ≤ p, Hi ∼= HXVII for p < i ≤ p + q,
and Hi ∼= HII for p + q < i ≤ p + q + r (see Examples 2.4 and 3.10). Since r ≥ 2 and
each of the Hoffman graphs Hi has the smallest eigenvalue at least −1− τ , it follows that
H is (−1− τ)-reducible.
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Theorem 3.13. Let H be a fat indecomposable Hoffman graph with smallest eigenvalue at
least −1− τ . Then the following hold:

(i) If some slim vertex of H has at least two fat neighbors, then the special graph S(H)
of H is isomorphic to Q0,0,1, Q1,0,1, or Q0,1,1.

(ii) If every slim vertex of H has exactly one fat neighbor, then the special graph S(H)
of H is isomorphic toQp,q,r for some non-negative integers p, q, r with p+ q ≤ r or
one of the 15 edge-signed graphs in Figure 6.

Proof. The statement (i) follows from Lemma 3.9. We show (ii). Suppose that every slim
vertex of H has exactly one fat neighbor. By Lemma 2.21, S(H) is connected, and by
Lemma 2.25, S(H) has smallest eigenvalue at least −τ . Moreover, by Lemma 3.11, S(H)
does not contain an induced edge-signed subgraph isomorphic to T1. Now Theorem 3.4
implies that S(H) is isomorphicQp,q,r or one of the 15 edge-signed graphs in Figure 6.

Corollary 3.14. Let H be a fat (−1 − τ)-irreducible Hoffman graph. Then the special
graph S(H) of H is isomorphic to Q0,0,1, Q1,0,1, Q0,1,1, or one of the 15 edge-signed
graphs in Figure 6.

Proof. Since H is (−1 − τ)-irreducible, H is indecomposable. If some slim vertex of H
has at least two fat neighbors, then the statement holds by Theorem 3.13 (i). Suppose
that every slim vertex of H has exactly one fat neighbor. By Theorem 3.13 (ii), S(H) is
isomorphic to Qp,q,r for some non-negative integers p, q, r, or one of the 15 edge-signed
graphs in Figure 6. Since H is (−1− τ)-irreducible, the former case occurs only for r = 1
by Lemma 3.12. Hence the corollary holds.

3.3 The classification of fat Hoffman graphs with smallest eigenvalue at least −1 − τ

H1
3,1 H1

4,1 H1
4,2 H1

4,3

H2
4,3 H1

4,4 H1
4,5 H2

4,5

Figure 8: The fat (−1− τ)-irreducible Hoffman graphs with 3 or 4 slim vertices

Lemma 3.15. Let H be a fat indecomposable Hoffman graph with smallest eigenvalue at
least −1 − τ . If the number of slim vertices of H is at most two, then H is isomorphic to
one of HI, HII, HIII, HIV, HXVI, and HXVII.
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H1
5,1 H2

5,1 H3
5,1

H1
5,2 H1

5,3 H1
5,4

H2
5,4 H3

5,4 H4
5,4

H1
5,5 H2

5,5 H3
5,5

H1
5,6

Figure 9: The fat (−1− τ)-irreducible Hoffman graphs with 5 slim vertices
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H1
6,1 H2

6,1 H3
6,1

H1
6,2 H2

6,2 H3
6,2

H4
6,2 H5

6,2

H1
6,3 H2

6,3 H3
6,3

Figure 10: The fat (−1− τ)-irreducible Hoffman graphs with 6 slim vertices
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Proof. Straightforward.

Lemma 3.16. Let H be a fat (−1− τ)-irreducible Hoffman graph. If S(H) is isomorphic
to Si,j in Figure 6, then H is isomorphic to Hk

i,j for some k in Figures 8, 9, and 10.

Proof. By Lemma 3.9, every slim vertex has exactly one fat neighbor. It is then straight-
forward to establish the lemma.

Theorem 3.17. Let H be a fat (−1− τ)-irreducible Hoffman graph. Then H is isomorphic
to one of HI, HII, HIII, HXVI, HXVII, and the 32 Hoffman graphs given in Figures 8, 9, and
10.

Proof. By Corollary 3.14, the special graph S(H) of H is isomorphic to Q0,0,1, Q1,0,1,
Q0,1,1, or one of the 15 edge-signed graphs in Figure 6. If the number of slim vertices of H
is at most two, then the statement holds by Lemma 3.15 and Example 2.15. If the number
of slim vertices of H is at least three, then the statement holds by Lemma 3.16.

Theorem 3.18. Let H be the set of isomorphism classes of the maximal members of the
37 fat (−1− τ)-irreducible Hoffman graphs given in Theorem 3.17, with respect to taking
induced Hoffman subgraphs. More precisely,H is the set of isomorphism classes of HXVI,
HXVII, H1

4,1, H2
4,3, H1

5,2, H1
5,3, H1

5,6, and the 11 Hoffman graphs in Figure 10. Then every
fat Hoffman graph with smallest eigenvalue at least −1− τ is anH-line graph.

Proof. It suffices to show that every fat indecomposable Hoffman graph H with smallest
eigenvalue at least −1 − τ is an H-line graph. First suppose that some slim vertex of
H has two fat neighbors. Then by Lemma 3.9, H has at most two slim vertices, and by
Lemma 3.15, H is isomorphic to one of HI, HII, HIII, HIV, HXVI, and HXVII. Since
HI and HII are induced Hoffman subgraphs of HXVI, and HIII is an induced Hoffman
subgraph of HXVII, they are H-line graphs. Note that HIV is also an H-line graph since
Example 2.15 shows that HIV is an induced Hoffman subgraph of a Hoffman graph having
a decomposition into two induced Hoffman subgraphs isomorphic to HI. Thus the result
holds in this case.

Next suppose that every slim vertex of H has exactly one fat neighbor. Then by The-
orem 3.13 (ii), S(H) is isomorphic to Qp,q,r for some non-negative integers p, q, r with
p + q ≤ r or one of the 15 edge-signed graphs in Figure 6. In the former case, H is an
H-line graph by Lemma 3.12. In the latter case, Lemma 3.16 implies that H is an H-line
graph since H contains all the maximal members of the isomorphism classes of Hoffman
graphs Hk

i,j .
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Slovenia),

– Symmetric key cryptography and its relation to graph theory (Enes Pasalic, Univer-
sity of Primorska, Slovenia).

In addition to lectures, time will also be devoted to workshop sessions and students presen-
tations.
VENUE: Both events will take place at Rogla, a highland in the north-eastern part of
Slovenija, located 130 km by road from Slovenian capital Ljubljana. At around 1500m
above sea level, the beautiful natural scenery of Rogla provides pleasant climate conditions
and stimulating working environment.
ORGANIZED BY University of Primorska, UP IAM and UP FAMNIT, in collaboration with
Centre for Discrete Mathematics UL PeF.
SCIENTIFIC COMMITTEE: K. Kutnar, A. Malnič, D. Marušič, Š. Miklavič, P. Šparl.
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