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Abstract

This article presents the method used for the aaticnaddition of genre information to the
Japanese entries in a Japanese-French diction&. dictionary is intended for a wide
audience, ranging from learners of Japanese asmddanguage to researchers. The genre
characterization is based on the statistical aisabfscorpora representing different genres. We
will discuss the selection of genres and corpdratool and method of analysis, the difficulties
encountered during this analysis and their solgtion
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Izvleéek

Clanek predstavlja metodo za samodejno dodajangenwdcij o Zanru k japonskim iztnicam

v japonsko-francoskem slovarju, ki je namenjen takencem japordne kot tujega jezika kot
tudi raziskovalcem. Zanrski opis je osnovan naisttéi analizi korpusov razihih Zanrov.
Clanek opisuje izbiro Zanrov in korpusov, orodjanietode za analizo, tezave pri analizi in
reSitve zanje.

Klju ¢ne besede

slovaropisje, korpus, Zanr, jap@ima

1. Introduction

In the Japanese language, general lexicons andrdioes (whether monolingual
or multilingual) published to date provide ventlétinformation about the genres of
the various entries. Furthermore, dictionaries tddress genre generally focus on
only one theme (for example the law) and cannaidael to compare different genres.

However, information regarding the genre of wordsektremely important in
language production since it enables the writethimose vocabulary appropriate to the
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genre of the discourse or text in question. In geghtranslation, such information is
useful to choose the appropriate word in the talagguage. In addition, it will also
enable the reader to define the style of a text.

Defining and manually annotating genre informatfon all lexical entries in a
dictionary is very costly, both in terms of man-h®and financially. It is also fraught
with many methodological difficulties.

The first difficulty is to provide clear criteridat can be used by lexicographers to
classify the words. In a strictly scientific appcbaif the criteria were qualitative, they
would require evaluation and testing. A few lexiaahers may use them to classify a
sample of entries, after which the rate of agred¢rnetween lexicographers would be
calculated. The criteria must be revised and redesntil the rate of agreement is
sufficiently high. This is a long and laborious pess.

The second difficulty is to assign the lemma to gemre. Except for highly
specialised vocabulary, words may appear in a tyadgé genres. Therefore, merely
classifying a word as belonging to one genre tcettetusion of other genres would not
be a suitable classification method. Rather, thadisoclassification should be
graduated in terms of each genre under considera@mce again, the evaluation
procedure mentioned above becomes necessary.

The third difficulty concerns human knowledge liatibns. The classification
method presupposes that the lexicographer has d kmowledge of all the genres
under consideration. Such lexicographers are oéytaery rare. Teams of two or more
researchers from different specialties are necgs$aerefore, the evaluation process
mentioned above does not cover the rate of agradmegmneen lexicographers working
alone, but between teams of lexicographers. It igdditional difficulty.

A fourth challenge is to monitor variations in gemver time. This would require
all the entries to be checked on a regular baseryehree or four years) and to create
a team of lexicographers each time. The researdheanluation process described
above would then be repeated.

As is understandable, it is not realistic to malyualescribe the genre of a
dictionary’s entries using qualitative criteria @ scientific approach. The task
obviously requires an automated procedure. Todhds our idea is to base the study
on a statistical analysis of corpora. By using celé corpora to represent different
genres, the genre(s) of a word will be correlaedhe word's frequencies in those
corpora. In addition to being easy to implementhsan automated procedure based on
guantitative criteria is easy to replicate andahl@é for monitoring variations over
time.

This process has been applied to automaticallysitjathe genre of 16,000 entries
in a Japanese-French dictionary (Blin, 2012a; ‘@JC"), on the basis of frequencies
obtrained from a purposely-built corpus consistiofg several subcorpora. In the
following chapters, we will describe the processiore detail
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In section 2, we will provide a brief overview dfet DFJC to show what kind of
data was included. In section 3, we will discuss glenres that were studied and the
corresponding corpora. In section 4, we will ddserihe software used to count the
number of occurrences, the problems encounterethairdsolutions (if any).

2. The dictionary
2.1 The dictionary entries
The dictionary contains more than 16,000 Japanasenon nouns and qualifying

nouns (e.g.kinkyu 572, “urgent”, ihou, &4, “illegal”) in Japanese, each described
as the example entry in Table 1.

Table 1: Example of an entry in the Japanese-French diatjoDp&JC

White Legal QA | misc. Total

papers NSRSl texts | govn. | QA Gt occ.
36 |asita I 0 (h:41); demain 11 57 5 41| 215 150
<1>|<2> <3> (<4>); <b> <6> <7> <8> <9>  <10x<11>| <12>

Each entry includes <1> the entry number, the usRalreading and <3> writing
of the word, <4> the list of its homographs (seetiea 4.2), <5> the French
translation, <6-11> its frequencies in six sub-cogggenres (see section 3.2) and <12>
the total number of occurrences.

All the data used to calculate the frequenciegpergided in a database distributed
freely (JaLexBD).

Furthermore, the dictionary provides a summary wmgson of the sub-
corpora/genres: size, list of the most frequentdapcomparison of the frequencies of
some morphological structures, etc.

2.2 The distributions

For each word, the dictionary provides the freqiesnof the word alone and with
affixes, in each of the subcorpora. Due to lackspéce, the frequencies for each
distribution of each word are not detailed in ttaggr version, but all the numbers of
occurrences are provided in the JaLexBD database.

! http://rkappa.fr/lexic/JaLexBD/index.JaLexBD.php
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We chose constructions with affixes as the moguistically interesting ones,
especially those which are less morphologically agdtactically ambiguous (see
section 4.2). For example, we avoided countingigsriof concatenated nouns (without
particles), since this can be extremely difficalt the automatic analysis of a text. The
constructions were counted as follows:

2.2.1 Word alone

The word appears without any affix.

2.2.2  Words with the adjectivising suffix -teki (FJ)

Any noun with theteki (1Y) suffix is transformed into ana adjective. Nteki means
roughly “which has the property of N”. For examplden teki (1) is attached to the
noungainen(t:&, “concept”), it forms the wordainenteki(##:2:19), which means
“conceptual’”.

2.2.3 Words with the nominalising suffix -sei (1#)

The suffix sei () can be placed after a noun or an adjective. Méaijis a
(grammatical) noun and means roughly “the propeftpeing N/adj". For example,
ensyoo(% JiE) means “inflammation”, whileensyoo+ sei (% JEf4) means “of an
inflammatory nature, type or origin”. Some of thanstructions suffixed bgeimay be
lexicalized, such asft 7% 4 (keizai + sej “economic efficiency, economic
performance, economy”).

2.2.4 Words with the plural suffixes +a (&, %) or -tati G&,/ 7= H)

The suffixes ra (%6, ) and tati (i, 72 H) express the plural. For example,
the common nougakusei(“~4 “student”) is indefinite. Depending on the contekt
can be interpreted as being either singular orapldrhe constructiogakusei+ra(
A5 /74 B), however, can only be interpreted as being plural

In contemporary Japanese, the two suffixes are bs#ll for human nouns, like
“gakusel’ (/). They can also be used with a humanised entitsh ssnekortati (
JH £ “the cats”). However, this construction is genlgrdimited to children’s
language.

The difference between the two suffixes may lighe register of the language.
For example,ra is known to be more formal thatati. Thus, comparing the frequency
of plural suffixes may provide an interesting iration of text genres.

The process of counting plural suffixes is basedhenhiragana transcription, i.e.
© (ra) and 7= & (tati). This restriction is justified by the fact thdtet Chinese
character %), which can be used to write the suffi,-is ambiguous, sinc&: can
also be used to writeado(“etc.”). In order to prevent possible errors, aveé not count
the occurrences off, but only the transcriptions in hiragana. In ortterunify the
counting procedure, we also restricted the countofg-tati to the hiragana
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transcription. This restriction certainly comestla¢ expense oftati, since tati is
written more frequently in Chinese characters. Tlius results in the DFJC certainly
minimise the number of occurrences titi; although we cannot say to what extent it
IS minimised.

3. Corpora and genres

The corpus is divided into seven sub-corpora. Eseh-corpus has specific
characteristic(s) that we will refer to as “genr&@hese characteristics mainly stem
from their source. For example, “journalistic gén¢ee. “journalistic corpus”) will
refer to the collection of texts retrieved from rspaper websites. The details of the
other sub-corpora are outlined below.

We consider that such a “genre” definition is esipenough and does not require
the laborious evaluation process described inrttrteduction.

The description may be supplemented with otheradtaristics, but they will not
have been used to build the corpora and defingehees.

We can distinguish between two types of text: mogoés and dialogues. A
“dialogue” refers to a text which provides an answe a question, or which is
constructed to be answered by someone other tieaauthor. A “monologue” refers to
a text which is not constructed to be followed oy answer, and which does not
provide an answer itself.

We also distinguish between reviewed and non-restetexts. The assumption is
that the variety of morpho-syntactical structuresl avocabulary is wider in non-
reviewed texts. When reviewing is part of the piiaun process, it is expected that the
author and reviewer will agree to some (at leagliit) conventions about acceptable
(or authorized) language. The author must producexa corresponding to this
agreement. If not, the reviewer will correct thgttaccording to these constraints. In
principle, there are no such limitations in noniegied texts.

If the set of authors is limited, the variety afustures and vocabulary is limited to
the skills of those authors. Indeed, the varietgxpected to be poorer in comparison
with corpora produced by an unlimited set of awhdthis is why we distinguished
between textual corpora produced by a limited andrdimited set of authors.

We should also take the writing time into accoWde assume that the variety of
vocabulary and morpho-syntactic structure is greaten writers have unlimited time
to write.

Table 2 below presents a summary of those chaistaterfor all the corpora. In
addition, it shows the size of the sub-corporathed frequencies.
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Table 2: Characteristics of the corpora used

(Conventions: “+” yes for all the texts of the cosp -’ no for all the texts of the
corpus; “+£" depending on the text of the corpus)

onlyone| . . -
No. of frequency of theme for| limited | limited
set of set of

) reviewing
sentence updates the
authors | readers

corpus
monologue|White papers| 105 520 one year + - + +
Daijirin .
Dictionary 176 809] partial, long-term + - + -
Newspapers| 167 81P 1 day + - + -
Legal texts 34 688 1 partial year + + + +
dialogue | Q&A govn. 54 901 1 full year + - + +

Q&A misc. 136 946 1 partial day +/— - - -

Chats 23547 1 full day +- - - -

3.1 Selection criteria for the corpora

We applied the criteria below to select the sulpoma/genres.

3.1.1 Representativeness of a subcorpus with respect ts genre

In order to obtain a better representativenesshuile the sub-corpora as follows.
Our strategy differs from the well-known corpus BEC (Maruyama, 2009) in many

respects.

Whenever possible, we used the complete colledidexts from a source rather
than using a sample. For example, we collectethallWhite Papers of 2009, 2010 and

2011, whereas the BCCWJ contains only samplesliefctions.

For the same reason and also unlike the BCCWdhaltexts of the sub-corpora
are complete. We did not use any samples.

The corpus is strictly limited to written languag€ranscriptions of spoken
language, such as the Minutes of the Diet (includdgtle BCCWJ) are excluded.
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3.1.2 Development of the corpus

The DFJC, published in 2012, is the first step lué project to observe the
development of genres over time. As such, it waesgary to choose genres/corpora
that would change over time.

To date, statistical studies in Japan about theankge language have been
designed for static corpora. Those corpora weratedeonce and for all and no updates
were planned. Ever since the first statistical wtoil a large corpus of written Japanese
was conducted by the National Institute for Japariemguage and Literature in the
50’s (Yamazaki, 2006), no corpus has been updatedrapared to previous versions
to observe its development over time.

To break away from this method, all the corporadulse the DFJC are textual
collections that will be updated within a few ye#&os within a few months in some
cases). The corpora of newspapers, chats, questiadhe government, miscellaneous
Q&A and White Papers will be entirely renewed iregrear. Some of the sub-corpora,
such as commercial dictionaries and fundamental lisxts (Constitution, etc.) should
not change for a long time, but as long as theydatibuted without changing (and
excepting cases where they are distributed eXpliag historical texts), they should be
understandable. Thus, even if such texts have aeh brenewed for a while, the
language used represents the current languagegaharperiod of their distribution.

The sub-corpora for the DFJC consist of texts ptedunostly between 2008 and
2011, which represents a span of 4 years. We hstdpfanned to re-compile the texts
annually, but the size of the corpora was not cigifit to obtain a good
representativeness. Consequently, we estimateatbpéin of 3 to 5 years would be a
good compromise.

3.1.3 Accessibility

In order to build the corpora, we also had to md&ewith limited financial and
human resources. Scanning or manually retypingstex$ has been done for the
BCCWJ, was out of the question. The solution wasetfore to use the Internet. To
this end, the corpora/genres selected were takem dollections of texts accessible on
the Internet. However, we did not have enough tieethifand financial) resources to
build a corpus as large as the one described byaKara and Kurohashi (2006) which
contains 470 million sentences. Even if the textsemsy to access on the Web, we had
to limit the selection to a relatively small setgafnres/corpora (710,000 sentences)

3.2 Detailed presentation of the sub-corpora

3.2.1 White papers

This is a collection of White Papers published 602, 2010 and 2011. Due to
their thematic variety, this corpus cannot be atersid as representative of one
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discipline. However, we assume that the productionditions are homogenous: the
texts are written by a restricted set of authoped¢ilists). We also assume that these
texts are reviewed.

3.2.2 Daijirin dictionary

To our knowledge, the language genre of dictioexys has not yet been studied,
despite the fact that it is certainly original asubject to many editorial conventions.

This corpus has not yet been completed. In thenenDaijirin dictionary
(Matsumura, 2006; http://dic.yahoo.co.jp), we ombed the pages corresponding to the
lemmas of the DFJC. As such, this corpus only ¢nst&6,000 entries even though
Daijirin contains 230,000 entries in total. Furthermd@aijirin cannot be considered
as being representative of all Japanese dictiomalfiberefore, this corpus is a poor
representation and has been used as a test coryusnothe future, the totality of the
Daijirin and other online dictionaries will be used.

3.2.3 Newspapers

This corpus contains the online versions of thespapers, covering the editions
from April through December 2011. The newspapers Asahi (www.asahi.com),
Nippon Keizai (www.nikkei.com) and Nikkan Kougyowww.nikkan.co.jp). The first
two newspapers are widely distributed and havguifsiant place among newspapers.
Furthermore, newspapers are very important in tleeyeay lives of Japanese people
(almost all Japanese households are subscribed tewspaper). We plan to
incorporate more newspapers in the future.

3.2.4 Legal texts

The legal corpus is divided into two parts. Thetfipart is the compilation of all
official legal texts produced in 2008, 2009 and @Qlaw %4, hooritsy Cabinet
Office Ordinance NE/fF43, naikakuhurei decreefii 4>, meire). The second part is
the compilation of six legal codes (Constitutior /%, kenpoo civil law, i,
minpoq commercial law# %, shoohoo criminal law 7%, keihoq civil procedure,
EC = 5 32 ¥, minzi soshoohocand criminal procedurdf] = i i 1%, keizi
soshoohopThe second part will not be updated, whereas thedhe is renewed every
year.

3.2.5 Written questions submitted to the government

A compilation of all the written questions (frometiDiet) submitted to the
government between 2008 and 2010.

3.2.6 Miscellaneous questions and answers

A compilation of websites taken from oshiete.gogmeT his site is equivalent to
the website Chiebukuro used for the BCCWJ. Eacle pagtains an open question and
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possibly one or more answers. In some cases, fBer® answer. Questions can
address any subject matter.

3.2.7 Chats

This corpus is made up of pages from different ahabsites. Due to financial
concerns, this corpus is small. The procedure ddecting the pages included in this
corpus will be changed in order to obtain more rimfation.

It must be pointed out that the fundamental diffieeebetween this corpus and the
corpus of miscellaneous questions and answersisetnporal constraint in terms of
production. In miscellaneous question-answer dissg there is no (implicit)
constraint on the time interval between the quastiod the answer. On the other hand,
the response is usually immediate where chatscareecned.

4. Tools and analytical method

This section presents the software used, the prabkncountered, their solutions
and their impact on results.

4.1 Software

The number of occurrences of the words in the garp@s counted using the free
software SAGACE version 4.24QBlin, 2012b). This tool is designed for searching
patterns, but it does not analyse entire senterRatterns are defined as strings of
words (or characters). A word can be a single wardany word of a pre-defined
category. In the latter case, the category mustidted in the lexicon which is
associated with SAGACE. SAGACE is only executedrfrthe command line. To
launch the query, the required pattern and thecheparameters are described in a
request form (a simple text file) interpreted byG*CE.

We have chosen this software mainly on accountt®©fease of use. Unlike
symbolical parsers, it is not necessary to devalggammar , which requires time to
carry out maintenance operations. It is sufficitentreate a lexicon listing the words of
the various categories. This is important sincentantenance and modification of a
rule-based grammar can be a complex operationh&umbre, there is currently no
free and open grammar for Japanese. SAGACE als$erslifrom statistical parsers
(such as Mecab 3) on account of the fact that ésduwot require training and manual
evaluation. In order to obtain good results witletstools, it is necessary to perform
training and manual evaluation for each genrexif tuch a procedure is very costly.

2 http://crlao.ehess.fr/japonais-coreen/corpus/sagagace.html
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Furthermore, SAGACE is autonomous and does notne@uy other software. It
performs all the necessary functions for the anglgsrequest interface, search engine
and results interface. In addition, untagged pl&ixt is sufficient. Thus, no pre-
analysis is required.

As mentioned above, the advantage of SAGACE is ithet easy to use. The
drawback, however, is that errors of analysis @erh@ps) more frequent than with
other parsers. In order to limit the risk of erfovg selected less ambiguous patterns to
be searched. As a result, not all the occurrencee weounted. The frequencies
indicated in the dictionary are thus slightly lowtean the real frequencies. We are
unable to assess the difference.

4.2 Difficulties of analysis and solutions

The automatic analysis of the Japanese languagabject to a few difficulties,
which are well known in the field of Natural Lang@aProcessing. In this section, we
will discuss how they have been solved (or nothgiSAGACE, and what impact this
solution had on the results.

4.2.1 Lemmatisation

Words are not separated graphically in written depa. Even if the parser
analyses the entire sentence, morpho-syntacticsemay occur.

Only a semantic and pragmatic parser can preventse but no such tools
currently exist.

To limit the risk of errors with SAGACE, we firapplied the traditional “longest
match method”. Secondly, we restricted the numlbesearched patterns to the ones
with a low risk of ambiguity (even if it is not 28t Overall, the searched pattern
includes the contiguous words before and aftetdlget structure. For example, when
searching occurrences of a noun suffixedfhy(se), we used a pattern including a
particle or punctuation mark on the left, and dipla; punctuation mark or copula on
the right:

particle particle
unctuation} NOUN 1% punctuation
P copula

As an example, this is the description of the patie the request form:

>0 cat:particle | punctuation | XX N1
=0 cat:LEXEME /-affich:trait:lemme /-count /12
=0 113

=0 cat:particle | punctuation | copula N4
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These lines are interpreted as follows:

(1) the first element of the pattern is anywherpel() in the sentence. It is either a
particle, a punctuation mark, or a mark to indidat2beginning of sentence.

Formally, the description of the elements of théquas are formulas written in a
language close to propositional language. Thepnégation is very similar to the
interpretation of propositional logic. For examptee description of the first
element can be formally interpreted as follows: él@ment is any word belonging
to the category (“cat:”) defined as the union (“ffisjunction) of three basic
categories (propositional constant): category ofiglas (“particle”), category of
punctuation (“punctuation”) and category “XX” (whids a singleton containing
the mark indicating the beginning of a sentencd)th® basic categories are listed
in the lexicon associated with SAGACE. Using thescfiption language, it is
possible to “create” new categories by merely caonnlgi basic categories listed in
the lexicon associated with SAGACE and without modg this lexicon.

(2) the second element is contiguous (“=0") witk grecedent one. It is the word
to be counted (“/-count”); it is any word of thetegory named LEXEME in the
lexicon used by SAGACE.

(3) the third element is contiguous (“=0") with theevious one. It is £ ”.

(4) the third element is contiguous (“=0") with tipeevious one. It is either a
particle, a punctuation mark or the copula.

A more detailed description of the pattern synsvavailable in the manual and
online tutorials of SAGACE. All requests are praaddn the DFJC.

4.2.2 Homography

Some words have the same graphic form but a differading, and perhaps a
slightly different meaning. For example, two hormaggtic words transcribed && are
almost synonymous, but have a different readimgand sakana In the corpus, in
order to know which reading is being referred tgeaantic (including pragmatics)
analysis must be performed, but such an analysisisonot currently available. A
statistical analyser may solve the problem, butréselts are not absolutely certain and
the tool requires training.

For a great number of regular common nouns, tlssaehiomographic proper noun.
For examplemori (%%, “forest”) andhayasi(#k, “wood”) are also used as a last name.
These last names are very common. Fortunatehhdrcorpora that have been used,
they frequently appear with specific affixes, swh honorific suffixes (san, “miss,
mister”) for human proper nouns. As such constomstidon’t agree with the pattern
we use, most of them have been excluded from thaticwy operation. Despite these
precautions, it is possible that some occurrencag have been counted as proper
nouns. Thus, the frequencies of the entries whaghalso be used as common nouns
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may be slightly higher than the real frequenciee ¥sume that this is a minor
problem with no significant impact on the frequesci

In the DFJC, we tagged all the entries which cao alkccur as a proper noun. To
this end, we used a list of 320,000 proper nouxisaeted from the mecab-naist-dic
and some other resources. The list contains mgsndse personal names, place
names and company names. It does not include Ghpregper nouns. This list is not
very long, but it should suffice to fulfil the pwge.

4.2.3 Multiple transcriptions

All Japanese words can be transcribed in variougsway combining three
character sets: hiragana, katakana and Chineseacthi. Standard dictionaries
provide the standard transcription. In fact, théseno “official” or “academic”
standard. The so-called standard transcriptiondcbeldefined as “the one which most
closely resembles government prescriptions, ambegrtost used transcriptions”. For
example, the wordhdsikomi(“application”) is lexicalized asf! LiA# or Fi( L)iAZx,
depending on the dictionary. The parentheses iteitaat the characters can be
omitted (but are still pronounced). Some dictiogsriused for Natural Language
Processing provide all the most common transcnigtiand consider them as entries.
For example, mecab-naist-jdic 4 provides five tcaipsions/entries for the word
mosikomi(“application”): & 9 L 22, Ev S 23, H L 224, HiAZ and H LiA
4. Such lexicalisation has many flaws: it is vergiuedant and not exhaustive.

The multiplicity of transcriptions is not a problgrer se, since the author’s choice
of one transcription among many can help to chareset a written style. It rather
represents an editorial problem when publishingapep dictionary: listing all the
transcriptions takes up a lot of space, even thaughy of them have such a low
frequency that they are insignificant. The DFJCvjes only the most common
transcriptions. For some words, the frequency & dbm of the frequencies of two
transcriptions. For example, when a noun contdiassb-called honorific prefig, we
do not separate the transcription in kana fromtthescription in Chinese characters.
For example, the number of occurrences of the estagrai (3 F1E, “toilet”) is the
addition of the number of occurrences of the tanscriptionsts Tt and /il Fk.

Variations of transcriptions are not only obtaiftgdcombining different systems.
Some words have two or more transcriptions in Gleneharacters. In most of these
cases, two transcriptions exist: an “academic” dcaption and a “popular’
transcription. For example, the “academic” trangt@an oftamago(“egg”) is Ji. The
popular transcription is=¥-. In the DFJC, the two (or more) transcriptions @early
separated and constitute independent entries.

4.2.4 Homography and homophony

For some words, there are other words that are Wbwmophonic and
homographic. This is more common with monosyllafoice kana) words. It can also
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occur with the kana transcription of a word. Foample, “tooth” and “blade” are
homophonic:ha. They are usually written in Chinese characteespri and ).
However, when they are written in kana in a corpuss necessary to perform a
semantic analysis to determine what word is beéfgrred to. For the DIJFC, we chose
to count only dictionary lemmas, which are maimyGhinese characters. We assume
that existing entries in hiragana do not have sbhomophonic and homographic
equivalents.

5. Conclusion and outlook

In this paper, we explained the process we havdeimgnted to automatically
characterise the genre(s) of 16,000 words in anggeaFrench dictionary. We plan to
repeat this work regularly, about every three arrfgears, using the same process.
There is room for improvement, and we wish to imerat least two points. Firstly,
the number of entries will be increased. In paftticuwe will add verbal nouns.
Secondly, as explained above, some corpora mushdmeged: the dictionary will be
supplemented and we need a more reliable sourahéds.

We also plan to conduct the same study on infleatedds, such as verbs and
adjectives. Despite the fact that SAGACE is notlwikdsigned for manipulating
inflected words, a large-scale test (Blin, 2012bbvweed, however, that the same
method can be applied with the same tool. A motailéel (and manual) assessment of
the results is required.

If the results are good enough, we will apply tlecpss to locutions, including
locutions with inflected words.
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