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Abstract

In statistical quality control, X bar control chart is extensively used to monitor a
change in the process mean. In this paper, X bar control chart for non-normal sym-
metric distributions is proposed. For chosen Student, Laplace, logistic and uniform
distributions of quality characteristic, we calculated theoretical distribution of stan-
dardized sample mean and fitted Pearson type II or type VII distributions. Width of
control limits and power of the X bar control chart were established, giving evidence
of the goodness of fit of the corresponding Pearson distribution to the theoretical dis-
tribution of standardized sample mean. For implementation of X bar control chart in
practice, numerical example of construction of a proposed chart is given.

1 Introduction
The X bar chart is extensively used in practice to monitor a change in the process mean.
It is usually assumed that measured quality characteristic has normal or approximately
normal distribution. On the other hand, occurrence of non-normal data in industry is quite
common (see Alloway and Raghavachari, 1991; Janacek and Meikle, 1997). Violation of
normality assumption results in incorrect control limits of control charts (Alwan, 1995).
Misplaced control limits lead to inappropriate charts that will either fail to detect real
changes in the process or which will generate spurious warnings when the process has not
changed.

In the case of non-normal symmetric distribution of quality characteristics, no rec-
ommendations, except the use of the normal distribution, are given in the quality control
literature. Approximation of the distribution of sample mean with normal distribution is
based on the central limit theorem, but in practice small sample sizes are usually used.

We will consider four types of non-normal symmetric distributions of quality char-
acteristic: Student, Laplace, logistic and uniform distributions. These distributions are
chosen because of their applications in various disciplines (economics, finance, engineer-
ing, hydrology, etc., see for instance Ahsanullah, et al., 2014; Balakrishnan, 1992; Kotz
et al., 2001). For each of these distributions, we calculated theoretical distribution of the
standardized sample mean (or its best approximation) and approximated it with Pearson
type II or type VII distributions. Pearson system of distributions is known to provide
approximations to a wide variety of observed distributions (Johnson et al., 1994).
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It is presumed that a process begins in in-control state with mean µ0 and that single
assignable cause of magnitude δ results in a shift in the process mean from µ0 to either
µ0 − δσ or µ0 + δσ, where σ is the process standard deviation (Montgomery, 2005). It is
also assumed that the standard deviation remains stable. Center line of the X bar chart is
set at µ0 and upper and lower control limits, respectively, µ0 + kσ/

√
n and µ0 − kσ/

√
n,

where n represents the sample size and k width of control limits. Samples of size n are
taken from the process and the sample mean is plotted on the X bar chart. If a sample mean
exceeds control limits, it is assumed that some shift in the process mean has occurred and
a search for the assignable cause is initiated.

The rest of the paper is organized as follows. In Sections 2, 3 and 4, respectively,
descriptions of chosen distributions of quality characteristic, distributions of standardized
sample mean and Pearson types II and VII distributions are given. Construction of the X
bar control chart and its power are examined in Section 5, along with the comparisons of
theoretical distribution of sample mean with the corresponding Pearson distribution. In
Section 6, implementation of proposed X bar chart is considered. Finally, conclusions are
drawn in Section 7.

2 Distribution of quality characteristic
We considered four types of non-normal symmetric distributions of quality characteristic
X: Student distribution t(10), standard Laplace L(1) distribution and logistic distribution
LGS(1) (see Johnson et al. 1994; Johnson et al. 1995) as representatives of symmetric
distributions with heavier tails than normal distribution (Figure 1) and uniform U(0, 1)
distribution as a representative of symmetric distributions with lighter tails than normal
distribution. For simplicity, we have chosen standard forms of all four distributions.

Figure 1: Probability density functions of Student t(10), Laplace L(1), logistic LGS(1)
and standard normal N(0, 1) distributions
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Distribution fX µ σ2 α4

t(10) 315
256
√
10

(
1 + x2

10

)−5.5
, x ∈ R 0 1.25 4

L(1) 1
2
e−|x| x ∈ R 0 2 6

LGS(1) e−x

(1+e−x)2
x ∈ R 0 π2

3
4.2

U(0, 1) x, x ∈ [0, 1] 0.5 1
12

1.8

Table 1: Chosen distributions of quality characteristics

Distributions are given in Table 1 by their probability density function fX , mean µ,
variance σ2 = V ar(X) and kurtosis α4 = E(X−E(X))4

σ4 . As all chosen distributions are

symmetric around the zero, skewness α3 = E(X−E(X))3

σ
3
2

= 0.

3 Distribution of standardized sample mean
For chosen distributions of quality characteristic, we will derive the distribution of stan-
dardized sample mean Tn = X−µ

σ

√
n. As all chosen distributions are symmetric, skew-

ness of standardized sample mean will also be equal to 0.

3.1 Sample from Student’s distribution
Witkowský (2001, 2004) proposed a method for numerical evaluation of the distribution
function of a linear combination of independent Student variables. The method is based
on the inversion formula which leads to the one-dimensional numerical integration.

Let (X1, X2, . . . , Xn) be a sample from Student t(ν) distribution. Further, let Y =∑n
k=1Xk be sum of these variables and φXk(t) denote the characteristic function of Xk.

The characteristic function of Y is

φY (t) =
n∏

k=1

φXk(t) =
n∏

k=1

1

2
ν
2
−1Γ(ν

2
)

(
ν

1
2 |t|
) ν

2
Kν/2

(
ν

1
2 |t|
)
,

where Kα(z) denotes modified Bessel function of the second kind.
The cumulative distribution function FY (y) of random variable Y is, according to the

inversion formula due to Gil-Pelaez (1951), given by

FY (y) =
1

2
+

1

π

∫ ∞

0

sin (ty)φY (t)

t
dt (3.1)

For any chosen y algorithm tdist in R package tdist (Witkowský and Savin, 2005)
evaluates the integral in (3.1) by multiple p-points Gaussian quadrature over the real inter-
val t ∈ (0, 10π). The whole interval is divided in m subintervals and the integration over
each subinterval is done with p-points Gaussian quadrature which involves base points
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bij , and weight factors wij , i = 1, 2, . . . , p, j = 1, 2, . . . ,m. So,

FY (y) ≈ 1

2
+

1

π

m∑

j=1

p∑

i=1

sin (bijy)

bij
wijφY (bij).

Then, cumulative distribution function of standardized sample mean is equal to

FTn(t) = FY

(√
5n

2
t

)
, t ∈ R.

Kurtosis of Tn is equal to α4,Tn = 3 + 1
n

3.2 Sample from Laplace distribution
Let (X1, X2, . . . , Xn) be a sample from standard Laplace L(1) distribution. Difference of
two independent random variables with standard exponential ε(1) distribution has stan-
dard Laplace distribution. Further, standard exponential distribution is gamma distribu-
tion, Γ(1, 1). Sum of n independent variables with Γ(1, 1) distribution is gamma distri-
bution Γ(n, 1). In that way, we conclude that sum Y of n independent random variables
X1, X2, . . . , Xn with standard Laplace distribution can be written as the difference of
two random variables with gamma distribution Γ(n, 1) which is called bilateral gamma
distribution.

Bilateral gamma distribution is symmetric around 0 (Küchler and Tappe, 2008), with
cumulative distribution function for y > 0

FY (y) =
1

2
+

1

2n
· 1

(n− 1)!

n∑

k=0

akγ(k + 1, y)

where the coefficients (ak)k=0,...,n−1 are given by

ak =

(
n− 1

k

)
1

2n−1−k

n−2−k∏

l=0

(n+ l), an−1 = 1.

and γ(n, y) is incomplete gamma function.
Then, cumulative distribution function of standardized sample mean is equal to

FTn(t) = FY

(√
2nt
)
, t ∈ R.

Kurtosis of standardized sample mean is equal α4,Tn = 3 + 3
n

.

3.3 Sample from logistic distribution
Let (X1, X2, . . . , Xn) be a random sample from logistic LGS(1) distribution. Insofar, the
best approximation of the distribution of standardized sample mean Tn is given by Gupta
and Han (1992). They considered the Edgeworth series expansions up to order n−3 for
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the distribution of the standardized sample mean. Cumulative distribution function of Tn
is given by

FTn(t) ≈ Φ(t)− ϕ(t)

(
1

n

(
1

4!

6

5
H3(t)

)
+

1

n2

(
1

6!

48

7
H5(t) +

+
35

8!

(
6

5

)2

H7(t)

))
+

1

n3

(
1

8!

432

5
H7(t) +

210

10!

48

7

6

5
H9(t) +

+
5775

12!

(
6

5

)3

H11(t)

))
, t ∈ R,

where ϕ(·) and Φ(·) are standard normal pdf and cdf and Hj(x) is the Hermite polyno-
mial.

Kurtosis of standardized sample mean is α4,Tn = 3 + 1.2
n
.

3.4 Sample from uniform distribution
Let (X1, X2, . . . , Xn) be a random sample from uniform U(0, 1) distribution. The sum
Y =

∑n
k=1Xk has Irwin-Hall distribution (Johnson et al., 1995) with cumulative distri-

bution function

FY (y) =
1

2
+

1

2n!

n∑

k=0

(−1)k
(
n

k

)
sgn(y − k)(y − k)n, x ∈ R.

Then, standardized sample mean has cumulative distribution function equal to

FTn(t) = FY

((
t√
12n

+
1

2

)
n

)
, t ∈ R.

Kurtosis of standardized sample mean is α4,Tn = 3− 1.2
n
.

4 Symmetric Pearson distributions

4.1 Pearson type II distribution
Pearson type II distribution can be used for approximation of the distribution of random
variable with skewness α3 = 0 and kurtosis α4 < 3 (Johnson et al., 1994). Cumulative
distribution function of Pearson type II distribution is equal to

F (t) = I t−λ
s

(a, a), 0 <
t− λ
s

< 1,

where

λ = −
√

2α4

3− α4

, s = 2

√
2α4

3− α4

, a =
5α4 − 9

2(3− α4)
+ 1, (4.1)

It(a, b) = Bt(a,b)
B(a,b)

, B(a, b) is beta function and Bt(a, b) is incomplete beta function.
In other words, random variable T−λ

s
has beta distribution B(a, a).
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4.2 Pearson type VII distribution
Pearson type VII distribution can be used for approximation of the distribution of random
variable with skewness α3 = 0 and kurtosis α4 > 3 (Johnson et al., 1994). Cumulative
distribution function of Pearson type VII distribution is equal to

F (t) =
1

2
Ia2/(a2+t2)

(
m− 1

2
,
1

2

)
, t < 0

and

F (t) = 1− 1

2
Ia2/(a2+t2)

(
m− 1

2
,
1

2

)
, t > 0,

where

m =
5α4 − 9

2(α4 − 3)
, a =

√
2α4

α4 − 3
. (4.2)

5 Design of X bar control chart
For sample sizes n = 3, 4, . . . , 10, we calculated theoretical distribution of the standard-
ized sample mean of considered distributions, using results from Section 3 and then we
approximated it with Pearson type II distribution in the case of uniform distribution and
with Pearson type VII distribution in the case of Student, Laplace and logistic distribu-
tions. Parameters of the fitted Pearson types II and VII distributions are calculated using
formulas (4.1) and (4.2). Code for all calculations was written, by the author, in statistical
software R and is available as supplementary code on the web site of the Journal. Width
of control limits of the X bar control chart is calculated from

α = 1− P{µ0 − k
σ√
n
≤ X ≤ µ0 + k

σ√
n
|µ = µ0} = 2(1− FTn(k)), (5.1)

where FTn is cumulative distribution function of standardized sample mean, using Brent’s
root-finding method (Brent, 1973). Same procedure was followed for both the theoretical
distribution of standardized sample mean and corresponding Pearson distribution.

Control limits of the X bar control chart for non-normal symmetric distributions are
calculated for specified probability 0.0027 of type I error, in analogy with X bar control
chart for normal distribution. When quality characteristics is normally distributed, the
probability that sample mean falls outside three standard deviations from the center line
is 0.0027, for in-control process. These are so called three-sigma control limits (here
sigma refers to the standard deviation of sample mean) and they are frequently used in
construction of X bar control chart (Montgomery, 2005).

Calculated widths of control limits, for considered distributions of quality character-
istic, sample sizes n = 3, 4, . . . , 10, probability of false alarm α = 0.0027, for theoretical
distribution of the standardized sample mean and Pearson types II and VII distributions,
are given in Table 2.

As it can be seen in the Table 2, the values of the width of the control limits calcu-
lated from theoretical distribution and corresponding Pearson distribution are very close,
i.e. corresponding Pearson distribution fits very well to the theoretical distribution of the
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Width of control limits
Sample Student t(10) Laplace L(1) Logistic LGS(1) Uniform U(0, 1)

size Theor. Pearson Theor. Pearson Theor. Pearson Theor. Pearson
n = 3 3.21966 3.22227 3.54221 3.53915 3.25580 3.26074 2.59834 2.65308
n = 4 3.16998 3.17156 3.43224 3.43628 3.20035 3.20234 2.72926 2.74902
n = 5 3.13867 3.13966 3.36034 3.36606 3.16405 3.16527 2.79650 2.80355
n = 6 3.11712 3.11775 3.30939 3.31520 3.13877 3.13966 2.83511 2.83866
n = 7 3.10136 3.10178 3.27130 3.27668 3.12021 3.12091 2.86060 2.86314
n = 8 3.08934 3.08962 3.24168 3.24652 3.10602 3.10660 2.87932 2.88118
n = 9 3.07987 3.08005 3.21796 3.22227 3.09482 3.09531 2.89366 2.89502
n = 10 3.07221 3.07233 3.19852 3.20234 3.08577 3.08619 2.90489 2.90597

Table 2: Width of control limits of X bar control chart

standardized sample mean. On the other hand, normal approximation would give value
of k = 2.99998, for all n and all distributions of quality characteristics.

Now, we are interested to see what is the power of X bar control charts for detecting
shifts δ = 0.5, 1.0, . . . , 3.0, for calculated width of control limits. Power of X bar control
chart for detecting shifts from mean µ0 to µ1 = µ0 ± δσ can be calculated from

1− β = 1− P{µ0 − k
σ√
n
≤ X ≤ µ0 + k

σ√
n
|µ = µ1} =

= FTn(−k − δ√n) + FTn(−k + δ
√
n).

We should note that power of proposed X bar control chart for detecting shift δ = 0
is 0.0027 for all considered distributions and sample sizes, i.e. it maintains probability of
type I error.

Mainly, we want to investigate what is the minimum shift that X bar control chart can
detect with a power of at least 90%.

Calculated power of X bar control chart, for considered distributions of quality char-
acteristic, sample sizes n = 3, 4, . . . , 10, shifts δ = 0.5, 1.0, . . . , 3.0 for both theoreti-
cal distribution of standardized sample mean and corresponding Pearson distribution, are
given in Table 3.

¿From the Table 3, we see that X bar control chart can detect shifts of δ = 1.5 with
power of at least 90% for sample sizes of n = 9 and greater for all considered distri-
butions. In order for the X bar chart to detect shifts of δ = 2.0 with power of 90% and
greater, it is necessary to take samples of size at least n = 4 for Student, Laplace and logis-
tic distributions and sample sizes of n = 5 and greater for uniform distribution of quality
characteristic. Also, we can once more notice that the corresponding Pearson distribution
approximates the distribution of standardized sample mean rather well. In general, it can
be concluded that X bar control chart can detect shifts of at least δ = 1.5 with power of
90% and greater for non-normal symmetric distribution of quality characteristic.

6 Implementation of proposed X bar control chart
Now we are interested to see how proposed X bar control chart can be implemented in
practice, in case when the distribution function of the quality characteristic is non-normal,
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symmetric but unknown. For fitting Pearson type II or type VII distributions to data, we
need an estimate of kurtosis based on sample of means.

6.1 Measures of sample kurtosis

We have three measures of sample kurtosis

g∗2 =
m4

m2
2

, G∗2 =
N − 1

(N − 2)(N − 3)
((N + 1)g2 + 6) + 3, b∗2 =

m4

s4
,

where mk are sample central moments.
Joanes and Gill (1998) investigated three measures g2 = g∗2 − 3, G2 = G∗2 − 3 and

b2 = b∗2 − 3 of sample excess kurtosis. They showed that, generating 100000 samples of
different sizes from Student t5 distribution, g2 generally has the smallest mean-squared
error. We followed the same procedure for measures g∗2 , G∗2 and b∗2 and generated 100000
samples of different sizes from distributions of standardized sample mean of Student
t(10), Laplace L(1), logistic LGS(1) and uniform U(0, 1) distributions. We confirm
Joanes and Gill’s findings. So, we will use, for calculation of the parameters of Pearson
types II and VII distributions, measure g∗2 as an estimate of sample kurtosis.

6.2 Empirical power of X bar control chart

In this section, we will calculate the empirical power of proposed X bar control chart in
order to investigate its performance in practice. We will take, by Monte Carlo simulations,
m = 25, 50, 100 samples of sizes 3 to 10 from Student t(10), Laplace L(1), logistic
LGS(1) and uniform U(0, 1) distributions. Sample means, as well as estimates of mean
and standard deviation, are calculated. Further, we estimated kurtosis of the distribution of
sample mean with g∗2 . Then, corresponding Pearson type II or type VII distribution is fitted
to m sample means and control limits and power of the X bar control chart are calculated.
This procedure is repeated 100000 times. The average power of the X bar control chart,
for considered distributions, is presented in Table 4 (rounded to four decimal places). It is
expected that sample size and number of groups will affect sample estimates, i.e. values
of parameters of fitted Pearson distribution and therefore power of proposed X bar control
chart.

We compared the values of empirical power for a number of groups m = 25, 50, 100
with theoretical power from Table 3, giving accent on the values of theoretical power of
90% and greater. We made the following conclusions for shift sizes of 1.5 and greater.
Zero difference is present at sample sizes of at least 7 and δ = 3. Absolute difference
between theoretical and empirical power gets smaller as a number of groups and shift
sizes rise. In most of the cases, the difference exists on third to the fourth decimal place.
In other words, proposed X bar control chart has quite satisfactory performance. General
advice for its use in practice would be to choose preferably more than 25 groups of sample
size of 9 and greater, in order to detect shift δ = 1.5 with the power of at least 90%.
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6.3 Example
Montgomery (2005) gave data set on thickness of a printed circuit board (in inches), for
25 samples of three boards each.

Figure 2: Boxplot of the thickness data (left graph) and empirical cumulative distribution
function of standardized sample means with fitted Pearson type II distribution (right graph)

As we can see on boxplot (Figure 2, left graph), sample distribution seems symmetric.
We tested symmetry of data distribution using Mira test (Mira, 1999), the Cabilio-Masaro
test (Cabilio and Masaro, 1996) and Miao-Gel-Gastwirth (MGG) test (Miao et al., 2006).
Based on results of all three tests, we can conclude that data distribution is symmetric
(Mira test: Test Statistic = 0.9029, p-value = 0.3666; Cabilio-Masaro test: Test Statistic
= 0.8846, p-value = 0.3764; MGG test: Test Statistic = 1.0162, p-value = 0.3095). R
function symmetry.test for these tests can be found in R package lawstat (Gastwirth et al.,
2015).

Now we will test the normality of the sample distribution using Shapiro-Wilk, Ander-
son-Darling and Lilliefors normality tests (Razali and Wah, 2011). Based on results of
all three tests, we conclude that data distribution is not normal (Shapiro-Wilk test: W
= 0.9589, p-value = 0.01584; Anderson-Darling test: A = 1.4759, p-value = 0.00076;
Lilliefors test D = 0.1467, p-value = 0.00039). We used R function shapiro.test (package
stats) for Shapiro-Wilk test and ad.test, lillie.test from R package nortest (Gross and
Ligges, 2015) for Anderson-Darling and Lilliefors normality tests, respectively.

For each of 25 samples, we calculated sample mean. Mean of all sample means is
equal to X = 0.06295 and this is the estimate of unknown process mean and center line
of X bar control chart. Further, we estimated process standard deviation with mean range,
σ̂ = R = 0.00092. Now, we can calculate standardized sample means and kurtosis of
standardized sample means. We got α̂4 = g∗2 = 2.83154 (measures of sample excess
kurtosis can be found in R package e1071 (Meyer et al., 2014)). So, as the distribution
of standardized sample means is symmetric with kurtosis smaller than 3, we will ap-
proximate its distribution with Pearson type II distribution. We calculated parameters of
distribution using equation (4.1). Empirical distribution function along with fitted Pearson
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type II distribution of standardized sample means is given on Figure 2, right graph.

For probability of false alarm α = 0.0027, we get, using equation (5.1), that width of
control limits is equal to k = 2.83665. Now we may calculate lower and upper control
limits of X bar control chart, LCL = X − k R√

n
= 0.06143, UCL = X + k R√

n
= 0.06448

and construct X bar chart (Figure 3). As we can see on Figure 3, all sample means are
within the control limits and we can conclude that process is in-control and keep the
estimates of unknown process mean, standard deviation, as well as the width of control
limits.

Figure 3: X bar control chart for the thickness data

7 Conclusions

We considered design of the X bar control chart when quality characteristic has one of
the following non-normal symmetric distributions: Student distribution with 10 degrees
of freedom, standard Laplace, standard logistic and standard uniform distributions. We
calculated theoretical distribution of the standardized sample mean (or its best approx-
imation) and approximated it with Pearson type II or type VII distributions. Then we
calculated width of control limits of the X bar chart, which gave evidence of the goodness
of fit of the corresponding Pearson distribution to the theoretical distribution of the stan-
dardized sample mean. Further, we examined the power of X bar control chart in detecting
the shifts. Results suggest that the X bar chart can detect shifts of at least δ = 1.5 with
power of 90% and greater. Then we undertook Monte Carlo study in order to calculate
empirical power of proposed X bar control chart, confirming its quite satisfactory perfor-
mance. Finally, we constructed X bar chart for a given data set, when data distribution is
non-normal and symmetric, but unknown.
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