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A deep learning-based worker assistance system for error 
prevention: Case study in a real-world manual assembly  
Riedel, A.a,*, Gerlach, J.a, Dietsch, M.a, Herbst, S.a, Engelmann, F.a, Brehm, N.a, Pfeifroth, T.a 
aDepartment of Industrial Engineering, Ernst-Abbe University of Applied Sciences, Jena, Germany 
 
 
A B S T R A C T  A R T I C L E   I N F O 
Modern assembly systems adapt to the requirements of customised and 
short-lived products. As assembly tasks become increasingly complex and 
change rapidly, the cognitive load on employees increases. This leads to the 
use of assistance systems for manual assembly to detect and avoid human 
errors and thus ensure consistent product quality. Most of these systems 
promise to improve the production environment but have hardly been stud-
ied quantitatively so far. Recent advances in deep learning-based computer 
vision have also not yet been fully exploited. This study aims to provide archi-
tectural, and implementational details of a state-of-the-art assembly assis-
tance system based on an object detection model. The proposed architecture 
is intended to be representative of modern assistance systems. The error 
prevention potential is determined in a case study in which test subjects 
manually assemble a complex explosion-proof tubular lamp. The results show 
51 % fewer assembly errors compared to a control group without assistance. 
Three of the four considered types of error classes have been reduced by at 
least 42 %. In particular, errors by omission are most likely to be prevented 
by the system. The reduction in the error rate is observed over the entire 
period of 30 consecutive product assemblies, comparing assisted and unas-
sisted assembly. Furthermore, the recorded assembly data are found to be 
valuable regarding traceability and production improvement processes. 
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1. Introduction 
The continuing global trend towards highly customized products, small batch sizes and short 
product life cycles is leading to a variety of challenges that manufacturing companies have to 
face [1, 2]. To meet these challenges, manufacturing systems must be designed more flexible 
both in terms of the production process and the product itself, as well as the deployment of em-
ployees. In practice, a flexible product and production means rapidly changing processes to 
which workers must adapt. However, flexible deployment of employees and tasks reduces the 
available training time per employee. 
 For economic and technological reasons, complex products with small batch sizes are prefer-
ably produced in a manual assembly environment [3]. However, in this type of production, 
product quality and assembly time depend heavily on the characteristics of the workers, such as 
their qualifications, working conditions and experience. The constraints of flexibility can coun-
teract these desired characteristics, as, for example, a short-term temporary worker is not able 
to acquire many years of experience. At the level of the production process, high product com-
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plexity and variance lead to higher cognitive demands on each worker [4]. The resulting combi-
nation of limited worker skills and complex tasks causes the need for error preventing assembly 
assistance systems. These systems, also referred to as Cyber-Physical-Systems (CPS) [5], use 
sensors to collect data of the assembly, process them and provide visual instructions to the 
worker [6]. Generally, assembly assistance systems have shown to both reduce the error rate [7] 
and increase the workers productivity [8]. Methods for analysing worker motions in motion 
time systems have been recently advanced [9] and might be suitable to give assistance during 
assembly processes.  
 Like the workplaces they are used at, these systems need to be flexible and adaptable to a 
variety of products, processes, and workers. A modular architecture with a central unit and one 
or more plug-and-play cyber-physical units would meet the requirement for flexibility and 
adaptability of such systems. The use of deep learning object detection is crucial to the proposed 
method, as it allows to detect visible assembly errors and the visually observable assembly sta-
tus at a high accuracy in contrast to traditional computer vision methods [10]. Thus, the accurate 
detection of every assembly part’s position and status at all times can be considered as a crucial 
task and information source for other assembly assistance modules to work. 
 In this paper we propose a modular assembly assistance system combining various modules, 
applied to a complex real-world product on a manual assembly workstation. The system is driv-
en by a deep learning object detection model to detect the assembly status and potential assem-
bly errors from RGB video. The information derived from the object detection unit are used to 
display the current work instruction, errors, warnings and guarantee full traceability of each 
work step. The information about the current work step provided by the object detection unit is 
also used by a pick-by-light module and an electric screwdriver. Additionally, any type of worker 
assistance module that works on information which can be visually retrieved from the assembly 
process is attachable to the system. The system architecture is displayed in Fig. 1.  
 To validate the assumed error prevention potential, we conducted experiments in which test 
subjects carried out the manual assembly of an explosion-proof tube lamp with and without as-
sembly assistance. The assembly product was provided by the internationally operating compa-
ny R. Stahl AG for this investigation. Especially in safety-critical areas such as explosion-proof 
product manufacturing, the risk of assembly errors must be reduced to near zero.  
 

 
Fig. 1 Schematic architecture of the proposed error preventing assembly assistance system. 

 
 The use of object detection in manual assembly and modular assembly assistance systems 
has been described in literature [11-14]. However, the combination of both, their implementa-
tion effort and, most importantly, their quantitative effect on a real-world assembly task, re-
mains mostly unclear. To address this lack of knowledge about modern assembly assistance sys-
tems, this work aims to provide: 
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• Architectural details of a modular assembly assistance system powered by state-of-the-art 
deep learning-based object detection technologies 

• Implementational details of the proposed assistance system 
• A quantitative analysis of the error prevention potential based on experiments conducted 

with test subjects 
 

Related work 

The proposed assembly assistance system characterized in Fig. 1 mainly relies on (1) deep 
learning object detection and (2) a modular approach. Both aspects will be considered and com-
pared to existing methods in literature. 
 The application of deep learning-based object detection in manual assembly has been widely 
investigated in terms of feasibility and regarding how the acquired information can be used in 
the assembly process. The use cases include e.g., counting assembly parts to support the han-
dling process [12], detecting small electrical parts during assembly [15] or recognizing work 
steps in a virtual reality environment [16]. These approaches underline the purpose and the 
importance of using advanced object detection in manual assembly, however they are not im-
plementing the method in a productive assembly assistance system or evaluate its benefit. In a 
real-world scenario, the final goal of applying object detecting in manual assembly tasks would 
be to increase productivity by reducing the error rate or assembly time. This case study acts as a 
logical follow-up for many object detection assistance system concept studies by determining 
the productivity impact of this method. 
 Fraunhofer IPA propose a multi-modal worker assistance system “MonSiKo” combining 3D 
object detection, acoustic detection, and motion tracking, collecting data to operate a pick-by-
light system and work step detection [17]. The sensor-fusion approach of vision, acoustics and 
inertial sensing is a reliable source of data but brings an expensive installation and high work-
place invasiveness. A qualitative or quantitative analysis of the manual assembly process im-
provements was not carried out. 
 Oestreich et al. show the quantitative effect of a basic assembly assistance system on the as-
sembly duration during the training period [18]. The proposed system includes digital instruc-
tion visualization and a proximity sensor for detecting workpieces. Each completed work step is 
manually confirmed by the user with the proximity sensor being the only source of indirect sani-
ty checking the assembly process. Although a quantitative user study is conducted, the effect on 
assembly errors is not evaluated as they can hardly be directly assessed without the use of an 
object detection method.  
 Kaczmarek et al. present a vision-only approach to monitor the progress in a manual assem-
bly task [19]. By using an RGB-depth camera, different height layers and areas can be defined as 
regions, where a located object is either assembled or not assembled. The method prevents as-
sembly errors caused by unassembled parts, however the use of hard-coded areas and layers 
instead of machine learned features raises doubts about the universal and flexible use in a real-
world use case.  
 A study conducted by Faccio et al. proposes a more advanced vision-only approach to error 
and progress monitoring [20]. Here, the workers hand positions are compared to virtual pre-
defined three-dimensional control volumes to determine correct or wrong hand positions. The 
assistance system provides visual feedback based on the hand reaching into the control volumes. 
In a follow-up work, the authors conduct user studies to compare the assembly durations with 
and without the assistance system [21]. The proposed system shortens the average assembly 
duration by 22 %. However, the error reduction rate using the system is not provided. The use of 
pre-defined control volumes is inflexible in the case of various workers having different types of 
hand movements. Deep learning object detection methods could provide a sufficient way to di-
rectly observe the object status and potential errors.  
 The case study provided by Rocha et al. presents a vision-based assembly assistance system, 
based on detecting hand movements over control points [22]. The system follows a modular 
approach, using the collected movement data to determine the components status. Rocha et al. 
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focus on implementational details and data collection rather than on determining error or as-
sembly duration reduction.  
 The literature review underlines the current research situation, where deep learning-based 
object detection is underrepresented in assembly assistance systems and their impact on key 
performance indicators like error rate has hardly been studied. Due to the large variety of assis-
tance systems described in literature, our proposed method will act as a meta-approach of the 
most advanced and lightweight systems. 

2. Materials and methods 
To comprehensively perceive the assembly process and simultaneously provide aid to the work-
er, we chose a vision-only approach. Based on the assembly part’s state, a pick-by-light module, 
an electric screwdriver and an according work instruction is triggered during the assembly pro-
cess. The product to be assembled is a complex explosion-proof tube lamp which require 34 
work steps including plugging, clicking, screwing, and testing operations. To carry out the quan-
titative error analysis, two groups of 10 participants each assembled the product with and with-
out the assistance system. 

2.1 System architecture 

The systems individual modules are interconnected via the MQTT network protocol. The key 
information shared in the Broker/Client architecture is the currently observed workpiece status. 
This status might be the presence of the workpiece, the absence of a workpiece or a potential 
faulty assembly. Based on this information, the current work step is derived to present the asso-
ciated instruction via the visualization module. When detecting a faulty assembly, the visualiza-
tion module will also present warning messages to the worker. Both the pick-by-light module 
and the electric screwdriver are activated based on the current work step. For traceability pur-
poses, the grab status and tightening status of the pick-by-light and screwdriver module are 
published as MQTT messages and stored in a database. Assembly part status messages are 
stored in a database as well. The complete MQTT messaging scheme is displayed in Napaka! 
Vira sklicevanja ni bilo mogoče najti.. 
 To derive the work step from assembly parts, each work step is mapped to the presence or 
absence of certain key objects for this respective step. This approach guarantees flexibility in 
case of changing workflows.  

 
Fig. 2 MQTT messaging scheme of the proposed assembly assistance system. The figure pictures the information flow 
and content between the modules 
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The single modules run on edge devices such as Raspberry Pi (pick-by-light module, screw-
driver module, MQTT broker), Nvidia Jetson AGX Xavier (object detection unit) or a capacitive 
industrial panel PC (visualization module). The use of individual devices for each module allows 
the easy extension or reduction of the proposed assistance system.  

2.2 Deep learning-based object detection 

The workpiece status (presence, absence, faulty) is acquired via the state-of-the-art single shot 
object detection model YOLOv4 [23]. The model was chosen because it is capable of delivering 
real-time results at a high accuracy on GPU edge devices such as the Nvidia Jetson AGX Xavier. 
To maximize the inference speed, the trained model was optimized using Nvidia’s TensorRT 
runtime. The SDK applies a variety of optimization techniques such as precision calibration, lay-
er fusion, or multi-stream execution [24].  
 In total, 1512 training images containing 5485 object instances and 790 validation images 
containing 1468 object instances were used for training the model. The training data consists of 
41 individual object classes, so each class is represented by 134 training instances on average. 
The small training set size is reasonable due to the low intra-class and high inter-class variance 
of the assembly parts. The training was conducted on a Nvidia GeForce 1650 Super GPU using 
the Darknet Framework [25]. The mean average precision at 50 % intersection over union 
(mAP@.50) reached 99.81 % after 6 training epochs for the validation data set. This evaluation 
metrics gives proof that the model is capable of predicting all classes at a satisfactory level. 
 Object and error detection can be difficult with small parts or parts that change their appear-
ance only slightly after assembly. The chosen camera perspective (aerial view, see Fig. 2) makes 
it impossible, for example, to detect the correct vertical engagement of a part in a holder. Identi-
fying the correct torque value by vision can be considered very difficult, so bolts are only 
checked for their presence. It has been shown that parts that can appear in many different 
shapes, e.g. thin wires, require a larger number of training data to achieve an accurate detection 
result. 
 Collecting the training and validation data and annotating all object instances took a work-
load of roughly 10 hours for a single person. Given the high complexity of the product with 34 
work steps and 41 object classes to annotate, this temporal expenditure seems reasonable, as it 
can also be performed by untrained personnel. The inference is performed on a Nvidia Jetson 
AGX Xavier, publishing the detected objects in real-time via MQTT messages. For collecting the 
training data as well as inferencing, an IMX 178 image sensor was used, mounted above the 
working area. An example of the inference for a single frame is displayed in Fig. 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  

Fig. 2 Inference of a single frame by the trained YOLOv4 model. The inference results are published via MQTT and the 
corresponding work step or assembly faults are derived based on the detected objects. 
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2.3 Pick-by-light module 

As pick-by-light is one of the most widespread assembly assistance systems used in industry 
[26], the proposed meta-assistance-system was equipped with such system. The module oper-
ates based on the published current work step derived by the object detection unit. All 21 boxes 
of material needed in the assembly process are provided with LED lights to guide the worker in 
finding and picking. Photoelectric barriers are used to detect the successful grabbing process, 
that is also stored in a database for traceability reasons.  

2.4 Electric screwdriver module 

The electric screwdriver is a required tool in the assembly process of the studied explosion-
proof tube lamp. The required parameters such as torque and speed are set according to the 
current work step. Also, the screwdriver is only active during the relevant work steps to pre-
serve the correct working sequence. For traceability purposes, the tightening parameters angle, 
torque, and speed are published and stored in a database. As the electrical screwdriver is neces-
sary in the assembly of the tube lamp, it is used for both the assisted and unassisted assembly 
workplace. In case of the unassisted assembly, the activation and the correct torque value are set 
according to the number of screwing processes. In case of a faulty screwing, it has to be set man-
ually for the following screws. 

2.5 Visualization module 

The work instruction is visualized on a 15” touch screen panel PC. According to the current work 
step, the respective instruction is presented. After completion and detection by the object detec-
tion unit, the next work step instruction is moved on to automatically. For each assembly task, a 
meaningful image as well as a clear text instruction is presented. Additionally, workers can 
watch a short video sequence of the assembly at the touch of a button. 

3. Experimental setting 
The experimental setup refers to the assembly process of a complex tube lamp with support of 
the proposed assembly assistance system (experimental group) and a control group without 
said system. Two physically identical workstations are set up for the assembly experiments as 
shown in Fig. 3. The work instructions for both groups are identical content-wise but paper-
based in the control group and screen-based in the experimental group.  
 The assembly process takes 34 individual work steps including, among other tasks, 21 steps 
of plugging parts, 5 cable connections, 3 screwing processes, and 2 functionality tests. The as-
sembly parts are made of materials such as plastic, aluminium, steel, glass, and electrical com-
ponents. Their sizes range from 1 mm cable wires to a 50 cm long tube housing. The large varie-
ty of assembly processes, materials, and part sizes ensures the relevance of the assembly error 
data composition for different kinds of products. In addition, the assembly process diversity 
makes the results transferable to other products and modern assistance systems. 
 In both the experimental group and the control group 10 test subjects assembled tube lamps 
for a duration of 8 hours. During this period, at least 30 tube lamps could be assembled by each 
test person. The subjects have never assembled the exact lamp before but might have different 
general knowledge in manual assembly. They were not given any further information on the 
assembly process except for their work instructions. The whole process was led and supervised 
by experienced engineers in manufacturing. During the assembly process, the supervisors man-
ually recorded every occurring assembly error. 
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Error assessment 

To determine error modes for each work task, an error assessment was performed. As a basis 
for subsequent analyses, the tasks are described according to the hierarchical task analysis 
(HTA) method [27]. HTA shows all possible ways of interaction with a system as each task is 
divided into sub-tasks until no further sub-divisions can be done. Based on the possible assem-
bly states, a human reliability analysis such as THERP (technique for human error-rate predic-
tion) [28] is used to map the states to relevant error categories. As the aim of this work is a com-
parative error reduction study rather than an error analysis, so THERP was used to identify er-
rors. Due to the high complexity of the assembly product, only safety- and functionality-relevant 
error modes are taken into further consideration. In total, the study supervisor team identified 
70 potential error states. Errors made by the test subjects are counted as such if no error recov-
ery takes place within the next work step. This approach respects the real-world scenario the 
study is aiming for. Workers typically fix errors but should not reverse too many steps due to 
time constraints.  
 According to guideline VDI 4006-2 [29], the identified errors were classified into the four 
categories described in Table 1. Using error categories provides the results at a higher interpret-
ability level. The difference in error composition between the experimental and control group 
might be due to specific assistance modules, so each module’s influence can be discussed. 

Comparing the 70 relevant error states, 18 (25 %) are considered errors by omission, 27 (39 
%) execution errors, 9 (13 %) errors by confusion, and 16 (23 %) quantitative errors. The fol-
lowing analysis is intended to compare the error occurrence for the assisted and unassisted as-
sembly lines. 
 
Table 1 Selection of error categories according to VDI 4006-2, that occured during the assembly process of the explo-
sion-proof tube lamp 
Type (Abbreviation) Description Example 

Error by omission (OM) Some action was not carried 
out 

- Worker forgot to plug in two cable wires 
- Worker forgot to perform functionality test 

Execution error (EX) Something is wrongly set or 
selected 

- Worker chose a wrong plastic cap 
- Worker sets wrong torque value for screwing 

Error by confusion (CE) Something is done instead 
of something else 

- Worker reverses positive and negative pole connections 
- Worker confuses two similar looking plastic parts 

Quantitative error (QE) Something is too much or 
too little 

- Worker applies two layers of insulating film instead of one 
- Worker only screws 7 of the 8 required screws 

 

Fig. 3 The workstation on the left is set up without the proposed assistance system and relies on the paper based 
work instruction on the far left of the picture. The workstation on the right side is equipped with a pick-by-light 
system and a work instruction visualization. Those are operated with the data supplied by the object detection unit.  
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 4. Results and discussion 
To analyse the occurrence of assembly errors, different metrics were determined. The following 
evaluation considers the first 30 assemblies of the test subjects, as each person was able to com-
plete at least this number of full assemblies during the execution of the experiment.  

4.1 Error prevention analysis 

To track the test subject’s training process over the course of the assemblies, the errors were 
accumulated for every five assemblies. For the case of this analysis, the errors are counted total 
without being classified into error types. For both the assisted assembly group (AA) as well as 
the unassisted assembly (UA) group, the number of errors decreases over the number of per-
formed assemblies (Fig. 5). The AA group records a decrease from an average of 5.0 errors in 
assemblies 1-5 to an average of 0.20 in assemblies 26-30, which is a decline of 95 %. The UA 
control group shows 8.5 errors in assemblies 1-5 and 1.3 errors in assemblies 26-30, resulting in 
a decline of 85 %. While both groups show a training progress in terms of error reduction, the 
assisted assembly group produces fewer error states at each point in the assembly process. Dur-
ing the first 15 assembly operations the number of errors steadily decreases in both groups. In 
the following 15 assemblies, the number of assembly errors remains relatively constant at a 
lower level. This leads to the assumption that there is an initial training phase followed by a 
skilled work phase. 

The total number of errors in 30 individual assemblies decreases from an average of 17.4 in 
the unassisted assembly group to 9.2 when using the proposed assistance system, which corre-
sponds to an error reduction of 51 %. The results apply to both the initial training phase and the 
following skilled phase.  
 The generally smaller interquartile range in the assisted assembly group indicates a smaller 
statistical dispersion of the number of errors in this group. The lower spread over the number of 
test subjects signals a more stable assembly environment. The general error reduction effect 
provided by the assembly assistance system brings a variety of positive effects in the studied use 
case. First, the required amount of supervision during the training period can be reduced. Sec-
ond, the number of rejects due to errors is reduced. Third, the assembly time is reduced due to 
less rework caused by faulty assemblies. Since these positive effects are difficult to quantify, we 
assume a linear correlation of each factor with the number of total errors. 
 

 
Fig. 4 Number of assembly errors encountered in assembly using the assistance system and without using the assis-
tance system. The errors are accumulated for five assemblies to show the potential training effect during assembly. 
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 To track the assistance system’s ability to prevent certain types or error modes, the number 
of errors per category (Table 1) are analysed. The results show that the AA group produces few-
er errors for each of the four error types (Fig. 6). Especially errors by omission (59 % error re-
duction), quantitative errors (50 % error reduction) and execution errors (42 % error reduc-
tion) are effectively prevented by the assembly assistance system. As the system allows the exe-
cution of the following work step only if the current work step is visually detectable, errors by 
omission are actively prevented. Additionally, the pick-by-light system is likely to prevent sever-
al types of errors by reducing the cognitive load and the risk of assembling incorrect parts. The 
control of the electric screwdriver by the assistance system prevents incorrectly set torques and 
the forgetting of screwdriving operations. The qualitative analysis of the error prevention poten-
tial for each assistance module coincides with the quantitative results previously explained.  
 In the underlying use case, it is important not to trade error prevention for additional assem-
bly time. For this reason, the workplace invasiveness of the system was kept as low as possible. 
Comparing the assembly times of both groups, AA group is able to assemble even faster on the 
first runs. After the initial training period, both groups show similar assembly times. The de-
tailed analysis of the assembly times should not be part of this work, but the results indicate that 
the proposed assembly assistance system does not affect the worker in any undesirable way.  
 

 
Fig. 6 Number of assembly errors per category summed for all 30 assemblies per test person. The four categories are 
errors by omission (OM), execution errors (EX), errors by confusion (CE) and quantitative errors (QE). 

4.2 Additional insights 

In addition to the error prevention aspect, the system’s ability to provide traceability should also 
be discussed. During the execution of the conducted experiments, assembly data of 10 workdays 
were recorded. In this period, about 600 tube lamps were assembled in a total of 11,000 work 
steps. The traceability data include the relative position of every visible component at every time 
in the assembly process. This information provided by the object detection unit can be very val-
uable in tracing individual assembly errors or providing evidence of critical assembly steps. Es-
pecially in safety-critical assembly environments like the presented explosion-proof use case 
product, this high grade of traceability might a competitive advantage. In addition to storing the 
acquired assembly data, it can also be processed to gain meaningful insights into the production 
process and further increase the production efficiency. Unsupervised-learning methods might be 
used to cluster the data and find irregularities that could lead to the identification of additional 
errors. 
 The economic value of the proposed system is highly dependent on the product, labour costs 
and whether other measures have already been taken to avoid production errors. The cost per 
error also depends on the industry and potential threat. This external failure cost like warranty 
expenses, legal costs associated with claims or recall costs are also highly sector and product 
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dependent. Generally, the proposed assistance system will be amortised faster in high-priced 
product manufacturing and safety regulated sectors like explosion-proof manufacturing. A de-
tailed estimate of the economic value is likely to be the subject of follow-up research. To give a 
rough estimate for the costs of the proposed assistance system we can say that the hardware 
equipment (worker display, cameras, GPU, edge computers, etc.) used in our experiments is cur-
rently available for about 5,000€. In practice the implementation of such a system will be com-
parable to a software project including all phases (requirements analysis, implementation, test), 
which is by far the largest cost factor. Currently, such a project must be considered as an indi-
vidual software development project because there is no standard software product existing. 
However, as described above, there are open-source software components available for the 
training and application of neural networks that can accelerate the development enormously. 

5. Conclusion 
This research paper studies a real-world manual assembly use case to determine the error pre-
vention potential of a state-of-the-art assembly assistance system. The chosen approach is a 
combination of the most recent advances in assembly assistance systems and deep learning. Our 
proposed system relies on a deep learning object detection model to accurately identify the state 
of each assembly part in real-time. The object detection module supplies data to other assistance 
modules such as pick-by-light or the electrical screwdriver which are used within the system. In 
order to analyse the system’s error prevention ability, a complex manual assembly product was 
provided by the company R. Stahl AG. The explosion-proof tube lamp is assembled in 34 work 
steps using different assembly techniques. Since the product is used in safety-critical environ-
ments, finding methods to avoid assembly errors is highly relevant. In experiments with test 
subjects, it was found that the proposed assistance system can prevent 51 % of the assembly 
errors compared to a control group without the use of assistance. Especially errors by omission 
are effectively prevented, as the system supervises the assembly process and notices the non-
assembly of components. Due to the number of test persons, the number of individual assem-
blies and the variety of assembly techniques, this case study can also be representative for other 
comparable assistance systems and complex products. Additionally, it is discussed how the col-
lected data can further be used as valuable sources of information.  
 Despite the high error prevention capability, the economic value of implementing the pro-
posed assistance systems remains unclear. In order to determine this value, case-dependent 
analysis have to be carried out that include the cost of individual errors, labour costs and the 
value of additional traceability. Although the test subjects did not express any concerns, the ac-
ceptance and applicability of the system in a production environment needs to be intensively 
studied. In addition to the implementation details for the use in a company's production ecosys-
tem, legal aspects also need to be clarified depending on local legislation. 
 In follow-up studies, the time-saving potential of the assembly assistance system could be 
investigated, and ways found to quantify its economic benefits. The potential of the recorded 
assembly data should also be further investigated using machine learning methods. 
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A B S T R A C T  A R T I C L E   I N F O 
Due to COVID-19 pandemic, there is an increasing demand for mobile robots 
to substitute human in disinfection tasks. New generations of disinfection 
robots could be developed to navigate in high-risk, high-touch areas. Public 
spaces, such as airports, schools, malls, hospitals, workplaces and factories 
could benefit from robotic disinfection in terms of task accuracy, cost, and 
execution time. The aim of this work is to integrate and analyse the perfor-
mance of Particle Swarm Optimization (PSO) algorithm, as global path plan-
ner, coupled with Dynamic Window Approach (DWA) for reactive collision 
avoidance using a ROS-based software prototyping tool. This paper introduc-
es our solution – a SLAM (Simultaneous Localization and Mapping) and opti-
mal path planning-based approach for performing autonomous indoor disin-
fection work. This ROS-based solution could be easily transferred to different 
hardware platforms to substitute human to conduct disinfection work in 
different real contaminated environments. 
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1. Introduction 
Service mobile robots provide task services at different public places, e.g., in factories, airports, 
malls or hospitals. Because of similarities between operational environments in hospitals and 
manufacturing facilities, many service tasks are adapted in both environments [1]. We are cur-
rently witnessing a pandemic caused by the COVID-19 virus, so disinfection is a necessary task 
in many institutions. Using service disinfection robots is very attractive and advantageous for 
highly effective treatments, highly effective pathogen elimination, whole area treatment, disin-
fection of all surfaces in the area, higher productivity, etc. 
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Numerous design solutions for disinfection robots have been developed. Shen et al. [2], dur-
ing the COVID-19 pandemic, compared over 200 robotic systems that could assist with Covid-
related issues. The study concludes that robotics systems are overall suitable for dealing with 
COVID-19 related challenges, including disinfection. Robots for disinfection are mainly catego-
rized [3] into UV light based and liquid agent spray solutions. Considering their mobility, they 
are often categorized [4] as mobile based, drones or semi-autonomous. After comparing several 
robots for disinfection, the survey concludes that liquid agent spray robots have a great ad-
vantage of being able to function 24/7, performing disinfection of target areas following a specif-
ic path. However, the survey notices that these robots may not be useful in areas with gaps or 
holes where is hard to reach by the liquid. According to the previously mentioned categorization, 
our solution fits into a category of mobile robots based on UV light disinfection. Even before the 
COVID 19 pandemic started, research conducted in robotics investigated questions that robotics 
solutions need to address to "effectively deploy robots in infectious diseases outbreaks" [5]. One 
of the three main research questions, relevant to our work, focuses on the interaction between 
robots and patients. 

Recent research in the field of mobile robotics focusing on disinfection tackles problem relat-
ed to planning and execution of navigation path, especially on optimization of the path consider-
ing navigation and disinfection target constraints. Shi et al. [6] approach the challenge of making 
mistakes in the path planning. They transform the collaborative scheduling problem of intelli-
gent disinfection use to the distributed constraint optimization problem. 

Tan et al. [7] introduced Aimi-Robot UVC robot that uses a graph-optimized SLAM algorithm 
to enable localization and map creation in the unknown environments. Aimi-Robot uses lidar 
sensors, gyroscopes, and odometers to obtain environmental information, and with the afore-
mentioned SLAM algorithm it is able to increase real-time localization accuracy. Conte, Leamy, 
and Furukawa [8] presented an unmanned ground vehicle robot with map-based teleoperation 
that disinfects in complex indoor environments. The main contribution of this work is the two-
stage mapping technique enabling teleoperation and allowing a human to operate the robot be-
yond the line-of-sight. The map dynamically constructs the map of 3D surfaces. To get a detailed 
map, Sayed et al. [9] presented a robot controlled by a joystick, which uses the Microsoft Kinect 
Xbox360 sensor. The navigation challenge is approached by using ROS navigation algorithms, 
SLAM, and machine vision. Marques et al. [10] suggest how to optimize a trajectory of a robot by 
building a probabilistic roadmap in the robot’s configuration space. To deal with the fact that it 
is an NP-hard Mixed-Integer Linear Programming, they employ a two-stage solver that combines 
a Linear Program (LP) and a Travelling Salesman Problem (TSP). Conroy et al. [11] present a 
low-cost robotic platform for ultraviolet light disinfection, with off-the-shelf components and 
ROS navigation stack (standard mapping, control, and odometer packages), and use simulation 
to verify their concept. Ruan et al. [12] introduced a low-cost robot that combines the Hydrogen 
Peroxide Vaporous and SLAM for automated disinfection operation in the complex indoor envi-
ronment. The robot builds a map of the environment using SLAM, powered by the ROS naviga-
tion stack, and then it follows a prescribed path. UltraBot robot [13] created for UV disinfection 
combines SLAM, Monte Carlo localization, and autonomous navigation in known environments 
for localization and path planning. This platform is a partially 3D printed and uses standard the 
ROS packages. These factors combined enable it to achieve high accuracy in localization. 

Compared to the discussed robots, our solution combines Particle Swarm Optimization (PSO) 
algorithm with Dynamic Window Approach (DWA) for optimal path planning and obstacle 
avoidance. In addition, the suggested solution relies on ROS components. Instead of presenting a 
concrete solution, we present a concept that is easy to transfer to different hardware platform as 
a non-expensive and practical solution, and which is adjustable for specific applications in this 
domain. 

The rest of this paper is organized as follows: Section 2 describes current planning methods 
used in the autonomous vehicles research field, with focus on the PSO-based optimization meth-
od; Section 3 introduces the ROS-based research platform and its modules related to the naviga-
tion; Section 4 introduces our solution- SLAM and path planning based approach for performing 
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disinfection, which are implemented in ROS, while Section 5 describes the simulation setup and 
discussion. Finally, the last section contains the conclusions and future work. 

2. Path planning methods 
Service robots are supposed to navigate in crowded environments in a way that requires meth-
ods for motion planning and obstacle avoidance. The main problem in robot path planning is the 
capability of creating collision-free waypoints in the path to reach the destination point regard-
ing to some optimization criteria such as the shortest distance or minimum time. Usually, the 
path planning module is divided into the global planner, which uses a priori information of the 
environment to create the best possible path and the local planner, which recalculates the initial 
plan to avoid possible dynamic obstacles [14]. 

Path planning can be classified into initial practical planners, grid-based algorithms, sam-
pling-based planning (SBP) approaches, algorithms based on optimization and machine learning 
based algorithms [15]. 

Initial complete practical planners such as Road Map (RM), Potential Fields, and Cell Decom-
position (CD) techniques are unable to deal with dynamic and complex high dimension prob-
lems [16]. 

Grid-based algorithms transform the environment in a grid-mesh. Dijkstra’s algorithm is al-
ways able to find the shortest path between two points, but it has very high computational com-
plexity. Many algorithms have been created which are able to find the shortest path with the 
lowest computational cost: A*, Bi A*, Breadth-first, Best-First path planning [17]. The A* uses 
heuristics to be faster. The Bidirectional A* algorithm is a graph search algorithm that finds the 
shortest path from an initial vertex to a goal vertex in a directed graph running two simultane-
ous searches. The Breadth-first Search is a classic graph search algorithm, which works by ex-
panding and systematically exploring a given node and progressively redoing the same proce-
dure for all its neighbours. The Best-First algorithm is one of the most popular in the literature. 
The Best-First algorithm uses the given heuristic function, which is applied equally through the 
search space, to quantify the value of each candidate exploited during the process and, thus, con-
tinues the exploration until reaches the point of interest. These algorithms, however, become ex-
tremely costly when applied to large environments or environments with dynamic objects [17]. 

Sampling Based Planning (SBP) approaches are the most influential approaches in path plan-
ning. SBPs are probabilistically complete, i.e., it finds a solution, if one exists, provided with infi-
nite run time. The most popular SBP algorithms are Probabilistic Roadmap (PRM), Rapidly-
exploring Random Tree (RRT) and Rapidly-exploring Random Tree Star (RRT*). PRM based 
methods are mostly used in highly structured static environments such as factory floors. RRT 
and RRT* based approaches extend non-holonomic constraints and support dynamic environ-
ment as well. The major advantages of SBP algorithms are low computational cost, applicability 
to high dimensional and complex problems [18]. 

Evolutionary Algorithms (EA) are based on the principle of natural evolution, where random-
ly select a candidate set of solutions and apply the quality function as an abstract fitness meas-
ure. The evolutionary algorithms tend to find an optimal solution by converging from the initial 
state to the global optimal using a fitness function. A few of optimization techniques based on 
nature-inspired optimization heuristics are Genetic Algorithm (GA), Particle Swarm Optimiza-
tion (PSO), Ant Colony Optimization Algorithm (ACO), Artificial Bee Colony (ABC), Cuccko Search 
(CS). The Genetic algorithm is based on a direct analogy to Darwinian natural selection and mu-
tations in biological reproduction. ACO is inspired by the behaviour of real ant colonies and PSO 
is used for optimizing continuous nonlinear functions and performs a parallel search in a space 
of solutions. The PSO has many advantages compared to other evolutionary methods: it has few 
parameters, small population and fast convergence [19]. 

Recently, many researchers have tried to solve path planning problems using machine learn-
ing [15]. The classical Q-Learning algorithm is improved using deep learning and this combina-
tion gives very good results.  

https://en.wikipedia.org/wiki/Algorithm
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PSO algorithm 

The PSO is inspired by the social behaviour of a flock of migrating birds trying to reach an un-
known destination [20]. In the PSO algorithm, a candidate solution is presented as a particle. The 
algorithm utilizes a collection of flying particles in a search space (current and possible solu-
tions) and moves towards a promising area to get to a global optimum [21]. A given number of 
state space vectors (particles)are initialized randomly. Particles fly through the search space at 
predefined velocities, which are dynamically adjusted according to its own previous best value 
pbestiand its previous best group’s gbest [22-25]. The performance of each particle is measured 
according to a known fitness function, which is related to the problem to be solved. 

The best solutions are evolved through several generations. Each particle updates its position 
and velocity as follows: 

𝑋𝑋𝑖𝑖𝑡𝑡 =  𝑋𝑋𝑖𝑖𝑡𝑡 +  𝑉𝑉𝑖𝑖𝑡𝑡+1 (1) 
 

𝑉𝑉𝑖𝑖𝑡𝑡+1 =  𝜔𝜔𝜔𝜔𝑖𝑖𝑡𝑡+1 + 𝑐𝑐1𝑟𝑟1�𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 − 𝑋𝑋𝑖𝑖𝑡𝑡� +  𝑐𝑐2𝑟𝑟2�𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 − 𝑋𝑋𝑖𝑖𝑡𝑡� (2) 

where 𝑉𝑉𝑖𝑖𝑡𝑡+1 is the velocity of the i-th particle at time t + 1, 𝑋𝑋𝑖𝑖𝑡𝑡  is the position of particle at time 
t; 𝑐𝑐1 and 𝑐𝑐2 are accelaration coefficients, which denote the cognitive and social parameters, 
respectivelyand are usually set to a value of 2, although good results have been also produced 
with c1 = c2 = 4; 𝑟𝑟1 and 𝑟𝑟2 are two random functions in the range [0,1]. The inertial weight ω is 
used for regulating the global exploration and local exploration abilities. It presents the global 
search behaviour, set to a large value in the beginning of the searching process and dynamically 
reduced during the optimization (which emulates a more local search behaviour). Its range is 
suggested to be 0.2 ≤ 𝑤𝑤 ≤ 0.4. All particles move to the global best solution to finish the search 
process [24]. 

3. ROS-based research platform 
3.1 General information about ROS  

Robot Operating System (ROS) [26] is a framework that facilitates development of robotic appli-
cations. It is organised around the idea of common data structures for standard robotic opera-
tions, and it comprises a large database of libraries and tools. In its current version ROS2, it sup-
ports a significant number of robots through abstractions usually expected from an operating 
system (e.g., support with abstraction of hardware to software). However, ROS is a meta operat-
ing system as it runs on top of a real operating system (Linux, macOS, or Windows 10). ROS re-
lies on distributed communication between nodes and is hence suitable for controlling larger 
robotics environments, involving other robots and large number of sensors on-robot and off-
robot sensors. Projects of ROS are organised into stacks, where the ROS navigation stack [33] is 
one of the most prominent projects. 

ROS2, officially released in 2017, in addition to features supported in ROS1, also supports 
C++17 standard and works with Python version 3.5 (where ROS1 supports C++03 and C++11 
and works with Python 2). In addition to these, ROS2 provides various Quality of Service policies 
which improve communication over different networks. 

One of the most used simulators with ROS is the Gazebo simulator [27, 34]. The focus of Ga-
zebo is to simulate physics of robotics, support rendering, offer communication interfaces and a 
user interface. The simulator offers possibilities for both indoor and outdoor navigation model-
ling and supports robot models with different level of details (from simple platforms to robots 
with full sensor suite). Some of the dynamic operations that the simulator supports include mo-
tion, constraints, collision, and contact friction. It also has support for various sensors, including 
cameras, Kinect, lasers, RFID, etc. The Gazebo ROS package provides interface between the Ga-
zebo and ROS framework. 

Another simulator often used with ROS is SVL Simulator [35]. It is a simulation platform used 
for autonomous vehicles. Applications of the SVL simulator include warehouse robotics, auton-
omous racing, sensor/sensor systems development and marketing, real-time embedded systems 
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for automotive, etc. Commonly supported scenarios are complex traffic scenarios, testing locali-
zation module in new Digital Twin environments, testing autonomous vehicle stack in real, etc. 
SVL supports running ROS2 simulations with its ROS navigation stack. 

Rviz [36] is a 3D visualization tool commonly used in ROS. It enables visualisation of data, and 
is most commonly used to show sensor data and dynamic states of different processes. Typical 
examples of data visualisation using Rviz include data from laser sensors, camera, odometry, etc. 
It has several built-in data types including camera, image, map, point, path, etc. 

3.2 ROS navigation stack and Nav2 

ROS navigation [37] stack performs 2D navigation operations. As input, it takes odometry, sen-
sor streams, and a goal pose. It outputs velocity commands that are sent to a mobile base. 

Nav2 project [33] is a successor of the ROS navigation stack to be used in ROS2. Nav2, among 
others, contains tools to load, serve, and store maps (Map Server), localize the robot on the map 
(AMCL), plan a path from A to B around obstacles (Nav2 Planner), control the robot as it follows 
the path (Nav2 Controller), convert sensor data into a Costmap representation of the world 
(Nav2 Costmap 2D), compute recovery behaviours in case of failure (Nav2 Recoveries), follow 
sequential waypoints (Nav2 Waypoint Follower), and plugins to enable custom algorithms and 
behaviours (Nav2 Core), Fig. 1. 

4. SLAM and path planning in ROS 
The disinfection mobile robot first builds the map of the designated environment based on Sim-
ultaneous localization and mapping (SLAM). Then, it accomplishes the disinfection mission of 
the environment according to the selected path avoiding obstacles during this process. Our solu-
tion combines Particle Swarm Optimization (PSO) algorithm with Dynamic Window Approach 
(DWA) for global path planning and obstacle avoidance, respectively. The suggested concept of 
our approach is presented in Fig. 2. 
 

 
 

Fig. 1 ROS Nav2 stack 
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Fig. 2 The suggested concept of the disinfection mobile robot relies on ROS components 

4.1 SLAM implementation in ROS 

For the proposed concept of Optimal path planning of the disinfection mobile robot, we used the 
Gmapping SLAM algorithm due to its robustness in indoor environments and limited computa-
tional burden. 
 Simultaneous localization and mapping (SLAM) is a concept concerned with the problem of 
building a map of an unknown environment by a mobile robot while at the same time enables 
localization and navigation through the environment using the map [28]. The main function of 
SLAM is to analyze the input data to determine the pose of the robot and build an environment 
map in order for the robot to move autonomously. 

The SLAM problem could be solved using filtering or smoothing approaches. The main filter-
ing SLAM techniques are Kalman filters (EKF, UKF) and particle filters, and they are designed as 
on-line approaches. The smoothing approaches like the graph SLAM, estimate the full robot tra-
jectory by processing the full set of the sensor measurements and they are classified as the full 
SLAM problem. 

The SLAM could also be classified into 2D and 3D SLAM. The most common 2D-lidar SLAM al-
gorithms in ROS include Gmapping, Cartographer, Hector, Core, Lago. Gmapping is a SLAM algo-
rithm based on 2D-lidar using Rao-Blackwellized Particle Filters (RBPF) to build the 2D grid 
map. It decomposes the SLAM problem into two parts: localization and mapping through the 
conditional joint distribution [29]. 

In recent years, the machine learning and deep learning techniques have been involved in re-
search regarding SLAM to effectively reduce the positioning error, achieve high‐precision track-
ing detection, and improve the accuracy of robot target detection [28, 30]. 

4.2 PSO based global path planner 

After building the map, it is necessary to solve the path planning problem to enable the robot to 
perform multi-point disinfection at a specified location in the generated 2D map. The path plan-
ner could be classified into two categories: the global path planner and the local planner. We 
selected the PSO algorithm as the global path planner in our approach. 

The PSO algorithm searches for the best values by performing a simulation for each particle 
in the population at the given environmental data. The number of particles is generated around 
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the robot’s initial position and within its sensing range. Each particle takes a new velocity and 
position based on the constantly updated PSO equations. A candidate for the robot’s next posi-
tion is determined by the position of the best particle, i.e., the one nearest to the goal. When the 
criteria for the PSO exiting are satisfied, a raw trajectory is obtained and postprocessed to gen-
erate the optimized trajectory.  

In case of obstacles, which are suddenly appearing on the pre-planned path, the local path 
planner performs partial secondary path planning to avoid obstacles and to come to the target 
position and the disinfection process is done, Fig. 2. In case of people detection, where the ROS 
package for face recognition "Face Detector" from a stereo camera data is used, the robot must 
stop its disinfection process, Fig. 3. The face detector employs the OpenCV face detector, based 
on a cascade of Haar-like features to obtain an initial set of detections [38]. 

To disinfect the space as efficiently as possible, it is necessary to select points in the space 
from which the largest possible area of the room could be covered, Fig. 4.  

 

 
Fig. 3 ROS package "Face Detector" for people detection  

 

 
      Fig. 4 Selected points in the mapped robot environment  
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Most path planners aim to generate an optimal path considering a single objective like path 
length or path travel time. However, in practice, path planning in dynamic environments empha-
sizes the necessity of considering multiple objects in path planning [21]. The used fitness func-
tion is generated as the weighted sum of the three objectives: the path shortness fitness function 
𝐹𝐹𝑠𝑠ℎ , the path smoothness fitness function 𝐹𝐹𝑠𝑠𝑠𝑠. The shortest path is defined as the Euclidean dis-
tance between each newly generated particle and the goal in each iteration, and the smoothest 
path is defined as the robot moving angle in two successive iterations. 
 

𝐹𝐹 = 𝛼𝛼1 · 𝐹𝐹𝑠𝑠ℎ +  𝛼𝛼2 · 𝐹𝐹𝑠𝑠𝑠𝑠 (3) 
 

𝐹𝐹𝑠𝑠ℎ = ��𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑥𝑥𝐺𝐺�
2 + �𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑦𝑦𝐺𝐺�

2
 (4) 

 

𝐹𝐹𝑠𝑠ℎ = cos−1
��𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑥𝑥𝐺𝐺� · (𝑥𝑥𝐵𝐵 − 𝑥𝑥𝐺𝐺)� + ��𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑦𝑦𝐺𝐺� · (𝑦𝑦𝐵𝐵 − 𝑦𝑦𝐺𝐺)�

�(�𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑥𝑥𝐺𝐺�
2 + �𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 − 𝑦𝑦𝐺𝐺�

2) · �((𝑥𝑥𝐵𝐵 − 𝑥𝑥𝐺𝐺)2 + (𝑦𝑦𝐵𝐵 − 𝑦𝑦𝐺𝐺)2)
 (5) 

where (𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡 ,𝑝𝑝𝑝𝑝𝑖𝑖𝑡𝑡) is the position of i-th particle in iteration t, (𝑥𝑥𝐺𝐺 ,𝑦𝑦𝐺𝐺) is the goal position and 
(𝑥𝑥𝐵𝐵 , 𝑦𝑦𝐵𝐵) is the best position for the swarm. The weights of the shortest and smoothest fitness 
functions, 𝛼𝛼1 and 𝛼𝛼2 respectively, are in interval 0 ≤ 𝛼𝛼1 + 𝛼𝛼2 ≤ 1. 

The suitable path is obtained by minimizing this function F according to the assigned weights 
of each criterion. 

4.3 DWA local planner 

Dynamic Window Approach (DWA) to reactive collision avoidance which exists as ROS robot 
local navigation packet employed as the local planner in our research. Using a map, the planner 
creates a kinematic trajectory for the robot to get from a start to a goal location. The advantage 
of this approach is that reduces the search space to the dynamic window, which consists of the 
velocities reachable within a short time interval and which yield a trajectory on which the robot 
is able to stop safely [31]. Each simulated trajectory can be evaluated using an objective function 
that incorporates characteristics such as: proximity to obstacles, proximity to the goal, proximity 
to the global path: 

 

𝐹𝐹 = 𝛼𝛼1 · 𝐹𝐹𝑒𝑒𝑒𝑒 +  𝛼𝛼2 · 𝐹𝐹𝑙𝑙𝑙𝑙  + 𝛼𝛼3 · 𝐹𝐹𝑜𝑜𝑜𝑜 (6) 
where, 𝐹𝐹𝑒𝑒𝑒𝑒 denotes the distance to the path from the endpoint of the trajectory in meters, 𝐹𝐹𝑙𝑙𝑙𝑙 
denotes the distance to the local goal from the endpoint of the trajectory in meters, and 𝐹𝐹𝑜𝑜𝑜𝑜  de-
notes the maximum obstacle cost along the trajectory [32]. 𝛼𝛼𝑖𝑖  are the weighted coefficients of 
the related terms. 

This ROS controller serves to connect the path planner to the robot and send the velocity val-
ue gained by maximizing an objective function. DWA is used here because its calculation time is 
short, the local path can be updated in real time and there is no dead angle obstacle or local op-
timization in the disinfection scenes [12]. 

5. Simulation and results 
To analyse the function of the proposed PSO path planner algorithm, we ran several simulations 
in the ROS environment. The number of iterations, the particle number and the particle velocity 
are important factors influencing the performance of the PSO algorithm. The approach used in 
this simulation is varies those parameters and compares mobile robot trajectories and fitness 
function values. The same start and goal coordinates are used for all parameter values and the 
generated trajectories. Based on the results from these simulations, we tuned the algorithm pa-
rameters to optimal values. 

The weights 𝛼𝛼1 and 𝛼𝛼2 are tuned through extensive simulation and try and errors, with the 
best-found values 𝛼𝛼1 = 0.2 and 𝛼𝛼2= 0.8. As a competing method for comparing the PSO based 
global path planner using different weights 𝛼𝛼1 and 𝛼𝛼2, the efficient standard Dijkstra’s and Astar 
algorithms were selected, Fig. 5. and Fig. 6, respectively. 
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Fig. 5 Comparison of PSO global path planner of the mobile robot using different weights 𝛼𝛼1 and 𝛼𝛼2, with the efficient 
standard Dijkstra’s algorithm 
 

 
Fig. 6 Comparison of PSO global path planner of the mobile robot using different weights 𝛼𝛼1 and 𝛼𝛼2, with the efficient 
standard Astar method 

The results show that Dijkstra’s and Astar algorithms generate almost identical paths. The 
PSO based path planner with weights 𝛼𝛼1 = 0.2 and 𝛼𝛼2 = 0.8 is the closest to the path generated 
by the Dijkstra’s or the Astar algorithm. This is the path that is closest to the ideal path of the 
robot from the start to the end point, so this choice of coefficients is the best in those experi-
ments. Variations can be made by reducing/increasing the number of iterations per calculation. 
In this experiment, the number of iterations was initially set to 25. Since the global planner per-
forms a new plan calculation every 2 seconds, the 25-iteration PSO algorithm could not give up-
to-date results and forward to the global planner, so it often happened that the robot deviated 
from the calculated path. Increasing the number of iterations results in greater accuracy in cal-
culating the ideal path but requires more computing resources at the same time and results in a 
slower calculation. Fig. 7 presents the robot path with 2 iterations per calculation and the path 
with 5 iterations per calculation, compared to the path generated with the Astar algorithm. Both 
PSO paths have an initial variation in motion, because the robot loses the path for a short period 
of time until the calculation is performed. The deviation is larger when moving with 5 iterations 
per calculation because more time is required for the calculation. Therefore, the number of itera-
tions was reduced to 2 iterations. The Fig. 8 presents comparison of path planning results, where 
the number of particles for the PSO algorithm was changed from 100 particles to 50 particles.  
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Fig. 7 Comparison of PSO path planning from the start to the end point for different values of the number of iterations 
with the Astar method 

 
Fig. 8 Comparison of path planning produced by PSO algorithm for different values of the number of particles and the 
Astar method 

 
A few graphical results of running DWA as the local path planner and PSO as the global path 

planner on problems with and without people as obstacles are illustrated consecutively in Figs. 9 
and 10. Implementation of the PSO path planner with disinfection in the selected environment is 
presented in Fig. 9. A scenario where the mobile robot enters the room but recognizes people in 
the room and interrupts the disinfection process is presented in Fig. 10. 

 
Fig. 9 Optimal path planning based on PSO with the finished disinfection task.  
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Fig. 10 Optimal path planning based on PSO with the cancelled disinfection task 

6. Conclusion 
In this paper, we present the DWA and PSO based path planning of an autonomous mobile disin-
fection robot based on Gmapping SLAM. The optimal path planning of the disinfection robot sys-
tem was tested in the ROS indoor environment. By comparing PSO with the Dijkstra's and the 
Astar algorithms, it can be concluded that it is possible to easily improve path planning perfor-
mance using PSO by adjusting parameters such as particle number, number of iterations, or fit-
ness function coefficients. The simulation results show that the proposed method is effective as 
optimal path planner in combating COVID-19. In the future, more detailed work needs to be 
done in multi-criteria optimization of path planning combined with a disinfection model and 
people detection using deep learning. We are also planning to design and implement a disinfec-
tion mobile robot structure based on the discussed concepts.  
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A B S T R A C T  A R T I C L E   I N F O 
Industry 4.0 forces increased digitization, production flexibility, improvement 
of employee competences and integration of employees and IT systems within 
an enterprise. To this end, state-of-the-art systems and IT solutions, such as the 
Virtual Reality (VR) and Augmented Reality (AR), are implemented. New sys-
tems must be integrated with the existing IT architecture, and their implemen-
tation forces the enterprise to provide network access with sufficient band-
width to fully benefit from the capabilities of new technologies. The paper dis-
cusses the practical application of modern AR solutions in the industry, with a 
special focus on remote support for maintenance operations and training of 
production employees. Two experiments aimed determining the impact of var-
ious environmental conditions on the possibility of using the AR Remote Sup-
port are described. Basing on those experiments it is possible to determine the 
environmental conditions required to use HoloLens 2 AR goggles in two dedi-
cated remote support applications. 
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1. Introduction  
In Industry 4.0 [1], which forces increasing digitization and automation of the manufacturing en-
vironment [2], workers’ capabilities can be enhanced and augmented with new systems, ma-
chines, tools and advanced human-machine interaction technologies [3]. One of them is the Aug-
mented Reality (AR), which, alongside the Virtual Reality [4], is one of the keys and most promis-
ing technologies for Industry 4.0 that can be used to support both factory workers and engineers 
at the workplace [5, 6]. The AR can be achieved by overlaying the information space, containing 
real-time task-relevant information, on top of the physical space [7]. AR applications remotely 
support new as well as experienced workers in task performance and with interactive repair in-
structions [8]. Despite all its advantages, the AR technology has not been used widely so far in real 
contexts of various complex industrial operations [9]. The reasons are complex, including the high 
cost [10] and inconvenient use of the AR equipment [11, 12], and the need for the enterprise to 
ensure adequate network capacity and IT infrastructure (including digitalization of products, pro-
cesses and services [13]).  
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 Even at the beginning of the 21st century, obtaining technical assistance or expert support 
required the physical presence of an expert who had the necessary knowledge and could solve the 
problem or instruct the employee [14]. This solution works well for small production companies 
where most of the activities are concentrated in one hall. In the case of larger enterprises, where 
production is distributed among many plants, the need to provide expert support in each of them 
may generate additional costs.  

Remote support can help reduce costs by eliminating the physical presence of experts on the 
factory floor [15]. Unfortunately, voice communication may be insufficient if the problem is seri-
ous or difficult to describe, or the employee who is physically on site does not have sufficient com-
petence to describe the problem. One way to solve the problem it to take a photo of the faulty 
resource and send it for expert assessment using email or cloud storage service. If the photo qual-
ity is good enough to provide the expert with necessary information, it can be annotated and sent 
back, or voice communication can be established to explain how to remedy the problem.  

An AR remote support app which supports direct video and audio transmission can streamline 
the process by providing the expert with a better insight into the problem. Several of such appli-
cations has been developed so far; however, they all leave room for improvement. For example, 
the stabilization of annotations requires further enhancement [16]. Implementation of the AR 
technology, still under development, is very difficult in the industry due to technical limitations 
and ergonomics of devices. Nevertheless, its potential is widely recognized [17]. 

There are several solutions that support remote collaboration that use AR goggles, such as Mi-
crosoft Dynamics 365 (Remote Assist) or AR4vision. Although the applications can be used on 
tablets and smartphones, the software manufacturer recommends that the employee be equipped 
with AR googles to have their hands free, what speeds up the operations significantly [18]. The 
remote expert runs the app on a PC, Mac or other mobile device. Both solutions provide audio and 
video communication for remote expert support in the field of: 

• maintenance and servicing of machines, 
• monitoring and inspection tasks. 
The use of AR4vision helps to achieve savings resulting from the reduction of repair time, travel 

and machine downtime. The benefits include [19]: 
• reduced time of reaction and task completion by 40 %, 
• reduced travel costs by up to 70 %, 
• remote training of staff,  
• remote control and operation of machines and devices, 
• owing to a quick response operators or service technicians, 30 % of failures and problems 

does not generate costs related to downtime or damage to the machine. 
However, reliance on these data should be limited, as the data are not confirmed by the results 

of the study results published in peer-reviewed scientific journals. Most of the AR solutions de-
scribed in scientific publications are evaluated in laboratory conditions, whilst data from hands-
on implementations are scarce. Nevertheless, there are many examples of laboratory tests and 
prototype systems described in the literature, which use the AR to support operators during as-
sembly/disassembly [20-22], maintenance [23, 24], welding operations [25], or inspection activ-
ities [26]. 

The AR technology can facilitate the implementation of new, innovative processes in industrial 
plants and improvement of the efficiency of existing ones. In particular, it enables the access to 
resources and knowledge bases, which in large enterprises and organizations combine hundreds 
of thousands of data and information sources [27]. Mobile AR technologies provide employees 
with easier access to resources, manuals, and user guides to solve everyday problems. They sup-
port remote work with specialists, even in geographically remote locations making it possible to 
quickly upload photos or videos to current reports. Additionally, they streamline communication 
among team members [28] and, in conjunction with other innovative technologies such as the 
Internet of Things and additive manufacturing, can affect supply chain management [29].  

The AR has enabled an innovative approach to inspections, servicing and maintenance in the 
industry. Online data exchange and communication with other team members streamlines the 
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process of problem solving by non-experts in each field. Supported by the AR solutions, service 
technicians are able to perform less complex repairs with virtually no need for prior training. For 
example, Bosch offers technologies that combine the Augmented Reality and live streaming in the 
production and servicing of machines. Digital information received by employees (e.g., data 
sheets, technical data) is supplemented by live recordings [30]. 

A widespread introduction of the 5G technology is bound to support the AR in terms of remote 
access to enterprise knowledge bases. The manufacturers of AR solutions predict that the full po-
tential of AR applications will only be achieved only owing to the 5G network (characterized by 
low latency and very high bandwidth [31]). Thus, the AR will have an even greater impact on effi-
ciency, cost reduction, safety and speed of manufacturing processes [32]. 

The authors carried out a number of activities aimed at setting recommendations for the de-
veloped solutions and the conditions under which those solutions can be effectively implemented, 
in cooperation with an enterprise developing modern solutions for companies implementing the 
Industry 4.0 concept. The paper presents results of research undertaken to determine the envi-
ronmental conditions required to be able to use remote support for the HoloLens 2 device. Two 
experiments have been conducted to determine the impact of ambient noise and Wi-Fi network 
quality on the applicability of the solution. The first experiment aimed to determine how environ-
mental conditions, such as distance, walls, and other Wi-Fi networks, affect the quality of audio 
and video transmission through a remote support app. The second one was conducted to check 
how ambient noise affects the understanding of expert’s instruction during a remote support call. 

The paper describes results of studies made in cooperation with an external software develop-
ment company, whose clients are production companies operating in the automotive sector. The 
two conditions (noise and Wi-Fi) were marked as the most relevant (i.e. problematic) during the 
course of previous factory floor implementations. That is why particular attention were paid to them. 

2. Materials and methods 
2.1 Research concept and plan 

Two experiments were carried out to determine the impact of various environmental conditions 
on the possibility of using the AR Remote Support. The first experiment examined the quality of 
the impact of the Wi-Fi signal quality on the reception of audio/video content in AR Remote Sup-
port applications. The second experiment was aimed at assessing how noise affected the under-
standing of expert's instructions when using HoloLens 2. A simplified plan of experiments is pre-
sented in Fig. 1. 

 
Fig. 1 Plan of experiments 
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2.2 Software and hardware used 

Experiments were conducted using Microsoft HoloLens2 which is a standalone mixed reality de-
vice, that enables hands free interaction with displayed content. That type of interaction is possi-
ble with the help of voice commands, eye tracking, hand tracking and gesture recognition. This is 
made possible by a number of sensors, which are shown in the Table 1 that lists the device speci-
fications. 

Table 1 Microsoft HoloLens 2 specification [33] 
Parameter group Parameter type Parameter value 

Display Optics See-through holographic lenses (waveguides) 
Eye-based rendering Display optimization for 3D eye position 

Sensors 

Head tracking 4 visible light cameras 
Eye tracking 2 Infrared (IR) cameras 

Depth 1-MP Time-of-Flight depth sensor 
Inertial measurement unit (IMU) Accelerometer, gyroscope, magnetometer 

Camera 8-MP stills, 1080p30 video 

Audio and speech Microphone array 5 channels 
Speakers Built-in spatial sound 

Compute  
and connectivity 

Wi-Fi 802.11ac 2×2 
Bluetooth 5 

USB USB Type-C DRP 
Fit Weight 566 grams 

Two different software for AR remote support were used in experiments: 

• Microsoft Dynamics 365 Remote Assist, 
• Apzumi Spatial. 

Microsoft Dynamics 365 Remote Assist allows the user to transfer visual instructions in the 
form of: 

• files (graphic formats and PDF) containing digital machine documentation or operating / 

repair instructions, 
• graphically applied comments on photos (screenshots) made by a service technician 

equipped with the AR goggles, 
• annotations in the form of arrows (they can be anchored in the AR user space) to refer to 

specific parts of the machine or resource. 

The Dynamics 365 platform also offers the Dynamics 365 Guide solution. It is a tool dedicated 
to the AR goggles, which enables employees to learn while working or in a training session by 
enabling access to holographic, interactive instructions. The app lets the user scan QR codes for 
procedures, located in the place where the job should be done. The database contains graphic files, 
movies, and 3D models for the operators to see what to do and where. It can be used as a learning 
tool as well as to support the performance of daily tasks and reduce the number of errors. 

The solution includes easy-to-use forms for creating training content (step-by-step instruc-
tions, procedures illustrated with images, videos, and 3D models). The user equipped with Ho-
loLens 2 can change the location of instructions / procedures in his workspace (move them to spe-
cific places, near a given machine or production line), or the instructions can move with the user. 
Extensive procedures feature prompts pointing to tools and parts that will be needed, as well as 
instructional data (e.g., presentations of how and where a given tool should be used).  

Apzumi Spatial, developed by Apzumi, is an AR application designed to support production 
workers as well as maintenance and repair staff. The application also offers support in the training 
of new employees and the implementation of new products [34]. 

The application allows to display product visualizations, training procedures, production and 
operating procedures assistance, as well as connect with other users using the AR goggles and the 
Internet platform. The content of the platform can be created by the employees. It can be created 
by users themselves; however, most users will not have the right competences required. The con-
tent posted on the platform is typically multimedia (text, images, videos) and interactive animated 



Buń, Grajewski, Górski 
 

422 Advances in Production Engineering & Management 16(4) 2021 
 

3D models. 3D models can be prepared by designers and 3D graphic designers, and the substan-
tive content (the content of the manual) by trainers responsible for training, as well as specialists 
and experts. To access the platform content, the user needs to scan a QR code, generated for each 
3D model or procedure in the phase of content creation. 

The remote support module supports connection with specialists / experts in the given field, 
which facilitates remote service. Due to the high requirements for wireless connectivity, the mod-
ule is treated as a separate layer of the system with specific requirements. 

2.3 Wi-Fi requirements for video and audio transmission 

In wireless communication, the dynamically changing network conditions (including link band-
width, latency, packet loss, etc.) may affect the quality of audio and video connections, especially 
if devices such as AR goggles are used. Connections are also possible in environments with re-
duced link capacity; however, the quality of operation of selected functions may be severely dete-
riorated. 

To effectively use the developed solution dedicated to the HoloLens 2 goggles at a satisfactory 
level, a minimum link bandwidth of 1.5 Mb / s (upload / download) is required. It applies to: 

• peer-to-peer (P2P) video calls in Full HD resolution (1080p at 30 frames per second), 
• reception of content and high-quality sound (15 fps). 
However, an analysis of results of the first practical tests of the HoloLens 2 goggles, available 

on industry portals, shows that to obtain the optimal quality of video connections (i.e., without 
interruptions in the reception of video content), a bandwidth of at least 4-5 Mb should be provided 
[35]. However, even such wireless link parameters do not guarantee video connections with the 
expected / required image quality. 

The minimum requirements for the Wi-Fi bandwidth for selected scenarios performed with 
the use of HoloLens 2 goggles (assuming that the device is located within the optimal range of the 
access point) are shown in Table 2. 

Table 2 Minimum Wi-Fi bandwidth requirements for selected scenarios [36] 
Bandwidth (minimum) Scenarios 

30 kb/s audio P2P 
130 kb/s  audio P2P with screen sharing 
500 kb/s video P2P, 360p at 30 fps 
1.2 Mb/s video P2P, 720p at 30 fps 
1.5 Mb/s video P2P, 1080p at 30 fps 

2.4 Experiment No. 1 – Influence of Wi-Fi quality on the AR remote support 

The scope of experiment No. 1 was to investigate the impact of Wi-Fi signal quality on the recep-
tion of audio / video content. It was assumed that the tests were to be carried out at three levels, 
corresponding to three different distances from the access point and three different numbers of 
electronic devices up and running, affecting the electromagnetic interference generated: 

• Level 1 (place: Smart Factory (SF) laboratory of an area of approx. 35 sq. m)  
− distance from the access point: 2-4 m (obstacles: no), 
− number of running electromagnetic devices: 4 (one notebook running in the active Wi-

Fi connection mode, one Wi-Fi router – access point used, two smartphones in the active 
Wi-Fi connection mode). 

• Level 2 (place: Virtual Reality (VR) laboratory of an area of approx. 60 sq. m) 
− distance from the access point: 6-10 m (obstacles: 1 partition wall), 
− number of running electromagnetic devices: 11 (three PC monitors, two PC base stations, 

two laptops, one Wi-Fi router, three smartphones in the active Wi-Fi connection mode). 
• Level 3 (place: Rapid Prototyping (RP) Laboratory of an area of approximately 80 sq. m) 

− distance from the access point: 16-22 m (obstacles: 2 reinforced concrete walls + 1 par-
tition wall), 
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− number of running electromagnetic devices: 16 (one notebook running in the active Wi-
Fi connection mode, one Wi-Fi router, seven wireless Wi-Fi cameras, five devices for 3D 
printing, two smartphones in the active Wi-Fi connection mode). 

The experiments were carried out within the range of several local wireless network access 
points available in the building of the Faculty of Mechanical Engineering, the Poznań University of 
Technology (Fig. 2): 

1. SF laboratory (level 1) – 9 local networks. 
2. VR laboratory (level 2) – 9 local networks. 
3. RP laboratory (level 3) – 11 local networks. 

The variables in the experiment were therefore the distance from the target point (different 
Wi-Fi signal strengths) and the electromagnetic disturbance. 

The tested values were: 

1. Signal strength (dBm). 
2. Connection quality (assessed on a scale of 1-5). 
3. Network bandwidth (measured in Mb/s when transferring a file of 500 MB). 
4. Percentage number of packet errors in relation to the number of packets received (%). 

For each level, ten attempts were made to download a file located on an external server using 
the Dropbox application. During the data download process, the bandwidth and signal strength of 
the Wi-Fi network were measured, and the number of communication errors was counted (a ping 
application was used to calculate the percentage number of erroneous packets in relation to the 
number of packets received). 

Then, based on the obtained measurements, the connection quality was assessed on a Likert 
scale of 1-5. 

 
Fig. 2 Interference of various Wi-Fi networks – view in the Wi-Fi Analyzer application 

2.5 Experiment No. 2 – Impact of noise level on the quality of conversation 

To determine the impact of noise level on the quality of conversation, tests were planned and 
then carried out at four levels: 

• Level 1 (place: SF laboratory) – silence; no devices turned on (approx. 30 dB on average), 
• Level 2 (place: SF laboratory) – presence of two interviewers (approx. 50 dB on average), 
• Level 3 (place: SF laboratory) – presence of two interviewers and the production line 

switched on (approx. 70 dB on average), 
• Level 4 (place: RP laboratory, presented in Fig. 3.) – conversation with an expert, accompa-

nied by the Airpress HL155/25 compressor (1.1 kW) switched on (approx. 85 dB). 
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Fig. 3 Rapid Prototyping Laboratory containing multiple additive manufacturing devices and IP cameras 

 
To determine the impact of noise level on the quality of conversation, tests were planned and 

then carried out at four levels: 
Two remote support procedures were prepared for the experiment: 

1. Procedure No. 1 (purpose: control of the control box elements, place of implementation; 
Smart Factory Lab – SF). 

2. Procedure No. 2 (purpose: test activation of a selected device for additive manufacturing 
and change of selected settings, place of implementation; Rapid Manufacturing Laboratory 
– RP). 

Both procedures are presented in the Fig. 4. Both procedures were performed by users wearing 
HoloLens 2 glasses and using Apzumi Spatial Call application (Fig. 5) and Dynamics 365 Remote 
Assist (Fig. 6). 

The values tested were the reception of the content of audio commands as part of the proce-
dures performed (%) and the fluency of the conversation and video transmission assessed by an 
expert who connected with the user of the AR goggles. 

 

 
Fig. 4 Procedures carried out in the experiment No. 2 



Using augmented reality devices for remote support in manufacturing: A case study and analysis 
 

Advances in Production Engineering & Management 16(4) 2021 425 
 

 
Fig. 5 Expert view in remote mode – Apzumi Spatial Call application (VR Laboratory) 

 

 
Fig. 6 Expert View in Remote Mode – Dynamics 365 Remote Assist App (SF Laboratory) 

3. Results and discussion 
3.1 Experiment No. 1 

The experiment examining the impact of the Wi-Fi signal quality consisted in 10 attempts, for each 
of the three levels defined above, to download a file located on an external server using the Drop-
box application. During the data download process, the bandwidth and signal strength of the Wi-
Fi network were measured, and the number of communication errors was counted (a ping appli-
cation was used to calculate the percentage number of erroneous packets in relation to the num-
ber of packets received). Based on the obtained measurements, a subjective assessment of the 
connection quality made (on a scale of 1-5). 

The results of the experiment are shown in Fig. 7. Interference levels are based on distance 
from access point (4/10/20 m), obstacles (no obstacles/ partition wall/ 2 reinforced walls, 1 par-
tition wall), number of electronic devices up and running (4/11/16) and number of local Wi-Fi 
networks (9/9/11).  

In addition, the maximum distances from the target point were set to ensure the reception of 
content at a satisfactory level: 

1. in the absence of obstacles – 20 m, 
2. with one obstacle (a partition wall) – 12 m, 
3. more than one obstacle (a reinforced concrete wall + a partition wall) – 6 m. 
Exceeding the maximum distances resulted in a significant decrease in the quality of the con-

nection, as expected. A person wearing the AR goggles reported problems with receiving the data 
sent by the expert, while the expert noted a decrease in the quality of the A/V signal (Fig. 8). 

A decrease in the video transmission quality and disturbances in the audio transmission im-
peded the conversation and made it impossible to understand the instructions given by an expert 
in the Remote Support application. Therefore, further in the study, this Wi-Fi network configura-
tion was abandoned.  
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Fig. 7 Wi-Fi signal quality at selected interference levels 

 

 
            Fig. 8 View of the user of the AR goggles (a) and the expert in remote mode (b) in the case of exceeding the 
            allowable distance from the access point 

3.3 Experiment No. 2 

Experiment consisted in examining the impact of noise on the ability to conduct a conversation 
and effectively implement the developed procedures using the HoloLens 2 glasses with the 
Apzumi Spatial Call application and the Dynamics 365 Remote Assist. 

The values tested were the reception of audio commands, as part of the procedures performed 
(%), and the fluency of conversation and video transmission, assessed by an expert who con-
nected with the user of the AR goggles. A total of 40 people took part in the study, testing both 
applications by implementing remote service procedures at four different noise levels (10 people 
for each noise level). The results and the average ratings are shown in Tables 3 and 4. 

Based on a subjective assessment of the quality of conversation (reception of commands by the 
service technician and understanding of questions/answers by the expert) and video transmis-
sion (expert assessment in the remote mode), the functionality of both applications in terms of 
remote support of a production worker was compared. 
  

a) 

b) 
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Table 3 Results of experiment 2 (Apzumi Spatial Call application). ACC – Audio command comprehension, 
            QA – Quality of audio, QV – Quality of video, AV – Average  

Attempt 
No.  

Level 1 (lab SF) ca. 30 dB Level 2 (lab SF) ca. 50 dB Level 3 (lab SF) ca. 70 dB Level 4 (lab RP)ca. 85 dB 
ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] 

1 100 5 5 100 5 5 100 4 5 0 1 1 
2 100 5 5 100 5 5 100 5 5 0 1 1 
3 100 5 5 100 5 5 100 4 5 0 1 2 
4 100 5 5 100 5 5 100 3 4 0 1 1 
5 100 5 5 100 4 5 100 5 5 0 1 1 
6 100 5 5 100 5 5 50 3 5 0 1 1 
7 100 5 4 100 5 5 100 3 4 0 1 2 
8 100 5 5 100 5 5 50 5 5 0 1 1 
9 100 5 5 100 5 5 100 4 5 0 1 1 

10 100 5 5 100 5 5 100 4 5 0 1 2 
AV 100 5.0 4.9 100 4.9 5.0 90 4.0 4.8 0 1.0 1.3 

 

                 Table 4 Results of experiment 2 (Dynamics Remote Assist App).. ACC – Audio command comprehension, 
                 QA – Quality of audio, QV – Quality of video, AV – Average 

Attempt 
No. 

Level 1 (lab SF) ca. 30 dB Level 2 (lab SF) ca. 50 dB Level 3 (lab SF) ca. 70 dB Level 4 (lab RP) ca. 85 dB 
ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] ACC (%) QA [1-5] QV [1-5] 

1 100 5 5 100 5 5 100 4 5 0 1 1 
2 100 5 5 100 5 5 100 3 5 0 1 1 
3 100 4 4 100 4 5 50 4 4 0 1 1 
4 100 5 5 100 5 4 100 3 3 0 1 1 
5 100 5 5 100 4 5 50 3 4 0 1 1 
6 100 5 5 100 4 5 50 4 5 0 1 1 
7 100 5 4 100 5 5 100 3 4 0 1 1 
8 100 5 5 100 5 5 50 4 5 0 1 1 
9 100 5 5 100 5 5 100 2 5 0 1 1 

10 100 5 5 100 5 5 100 4 5 0 1 1 
AV 100 4.9 4.8 100 4.7 4.9 80 3.4 4.5 0 1.0 1.0 
 
The most important observation concerning usability of the Apzumi Spatial Call solution dedi-

cated to HoloLens 2 goggles in difficult industrial conditions is that at a noise level of approx. 50 
dB, remote service can be provided conveniently. All the messages issued by an expert were un-
derstood without any problems by the users of goggles, thus it was possible to carry out the pro-
cedure. Neither the experts reported any problems with understanding the audio content. The 
situation changed at a noise level of 70 dB, where a decrease was observed in the comprehension 
of instructions and commands issued by an expert. Nonetheless, once repeated, the messages 
were understood, and the procedure performed. Additionally, a test was carried out at a noise 
level of 75 dB, which resulted in a significant decrease in the quality of audio content reception 
(down to 40 %). With the compressor running and the sound intensity exceeding 85 dB (level 4), 
it was practically impossible to talk. An additional difficulty was the distant location of the room 
(RP lab) where the compressor noise was emitted, which also led to a drop in ratings in the per-
ception of video content. Slightly worse results were obtained from the tests of the Dynamics 365 
Remote Assist application. 

3.3 Discussion 

Based on an analysis of the results, the following observations can be drawn: 

• Terrain obstacles in buildings (walls, windows and doors) cause high attenuation and de-
terioration of the Wi-Fi signal quality. 

• The presence of turned-on electronic devices generating electromagnetic field negatively 
affects the signal strength and connection bandwidth (decrease by ca. 10 %). 

• Operation of other wireless networks causes interference; a large number of devices oper-
ating in particular bands causes the interference phenomenon. 

• Low bandwidth when downloading 500 MB of data (the problem occurred at level 3). Dur-
ing the tests there were problems with the Wi-Fi connection on the HoloLens 2 device. 
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The studies were made in cooperation with an industrial company, which develops innovative 
industrial-grade MR platform, for automotive companies. Results of the described studies were 
directly implemented in the platform operation – a set of recommendations for the production 
companies was formulated, basing on the above-mentioned observations, and it was considered 
in future implementations. 

4. Conclusion 
The authors believe that the AR is a promising technology for remote employee support and ex-
pert consultation. With continuous access to database resources such as materials, device dia-
grams, 3D models and multimedia files, the employee is able to get an insight into the problem 
and figure out what repairs or maintenance works should be performed. However, both access to 
databases and expert consultation require Web access with sufficient bandwidth connectivity and 
appropriate network architecture. Applications such as Dynamics 365 Remote Assist and Apzumi 
Spatial facilitate the development of the IT layer, easy creation of databases and uploading of files 
containing all the necessary materials. Bothsupport audio and video connections of production 
workers with field experts. However, their use in the industrial conditions is difficult due to cer-
tain environmental circumstances which affect the network capacity, as well as the noise gener-
ated by machines, which can reduce the audibility of expert instructions. 

The research into the use of an AR application dedicated to the HoloLens 2 device shows that 
communication with experts is possible at a noise level of up to 75-80 dB. Extensive operation of 
industrial machines also affects the quality of AV transmission, verified based on both the meas-
urements of signal strength and a subjective assessment of employees. Therefore, applied in an 
industrial environment, the applications may require the use of Wi-Fi signal amplifiers [37]. 

Despite the above-mentioned limitations, users expressed a very positive opinion on both so-
lutions and emphasized how valuable for them were the functions related to remote expert sup-
port, annotation and the possibility of sending photos, diagrams and other multimedia content.  

The obtained results are new – the scientific contribution is clear determination of Wi-Fi and 
ambient noise conditions, under which a Mixed Reality application can function in the factory 
floor, which was not fully known in earlier literature. The results were implemented in selected 
industrial companies. 

Further research planned by the authors will include, among others, tests in real conditions – 
in a factory floor, and a study of the impact of using Wi-Fi signal amplifiers on the audibility, file 
transmission and ability to carry out machine repairs or inspections using the described AR re-
mote support applications. Another factor to consider is the use of a headphones and microphone, 
connected to an MR device, with active background noise suppression. Before implementing AR 
Remote support technology, managers who want to modernize manufacturing process should ex-
amine the factory floor conditions and consider the implementation of the above-mentioned so-
lutions. However, until we carry out the research, we are not able to assess their effectiveness. 
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A B S T R A C T  A R T I C L E   I N F O 
In recent years, there have been more and more collaborative workplaces in 
different types of manufacturing systems. Although the introduction of collab-
orative workplaces can be cost-effective, there is still much uncertainty about 
how such workplaces affect the capacity of the rest of production system. The 
article presents the importance of introducing collaborative workplaces in 
manual assembly operations where the production capacities are already lim-
ited. With the simulation modelling method, the evaluation of the introduction 
impact of collaborative workplaces on manual assembly operations that repre-
sent bottlenecks in the production process is presented. The research presents 
two approaches to workplace performance evaluation, both simulation model-
ling and a real-world collaborative workplace example, as a basis of a detailed 
time study. The main findings are comparisons of simulation modelling results 
and a study of a real-world collaborative workplace, with graphically and nu-
merically presented parameters describing the utilization of production capac-
ities, their efficiency and financial justification. The research confirms the ex-
pediency of the collaborative workplaces use and emphasise the importance of 
further research in the field of their technological and sociological impacts. 
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1. Introduction 
Optimization of production systems has been an attractive research field for many decades. Re-
searchers are constantly wondering how to improve production system capacity or use it as effi-
ciently as possible. In recent years, there have been an increasing number of collaborative ma-
chines that, together with workers, form high flexible, economically justified collaborative work-
places. Collaborative machines are to some extent already well studied, but their impact on the 
collaborative workplace, on workers and more broadly on the manufactured system is often un-
known. Where is the turning point when a collaborative workplace is economically, socially and 
from a capacity standpoint justified? We want to answer this complex research question. 

Researchers have been asking for years who is working with whom (human with robot, or vice 
versa) [1]. This issue, given the complexity of the social dimensions of the collaborative workplace 
and the security parameters, raises a lot of unanswered questions from the worker's point of view 
[2]. The findings show that we are talking about a hybrid research area, associated with a concept 
of Industry 5.0 [3, 4], where safety meets ergonomics, technological efficiency, and the unanswered 
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question of the integrated impact of collaborative workplaces on the production system [5]. As we 
know, proper ergonomic analysis of workplaces significantly improves their productivity [6], but 
this is only proven in manual assembly workplaces; how different production parameters can af-
fect the collaborative workplace is not known. Only general guidelines for the preparation and 
arrangement of the collaborative workplaces are given [7], where the authors still draw parallels 
with the manual assembly workplaces [8]. The shortcomings of such research are highlighted 
when we want to analyse in detail the impact of collaborative workplaces on the sustainable jus-
tification of the production system [9]. The authors cite limitations in terms of different time, cost 
and technological suitability of collaborative workplace parameters. Determining the appropriate 
"collaborative" parameters [10] is crucial in the use of efficient and safe (for worker and robot) 
workplaces [11]. Research work presents that states of safe parameters of speed and acceleration 
of collaborator robots in a common workspace [12], but how the change of parameters affects the 
efficiency of the collaborative workplace and other production capacities is hard to define [13]. 
Due to these limitations, researchers want to provide a general methodology for the introduction 
of collaborative workplaces [14], but when one of the general advantages is high flexibility of col-
laborative machines and associated production systems [15] in which we include them, the im-
plementation is very demanding, most often made individually [16]. The answers to the questions 
about the feasibility of introducing collaborative workplaces must thus respond to an appropriate 
investment strategy [17] and the sustainable justification of such workplaces and their wider im-
pact [9]. Correlations between these parameters [18] can be well represented by simulation mod-
elling methods [19], where an integrated approach to planning and deployment of collaborative 
workplaces can be evaluated and the collaborative workplace constructed accordingly [20]. Re-
cent research shows that it will be necessary to know the technological behaviour of the collabo-
rating machine and, more importantly, its sociological impact on the co-worker [21]. The response 
that a co-worker may have to a collaborative workplace is complex and individual according to 
the employee's condition. More broadly, the impact of a collaborative workplace can significantly 
change production capacities and their efficiency. It should be emphasized that the collaborative 
workplace can be placed in different types of production systems, in different configurations, 
which represent an additional complexity of its optimization [22]. 

In our research work we want to answer the question of determining the collaborative work-
place parameters (time study and financial norms) when introducing it into an existing produc-
tion system. In doing so, we focus on the use of simulation modelling methods and the evaluation 
of a real-world collaborative workplace. Data from detailed time and costs analysis will enable the 
implementation and comparison of the broader impact of the collaborative workplace on the en-
tire production system, where a comparison will be made between manual assembly and collab-
orative workplaces. The research is based on the study of the production system of assembly line 
and attempts to improve its limited production capacity. 

2. Problem description 
Optimizing an assembly production line system is a major challenge if the system is already at the 
minimum possible takt time and is no longer able to optimize assembly processing time for indi-
vidual workplaces. Such an assembly line system, when orders increase, faces the inability to 
achieve the desired quantity of products with limited assembly capacities. In recent years, manual 
assembly workplaces have been automated and robotized, and such workplaces have some limi-
tations as production capacity increases, investment costs increase, new equipment is introduced, 
and the size of such fully automated cells increases assembly line footprint. Given that the assem-
bly line production system presented in Fig. 1 and the corresponding processing time data in Ta-
ble 1 indicate assembly line constraints at manual assembly workplaces Mas8 and Mas9, where the 
assembly processing time is equal to the line takt time. The question of the feasibility of introduc-
ing collaborative workplaces where the manual assembly is upgraded with the capacities of a col-
laborative robot, whose initial investment and introduction to an existing job is less demanding, 
is questionable. 
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2.1 Production system description 

The research problem deals with the products assembly line with ten manual assembly work-
stations (Mas) and associated workstations processing times (work-element times) presented in 
Fig. 1 and Table 1 respectively. The assembly line production system has a certain line takt time 
of 54 s, a constant speed of the conveyor belt of 1.2 m/min, an additional mark-up coefficient of 
the conveyor belt length of 0.05. The assembly line is carried out in three shifts in five working 
days a week. Workers in the manual jobs of the assembly have a certain useful number of working 
hours in a shift, lasting 7.5 h. Transport to the initial station of the assembly line and shipment of 
finished products is carried out with the use of forklifts. Input semi-finished products and compo-
nent assembly accessories are always available to the assembly workers. 

Table 1 Assembly line manual workplaces processing times 
Workplace Mas1 Mas2 Mas3 Mas4 Mas5 Mas6 Mas7 Mas8 Mas9 Mas10 

Processing time (s) 52 51 49 48 52 51 52 54 54 48 
 

 
Fig. 1 Production system – manual assembly line with ten workplaces (3D model) 

Eqs. 1 to 7 represent a numerical calculation of the assembly line characteristics. Numerically 
determined parameters are consistent with real-world production systems and serve as a basis 
for building a simulation model. For further calculations, next variables are defined: 

takt Takt time 
Uc Useful capacity 
nc Useful number of working hours in one shift  
ns Number of shifts 
ηc Worktime efficiency coefficient 
ηl Line efficiency coefficient  
Qe Quantitative efficiency 
Md Number of workplaces 
lc Conveyor length  
kl Mark-up coefficient for the conveyor length 
vc Conveyor speed 
dw Distance between workplaces 
dp Distance between products on the conveyor 
tf Product’s flow time 
t1 Operation processing time 
E Additional number of products on the conveyor 

Eq. 1 defines useful capacity of the assembly line per working day, including three shifts work-
ing schedule, 7.5 h of useful working hours and worktime efficiency coefficient of 0.92. High work-
time efficiency coefficient is used in relation to assembly line characteristics. 

                                      𝑈𝑈𝑐𝑐 = 𝑛𝑛𝑠𝑠 · 𝑛𝑛𝑐𝑐 · 𝜂𝜂𝑐𝑐 = 3 · 7.5 · 0.92 = 20.7 h
day

  or  1242 min
day

                                      (1) 
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In corelation to defined takt time of 0.9 min, which is minimum possible takt time for presented 
operations in Table 1, and defined line’s useful capacity, quantitative efficiency is defined as pre-
sented in Eq. 2. 
                                                                𝑄𝑄𝑒𝑒 = 𝑈𝑈𝑐𝑐

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
= 1242

0.9
= 1380 pcs

day
                                                                     (2) 

With the know number of workplaces (Md = 10), takt time and total processing time the final 
assembly line theoretical efficiency is determinated by Eq. 3. 

                                                       𝜂𝜂𝑙𝑙 = ∑𝑡𝑡1
𝑀𝑀𝑑𝑑 · 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

= 509
10·54

= 0.943  or  94.3 %                                                   (3) 

Defined number of workplaces, known distance between workplaces (dw = 2.16 m) and pro-
posed mark-up coefficient for the conveyor length (kl = 0.05) the optimum conveyor length is de-
fined by Eq. 4: 
                                      𝑙𝑙𝑐𝑐 = 𝑀𝑀𝑑𝑑 · 𝑑𝑑𝑤𝑤 · (1 + 𝑘𝑘𝑙𝑙) = 10 · 2.16 · (1 + 0.05) = 22.68 m                                  (4) 

Distance between products on the conveyor (dp) is known when the speed of conveyor is de-
fined (vc = 1.2 m/min) and multiplied with the takt time of 0.9 min. Shown by the Eq. 5: 

                                                           𝑑𝑑𝑝𝑝 = 𝑣𝑣𝑐𝑐 · 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 1.2 · 0.9 = 1.08 m                                                             (5) 

An additional number of products on the conveyor is defined by the Eq. 6. 

                                                     𝐸𝐸 = (𝑀𝑀𝑑𝑑 − 1) · 𝑑𝑑𝑤𝑤
𝑑𝑑𝑝𝑝

= (10 − 1) · 2.16
1.08

= 18                                                     (6) 

Knowing the number of workplaces, additional number of products on the conveyor, distance 
between workplaces and distance between products on the conveyor products’ flow time can be 
defined by Eq. 7. 
                                             𝑡𝑡𝑓𝑓 = (𝑀𝑀𝑑𝑑 + 𝐸𝐸) · 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = (10 + 18) · 0.9 = 25.2 min                                       (7) 

2.2 Collaborative workplace (CWas) description 

Our own designed flexible collaborative workplace, in Fig. 2, consist of a worktable ⑦, a collabo-
rative robot UR3e ⑧, a collaborative gripper Robotiq 2F-85 ⑨, a pallet of semi-finished products 
④, pallet of finished products ⑤, and three types of semi-finished products need to be assembled 
(type one yellow brick ①, type two green brick ② and type three 4×2 brick ③). 

To run simulation models and study the capacity of the assembly line production system, it was 
necessary to determine the processing time of collaborative assembly operation between worker 
and collaborative robot. To determine the most accurate processing times, we carried out the time 
study evaluation with different speeds and accelerations of the collaborative robot (Table 2), eval-
uating different workers, in sitting and standing positions.  

         
Fig. 2 Layout of a collaborative workplace 
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Table 2 Collaborative robot speeds and acceleration data 
Linear movement  Joint movement 

Speed (%) (mm/s) Acceleration (%) (mm/s2) add Speed (%) (°/s) Acceleration (%) (°/s2) 
100 750 100 2000  100 180 100 360 
80 600 80 1600  80 144 80 288 
60 450 60 1200  60 108 60 216 

By performing evaluation of the seventy-two iterations of the assembly operation, we were able 
to accurately determine the collaborative workplace’s processing time, human operational time, 
optimal speed of the collaborative robot, and gain a better understanding of the collaborative ro-
bot influence on the worker.  

The assembly operation consisted of simple assembling of three semi-finished products ①, ② 
and ③ into one finished product ⑤. In the initial stage, the collaborative robot picks up a semi-
finished product ③ and move it to the assembly location (Fig. 2). At the assembly location, col-
laborative robot stops and waits for the worker to attach two semi-finished products ① and ②. 
At this stage of the assembly operation, the worker attaches two semi-finished products ① and 
② to the semi-finished product ③, which is held in the collaborative gripper. The attachment 
position of the two semi-finished products ① and ② was determined, the green brick ① is al-
ways at the top, the yellow brick ② is always at the bottom, while the order of the composition 
is: first the yellow brick is attached followed by the green brick. After the three semi-finished 
products ①, ② and ③ were assembled into a finished product ⑤, the collaborative robot move 
and place the finished product on the pallet with the finished products. The working process is 
finished when the pallet of finished products ⑥ is filled. It should be noted that the work process 
was carried out in a laboratory environment, so the position of the semi-finished products pallet 
④ was fixed, while in a real-world assembly line operation the pallet would be transported by a 
conveyor. 

3. Simulation modelling 
Given the presented line assembly production system and the problem of improving limited pro-
duction system capacity by introducing collaborative workplaces, we used simulation modelling 
to build a simulation model of the assembly line production system and to analyse the collabora-
tive workplace in detail. Initially, the input parameters of the assembly line production system 
presented in Section 2 were upgraded by numerical modelling of the manual and collaborative 
workplaces costs, further used to study individual workplaces financial justification. 

For the simulation model, the workplaces cost calculation (Mas and worker-robot collaborative 
workplace CWas) was performed. Table 3 presents the data and cost calculation of the workplaces 
provided for the results implementation into a discrete event simulation environment Simio. Ob-
tained data provides the basis for the validation of the obtained results in Section 4. 

Table 3 Workplaces cost calculation data  
Cost calculation parameter Mas CWas 

Purchase value of the machine (€) 11,666 35,000 
Machine power (kW) 0.1 0.1 
Workplace area (m2) 6 6 
Depreciation period (year) 7 7 
Useful capacity of the machine (h/year) 5216 5670 
Machine write-off value (€/h) 0.32 0.88 
Interest (€/h) 0.01 0.03 
Maintenance costs (€/h) 0.02 0.06 
Production system area costs (€/h) 0.12 0.11 
Electrical energy consumption costs (€/h) 0.02 0.02 
Machine operational costs (€/h) 0.49 1.1 
Workplace total costs (€/h) 11.54 12.76 
Workplace cost per item (€/piece) 0.173 0.185 
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3.1 Production system modelling 

The assembly line production system was modelled in the Simio software environment. The sim-
ulation model shown in Fig. 3 represents the assembly line, where all ten workplaces are devoted 
to manual assembly stations. The input parameters of the assembly line are the same as presented 
in Section 2, in addition, the parameters of workplaces costs evaluation according to mathematical 
modelling in Section 3 are added. The simulation model operates in three shifts, five working days 
a week. The model assumes that input materials and semi-finished products are always available, 
the system operates at 94.3 % efficiency rate. There are no unknown failures during the assembly 
operation. The main purpose of the simulation model is to evaluate the possibility of introducing 
collaborative workplaces to existing manual assembly workplaces with limited capacity. 

In the intermediate graphic presentation (Fig. 3) we can observe that in the manual assembly 
jobs M_As8 and M_As9 bottlenecks of the production system appear, potentially these two manual 
assembly workplaces represent the final capacity of the evaluated assembly line. Since these two 
workplaces are about equalizing the time of the assembly cycle and the time of the assembly line 
takt time, it is advisable to optimize these two workplaces to raise production system capacity. 

 
Fig. 3 Simulation model of the manual workplace’s assembly line (2D model) 

As a proposal to increase the production system capacity, the assembly line in Fig. 4 represents 
the introduction of one collaborative workplace, where one worker serves two collaborative ro-
bots. Fig. 4 shows this workplace with one AsCw1 worker workplace and two collaborative robots 
in AsCr1 and AsCr2 workplace. As shown, instead of ten workers in production, we now have only 
nine workers. In consideration, we have eight manual assembly workplaces and one collaborative 
workplace including worker and two robots. With the input parameters of the production system, 
all parameters of manual assembly workplaces remain unchanged. We added the input data for 
the collaborative workplace. The preliminary phase of graphic presentation of the simulation 
model shows the elimination of previous (Fig. 3) bottlenecks and the potential increase in the 
production system characteristics. 

 
Fig. 4 Simulation model of the proposed collaborative workplaces assembly line 

3.2 Collaborative workplace modelling 

Collaborative workplace design and collaborative assembly operation were modelled in Siemens 
Process Simulate environment. The Process Simulate software environment allows us to model 
different systems or scenarios, simulate operations (machine or human), analyse human move-
ments, optimize the production system, create robot programs, etc.  

We have started by modelling the collaborative workplace and added all the necessary compo-
nents for the collaborative work process, as shown in Fig. 5a. To perform the actual simulation, 
we first had to define the correct kinematics of the collaborative robot and the collaborative grip-
per. Properly defined kinematics is crucial to the functionality of the simulation model, as the same 
program of collaborative robot is running inside the simulation model as in the real-world 
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application. After defining the exact locations of components, we have started to create the pro-
gram for collaborative robot. In the program, we adjusted the movement of collaborative robot 
according to the range, kinematics, speed, type of movement and human safety. After completing 
the program in Process Simulate environment, we have transferred the program from the virtual 
to the real-world collaborative robot, through an integrated interface, where we only checked 
proper functioning and safety of the program. 

After ensuring the relevance of the collaborative robot and the human-robot collaboration, the 
collaborative operation was simulated (Fig. 5b). The goal of simulating human work was to com-
pare the simulation processing time against a real-world study human processing time.  

Table 4 shows the results of the real-world collaborative workplace time study evaluation, in 
which we conducted a time study of four workers with different ages (between 25 and 45 years). 
Workers were instructed for the correct assembly operation order and needed collaborative 
workplace knowledge. When performing time study, we have unknowingly changed the speed of 
the robot for the workers and automatically measured and recorded the assembly process pro-
cessing time. We performed seventy-two iterations to study the time of the collaborative assembly 
operation. The results in Table 4 represent the average results of these iterations for an individual 
worker and total average assembly processing time with respect to the robot speed and accelera-
tion. The total average processing time of collaborative assembly was used in both the simulation 
model of the production system, in Simio, and the collaborative workplace, in Process Simulate. 
 

 
Fig. 5 Simulation model of human-robot collaboration 

Table 4 Real-world evaluated workers (Wi) collaborative workplaces processing times 
 Workers processing time (s) 

Robot speed/acceleration (%) W1 W2 W3 W4 Average 
60 90.146 89.796 86.950 86.566 88.36 
80 81.038 75.234 68.444 67.434 73.04 

100 64.544 62.108 59.286 63.318 62.31 

4. Results and discussion 

The results in Table 5 show the simulation modelling results of the costs and the utilization rate 
of an individual manual assembly workplaces. The workplaces cost depends on the number of 
processed products in the simulation time of five working days, working in three shifts. According 
to the determination of the assembly line production cost per individual piece and the type of 
workplace (data presented in Table 3), we can see how the costs affect the number of production 
pieces on the assembly line. More important is the parameter of workplace utilization, for which 
the utilization of the first workplace Mas1 is not relevant, since the simulation model assumes a 
constant supply of semi-finished products to the first assembly workplace. However, we can see 
that the highest utilization rate is in the workplaces Mas5, Mas7, Mas8 and Mas9. Based on a detailed 

a) b) 
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analysis (throughput time, average time in station and number of entered/exited products) of the 
results, we find that the bottleneck of the production system is represented by the workplaces 
Mas8 and Mas9, where the assembly processing time is equal to the assembly line takt time. Work-
places Mas8 and Mas9 are at the maximum of their capacity and prevent smooth flow of products 
through other workplaces. As we can see, the numerical results confirm the preliminary graphical 
representations of the simulation model and suggest the importance of optimizing these two 
workplaces. 

When introducing a collaborative workplace (replacement of the Mas8 and Mas9), which contains 
one CWas1 robot collaborative workplace and two CR1 and CR2 collaborative robots, the simulation 
results in Table 6 prove the feasibility of introducing such workplaces at evaluated assembly line. 
Table 6 shows the simulation results according to three different speed levels of collaborative 
robots. The results, as in Table 5, show the values of job costs according to the number of assem-
bled products and associated to workplace utilization rate. As we can see, at 60 % of the robot's 
speed, the bottleneck in the assembly line workplace is already eliminated, in which case the col-
laborative worker and the robot are equally utilized (CWas1: 92.2 %, CR1: 84.14 % and CR2: 85.45 %). 
The results of utilization rate prove a consistency of other manual assembly workplaces, which, 
however, approach the maximum capacity according to the results. Given the value of the cost per 
piece, we see a huge reduction in the cost of collaborative compared to manual assembly work-
places. Reducing costs is essential, as two collaborative robots represent significantly lower costs 
than one additional worker. 

As the speed of the robots increases, their occupancy decreases (robots have more capacity to 
be used), but this does not significantly affect the rest of the assembly line workplaces, as the op-
erator needs his/her time to properly assemble the parts on the collaborative robot. The cost of a 
collaborative workplace does not change, at all different speeds, the collaborative workplace en-
ables the production of all available semi-finished products to be assembled. Based on the results, 
we can conclude that the production capacities are increased but the other workplaces’ capacity 
is limited, potentially appearing new production line bottlenecks. 

Table 5 Simulation model manual assembly line results 
WP type Mas1 Mas2 Mas3 Mas4 Mas5 Mas6 Mas7 Mas8 Mas9 Mas10 
Cost (€) 939.39 939.23 939.06 939.06 938.74 938.57 938.41 903.48 903.31 903.15 

Utilization (%) 100 98.06 94.2 92.26 99.93 97.99 99.9 99.88 99.86 88.75 

Table 6 Simulation model collaborative workplace assembly line results 
CR1 and CR2 speed and acceleration 60% Average CWas1 processing time 88.36 s 

WP type Mas1 Mas2 Mas3 Mas4 Mas5 Mas6 Mas7 CWas1 CR1 CR2 Mas10 
Cost (€) 939.39 939.23 939.06 939.06 938.9 938.57 938.41 938.244 29.78 30.25 937.26 

Utilization (%) 100 98.06 94.2 92.26 99.93 97.99 99.9 92.2 84.14 85.45 92.1 
CR1 and CR2 speed and acceleration 80% Average CWas1 processing time 73.04 s 

WP type Mas1 Mas2 Mas3 Mas4 Mas5 Mas6 Mas7 CWas1 CR1 CR2 Mas10 
Cost (€) 939.39 939.23 939.06 939.06 938.74 938.57 938.41 938.24 29.78 30.27 937.75 

Utilization (%) 100 98.06 94.2 92.26 99.93 97.99 99.9 92.2 69.55 70.7 92.14 
CR1 and CR2 speed and acceleration 100% Average CWas1 processing time 62.31 s 

WP type Mas1 Mas2 Mas3 Mas4 Mas5 Mas6 Mas7 CWas1 CR1 CR2 Mas10 
Cost (€) 939.39 939.23 939.06 938.9 938.74 938.57 938.41 938.24 29.78 30.28 937.91 

Utilization (%) 100 98.06 94.2 92.26 99.93 97.99 99.9 92.2 59.33 60.33 92.16 

Table 7 and Fig. 6 show the comparative average simulation results on which we find that the 
assembly line total cost in comparison with manual assembly workplace costs and the introduc-
tion of one collaborative workplace are reduced by 8.34 %. The reduction of the average work-
places utilization is minor, as collaborative robots are at any speed fully occupied. We can see that 
just one collaborative robot would be too few. In this case, the worker in the collaborative work-
place would have to wait a long time for the next assembly operation to be performed, that time 
is significantly less justified in terms of cost and capacity than serving a pair of collaborative ro-
bots. Given the number of finished products, we can assume that the average number of finished 
products increases by 3.83 %, when introducing a collaborative workplace, at this state the num-
ber of finished products approaches the theoretical capacity of the production system. The theo-
retical assembly line capacity is limited by the longest processing time of the individual workplace. 
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In current state it is represented by the workplaces Mas5 and Mas7, with a processing time of 52 s. 
An interesting fact is the number of unfinished products in the production system (remaining 
products in system RPis), which represents the size of intermediate stocks. Considering that there 
were bottlenecks in the manual assembly line, we can see that this number is reduced by as much 
as 93.67 % in the introduction of the collaborative workplaces. This result demonstrates how the 
elimination of bottlenecks has a positive impact on production capacity and its justification. 

Fig. 7 shows a simulation model of the product assembly process and time study of needed 
worker time to assembly one product. With the help of a simulation model, we can accurately 
determine the phases of assembly, the needs of the worker movement and the robot operations. 
The simulation model itself assumes the optimal speeds of such a collaborative workplace in core-
lation to the input parameters. Created simulation model assumes the assembly of one product, 
which includes three semi-finished products. The assembly phase is divided into five sub-phases 
(phase a – starting position, phase b – preparation of yellow and green semi-finished product, 
phase c – placement of yellow semi-finished product on a semi-finished product in robot gripper, 
phase d – placement of green semi-finished on a semi-finished product in robot gripper and phase 
e – final worker position). The initial assembly time is represented by the variable ts = 0 s and the 
final time of the worker assembly phase by the variable tf. The results prove that the simulation 
model predicted the working time of the worker assembly per product it would be 2.04 s, which 
is on average equivalent to 80 % of the robot speed criteria compared to the results in Table 8 
where the four-worker real-world time study was performed. 

Four evaluated workers have assembled nine consecutive products during the study. In Table 
8, the results of the individual assembly processing times are captured between t1 and t9. Workers 
assembled the product in a sitting position at three different robot speeds, unaware of the real 
speed of the robot. Presented results prove that different workers, and their working abilities can 
affect the assembly operation processing time, as shown in a simulation model, an average assem-
bly processing time can be used for variety of workers. The results prove the expediency of eval-
uating the collaborative workplace in both real and simulation environments. 

Table 7 Manual vs. collaborative workplace comparison results 
AL Type Mas CR speed 60 % CR speed 80 % CR speed 100 % 

Total AL costs (€) 9282.4 8508.2 8508.5 8508.5 
Average utilization (%) 97.1 94.2 91.5 89.7 

Throughputs (pcs) 5507 5714 5717 5718 
RPis (pcs) 221 14 11 10 

 
 

 
Fig. 6 Workplace comparison results 
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Fig. 7 Collaborative workplace simulation model – product assembly phases 

Table 8 Real-world collaborative workplace worker product assembly processing time study 
Worker 1, age of 46 years 

CR speed (%) Workers assembly processing time by product (s) 
t1 t2 t3 t4 t5 t6 t7 t8 t9 

60 1.956 2.056 2.008 1.900 2.536 2.264 3.122 2.082 2.616 
80 1.898 2.184 2.124 1.982 1.084 2.076 1.830 1.922 1.944 

100 2.044 2.192 2.012 1.958 2.460 1.940 2.338 1.754 2.356 
Worker 2, age of 27 years 

CR speed (%) Workers assembly processing time by product (s) 
t1 t2 t3 t4 t5 t6 t7 t8 t9 

60 2.262 1.496 1.700 1.684 3.506 1.594 1.624 1.628 1.966 
80 1.984 2.672 1.602 1.660 1.558 1.860 1.862 2.066 1.824 

100 2.056 4.380 1.960 1.722 1.914 1.884 1.449 2.178 2.048 
Worker 3, age of 29 years 

CR speed (%) Workers assembly processing time by product (s) 
t1 t2 t3 t4 t5 t6 t7 t8 t9 

60 1.674 1.474 1.358 1.254 1.230 1.454 1.118 1.370 1.184 
80 1.416 1.460 1.366 1.330 1.350 1.758 1.306 1.454 1.288 

100 1.400 1.314 1.414 1.406 1.468 1.226 1.422 1.448 1.118 
Worker 4, age of 25 years 

CR speed (%) Workers assembly processing time by product (s) 
t1 t2 t3 t4 t5 t6 t7 t8 t9 

60 1.406 1.922 1.242 1.358 1.366 1.240 1.594 1.380 1.700 
80 1.126 1.552 1.196 1.016 1.698 1.152 1.362 1.336 1.164 

100 1.770 1.566 1.644 1.106 1.682 1.658 1.478 1.222 1.222 
 

The obtained results prove the expediency of introducing collaborative workplaces in the po-
sitions of manual workplaces with limited capacities. The positive impact of collaborative work-
places is reflected in the entire production system capacity increase. 

Presented simulation results of manual workplaces prove that they can identify bottlenecks in 
the production system, which need to be eliminated to achieve higher production capacities. De-
scribed graphical and numerical results accurately describe the place where the introduction of a 
collaborative workplaces is appropriate. In the present case, this is the Mas8 and Mas9 workplaces, 
where the workplaces processing time is equal to the line takt time. 

With the help of simulation modelling, we have introduced a collaborative workplace to this 
assembly line station, where one worker serves two collaborative robots. The collaborative robot 
operates in three different modes of speed and acceleration. Based on the results, we find that the 
correct setting of the speed of the collaborative robot is key to achieving full utilization of capaci-
ties of the collaborative workplace. It should be noted that exceeding the optimal speed of a col-
laborating robot may have a negative impact on the worker, as excessive speed and acceleration 
cause discomfort to the worker and longer waiting times for the robot to proceed with the next 
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operation. At too high robot speeds and inability to achieve shorter assembly times on the side of 
the worker, congestion can occur due to poorly performed work of the worker. The correct choice 
of robot speed and the corresponding optimal process time of robot service is crucial, as evi-
denced by the simulation results of the collaborative workplace impact on the production system, 
where we see that the increasing robot speed beyond the robot service limit has no positive effect 
on the collaborative workplace production system. In general, we can see that elimination bottle-
neck in the manual assembly workstation can be eliminated by introducing collaborative work-
place. In the evaluated case the costs of workplaces of entire production system have reduced by 
8.34 %, the number of finished products has increased by 3.83 %, elimination of production sys-
tem bottleneck decreased the remaining product in system by 93.67 %. 

A detailed time study of the collaborative workplace confirms that all workers have an associ-
ated work rhythm that is not necessarily always the same for all workers. Since, we are talking 
about a collaborative workplace, where the robot cooperates directly with the workers, adjusting 
the processing time of the collaborative operation makes sense if this time is within the estimated 
time of the workplace, and it does not negatively affect the rest of the system utilization. It should 
be added that each worker has his own preferences regarding of the assembly position, both the 
worker and the robot (ergonomics and positions studies). Different workers feel more comforta-
ble at different robot speeds. It makes sense to take all technological and sociological influences 
into account as much as possible when planning collaborative workplaces, thus ensuring maxi-
mum production system capacities. 

5. Conclusion 
In our research work, we have focused on presenting the impact of collaborative workplaces on 
the entire production process capacity, which is positive with the presented results. We presented 
various simulation models, both manual assembly workplaces, and the introduction and impact 
of collaborative workplaces on production capacity. A detailed time study of the assembly time 
impact of both the real-world collaborative workplace and the simulation model was presented. 
The presented results showed a positive degree of correlations and the specificity of the use of 
both approaches to achieve effective capacity planning. Of course, the results and findings, along 
with positive answers to the initial research question, raised many questions about how to opti-
mally construct and prepare a collaborative workplace that could fully utilize both worker and 
robot capacities and effectively consider both technological and sociological aspects. In the future 
research work, we will focus on a detailed study of the technological and sociological aspects of 
collaborative workplaces and their correlation. Even though the presented research work deals 
with assembly line production, collaborative workplaces, with their great flexibility, can be used 
in different types of production at different workplaces. However, as can be seen from the results, 
their justification in relation to capacity utilization needs to be studied in detail in future. 
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A B S T R A C T  A R T I C L E   I N F O 
Multi-criteria decision-making is important, and it affects the efficiency of a 
mechanical processing process as well as an operation in general. It is under-
stood as determining the best alternative among many alternatives. In this 
study, the results of a multi-criteria decision-making study are presented. In 
which, sixteen experiments on turning process were carried out. The input 
parameters of the experiments are the cutting speed, the feed speed, and the 
depth of cut. After conducting the experiments, the surface roughness and the 
material removal rate (MRR) were determined. To determine which experi-
ment guarantees the minimum surface roughness and maximum MRR simul-
taneously, four multi-criteria decision-making methods including the MAIR-
CA, the EAMR, the MARCOS, and the TOPSIS were used. Two methods the 
Entropy and the MEREC were used to determine the weights for the criteria. 
The combination of four multi-criteria making decision methods with two 
determination methods of the weights has created eight ranking solutions for 
the experiments, which is the novelty of this study. An amazing result was 
obtained that all eight solutions all determined the same best experiment. 
From the obtained results, a recommendation was proposed that the multi-
criteria making decision methods and the weighting methods using in this 
study can also be used for multi-criteria making decision in other cases, other 
processes. 
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1. Introduction 
Multi-criteria decision-making methods are used in many fields. These methods help to compare 
alternatives and find the best one [1]. For a mechanical machining process as well as a turning 
process, multi-criteria decision-making is very important. It can be said that because among 
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many input parameters to evaluate the turning process, sometimes there are parameters that 
the objective function sets for them are often opposite. For example, when high-speed turning to 
improve machining productivity, the tool wear rate is also large, causing the decrease of the tool 
life [2]. To increase the MRR, it is necessary to increase the feed rate and the depth of cut, but 
this increases the surface roughness [3]. Besides, to reduce the tool wear rate, it is necessary to 
increase the flow and the concentration of the coolant to reduce the cutting heat. However, doing 
that will not only increase the manufacturing cost but also affect the environment. In addition, 
increasing the machining productivity will often increase the cutting tool vibration, and lead to 
the reduction of the tool life and increase the surface roughness [4], etc. For the above reasons, 
many studies on multi-criteria decision-making for turning process have been carried out. 

The TOPSIS is the most used method for multi-criteria decision-making in many different 
fields [5, 6]. This method has also been used for multi-criteria decision-making for turning pro-
cesses in many studies. These studies usually focus on selecting optimal input process parame-
ters to ensure multiple criteria at the same time such as: Ensuring the minimum surface rough-
ness and the maximum MRR when processing Glass fiber reinforced polyester materials (GFRP) 
[7]; Ensuring all of six parameters of the surface roughness (including Rq, Ra, Rt, Rku, Rz, Rsm) have 
the same minimum value when turning GFRP materials [8]; Ensure the minimum surface rough-
ness (Ra and Rz) and the maximum MRR when turning EN19 steel [9]; Simultaneously ensuring 
the minimum surface roughness and tool wear rate, and the maximum MRR when turning 1030 
steel [10]; Simultaneously ensuring the minimum surface roughness, the cutting force, the tool 
wear and the cutting heat, and the maximum MRR when turning pure Titanium [11]. Ensuring 
the minimum surface roughness, the cutting force and the tool wear when turning CP-Ti grade II 
material [12]; Simultaneously ensuring the minimum surface roughness, the cutting force, the 
tool wear and the cutting temperature when turning Ti-6Al-4V alloy [13]; Simultaneously ensur-
ing the minimum surface roughness, and the maximum MRR when turning AISI D2 steel [14]; 
Simultaneously ensuring the minimum surface roughness, and the maximum MRR when turning 
Al 6351 alloy [15]; Simultaneously ensuring the minimum surface roughness, the minimum 
roundness deviation and the minimum tool wear when turning 9XC steel [16], etc. Recently, the 
TOPSIS method and six other methods including the SAW, the WASPAS, the VIKOR, the MOORA, 
the COPRAS, and the PIV, have been used in multi-criteria decision-making when turning 
150Cr14 steel and the best option was received for all of methods [17]. 

In the last few years, scientists have also proposed new decision-making methods. Three of 
those methods are MAIRCA, EAMR, and MARCOS methods. 

The MAIRCA method was first introduced in 2018 [18]. The outstanding advantage of this 
method over other methods is that the objectives can be in both qualitative and quantitative 
types. There have been several studies which applied this method to multi-criteria decision-
making. For example, determining the most effective time (year) in mergers and acquisitions of 
companies in Turkey during the period 2015-2019 [19]; determining the best performing airline 
out of eleven emerging airlines from Turkey, Mexico, China, Indonesia and Brazil [20]; selecting 
a partner for a food company in Turkey [21]; preventing the Covid-19 epidemic to the sustaina-
ble development of OECD countries [22]. 

The EAMR method was discovered in 2016 [23]. This method has been used for a number of 
studies such as: selecting partners to hire for logistics [24]; selecting contract types of health 
care services [25]; deciding the order quantity for each supplier to ensure environmental crite-
ria [26]. 

The MARCOS method was first used in 2019 [27]. This method has been applied in several 
studies such as: in the selection of intermediate modes of transport between countries in the 
Danube region [28]; for minimizing risks in the transportation [29], in selection of lifting equip-
ment for services in warehouses [30]; for the selection of human resources for transportation 
companies [31], or for the cost selection in the construction [32]. 

Although the three methods MAIRCA, EAMR and MARCOS have been used in some studies as 
described above, so far there has been no research on the application of any of these methods 
for multi-criteria decision-making for the turning process. The combination of three methods 
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(MAIRCA, EAMR and MARCOS) with TOPSIS method is the basis for assessing the accuracy of the 
results obtained. This is the first reason for doing this study. 

When performing multi-criteria decisions, an important task is to determine the weights for 
the criteria. This has a great influence on the ranking order of the alternatives [33]. If it is done 
by the decision maker, the accuracy achieved is not high because it depends on the knowledge as 
well as the subjective thoughts of that person. If it is determined by consulting the experts, its 
accuracy will depend on the experience of the experts as well as the way the questionnaires are 
presented, which is also very time consuming and high cost [34]. To overcome these limitations, 
it is necessary to determine the weights for the criteria based on mathematical models. In this 
way, the weight of the criteria is determined independent of the subjectivity of the decision 
maker. The Entropy is known as a method of determining weights with high accuracy, which has 
been used in many cases. When it is necessary to compare multi-criteria decision-making meth-
ods, the Entropy method is also recommended to use to determine the weights for the criteria 
[17]. 

MEREC is a weighting method which introduced in 2021 [35]. This method has been used to 
determine the weights for criteria such as: decision-making to determine the location of logistics 
distribution centers [36]; decision-making for documental classification [37]; etc. However, up 
to now this method has not been used to determine the weights for criteria in turning processes. 
The simultaneous use of two methods (the MEREC and the Entropy) to determine weights is the 
basis for evaluating stability when determining the best solution of multi-criteria decision-
making methods. This is the second reason for doing this study. 

Surface roughness and MRR are two commonly used parameters to evaluate turning process-
es. The reason is that the surface roughness has a great influence on the workability and durabil-
ity of the products through the wear resistance, the chemical corrosion resistance, and the accu-
racy of the joint (for tight joints) [3], while MRR is an important factor to evaluate the cutting 
productivity [38]. Besides, determining the values of these parameters is also simpler than other 
that of parameters, such as the cutting force, the cutting temperature, or the vibration in the 
cutting process. This is the reason why this study will also use the surface roughness and MRR as 
two indicators to evaluate turning process. 

This study presents the results of experimental research on turning process with two param-
eters to evaluate the turning process, namely surface roughness and MRR. In addition, the En-
tropy and the MEREC are two methods used to determine the weights for the criteria (surface 
roughness and MRR). Also, four methods including the MAIRCA, the EAMR, the MARCOS, and the 
TOPSIS will be used to make multi-criteria decision for turning process. The purpose of multi-
criteria decision-making is to ensure simultaneous minimum surface roughness and maximum 
MRR. 

2. Used methods of multi-criteria decision-making 
2.1 The MAIRCA method 

The steps to implement multi-criteria decision-making according to the MAIRCA method are as 
follows [18]. 

Step 1: Building the initial matrix according to the following equation: 

𝑋𝑋 =  �

𝑥𝑥11 ⋯ 𝑥𝑥1𝑛𝑛
𝑥𝑥21 ⋯ 𝑥𝑥2𝑛𝑛
⋮ ⋯ ⋮

𝑥𝑥𝑚𝑚1 ⋯ 𝑥𝑥𝑚𝑚𝑚𝑚

� (1) 

where m is the number of options; n is the number of criteria; xmn is the value of the n criterion in 
m. 
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Step 2: Determining the priority for an indicator. When the decision maker is neutral, the role of 
the indicators is the same (no priority is given to any). Then the priority for the criteria is the 
same and is calculated as follows: 

𝑃𝑃𝐴𝐴𝑗𝑗 =  1
𝑚𝑚

, j = 1, 2, …, n (2) 

Step 3: Calculating the quantities tpij according to the equation: 
𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖 =  𝑃𝑃𝐴𝐴𝑗𝑗 ∙  𝑤𝑤𝑗𝑗 , i = 1, 2, …, m; j = 1, 2,…,n (3) 

where wj is the weight of the j-th criterion. 

Step 4: Calculating the quantities trij according to the equations: 

𝑡𝑡𝑟𝑟𝑖𝑖𝑖𝑖 =  𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖 ∙ �
𝑥𝑥𝑖𝑖𝑖𝑖 −  𝑥𝑥𝑖𝑖−

𝑥𝑥𝑖𝑖+ − 𝑥𝑥𝑖𝑖−
� if j is the criterion the bigger the better (4) 

𝑡𝑡𝑟𝑟𝑖𝑖𝑖𝑖 =  𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖 ∙ �
𝑥𝑥𝑖𝑖𝑖𝑖 −  𝑥𝑥𝑖𝑖+

𝑥𝑥𝑖𝑖− − 𝑥𝑥𝑖𝑖+
� if j is the criterion as small as better (5) 

Step 5: Calculating the quantities gij according to the equation: 

𝑔𝑔𝑖𝑖𝑖𝑖 =  𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖 −  𝑡𝑡𝑟𝑟𝑖𝑖𝑖𝑖  (6) 

Step 6: Summing the gj values according to the equation: 

𝑄𝑄𝑖𝑖 =  �𝑔𝑔𝑖𝑖𝑖𝑖

𝑚𝑚

𝑖𝑖=1

 (7) 

Ranking the options according to the principle that the one with the smallest Qi is the better. 

2.2 The EAMR method 

The steps according to the EAMR method are summarized as follows [23]. 

Step 1: Building a decision matrix: 

𝑋𝑋𝑑𝑑 =  

⎣
⎢
⎢
⎡ 𝑥𝑥11

𝑑𝑑 ⋯ 𝑥𝑥1𝑛𝑛𝑑𝑑

𝑥𝑥21𝑑𝑑 ⋯ 𝑥𝑥21𝑑𝑑
⋮ ⋯ ⋮

𝑥𝑥𝑚𝑚1𝑑𝑑 ⋯ 𝑥𝑥𝑚𝑚𝑚𝑚𝑑𝑑 ⎦
⎥
⎥
⎤
 (8) 

where 1 ≤ d ≤  k, k is the number of decision makers; d is the index representing the decision maker d. 

Step 2: Calculating the mean value of each alternative for each criterion according to the equa-
tion: 

𝑥̅𝑥𝑖𝑖𝑖𝑖 =  
1
𝑘𝑘
�𝑥𝑥𝑖𝑖𝑖𝑖1 +  𝑥𝑥𝑖𝑖𝑖𝑖2 + ⋯+  𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘 � (9) 

It should be noted that k is the index of the k decision maker, not the exponent. 

Step 3: Determining the weights for the criteria. At this step, each decision maker can choose a 
different weighting method.  

Step 4: Calculating the average weighted value for each criterion according to the equation: 

𝑤𝑤�𝑗𝑗 =  
1
𝑘𝑘
�𝑤𝑤𝑗𝑗1 +  𝑤𝑤𝑗𝑗2 + ⋯+  𝑤𝑤𝑗𝑗𝑘𝑘� (10) 

Step 5: Calculating nij values according to the equation: 
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 𝑛𝑛𝑖𝑖𝑖𝑖 =  𝑥̅𝑥𝑖𝑖𝑖𝑖
𝑒𝑒𝑗𝑗

 (11) 
in which, ej is determined by the equation: 

𝑒𝑒𝑗𝑗 = max𝑖𝑖∈{1,…,𝑚𝑚}�𝑥̅𝑥𝑖𝑖𝑖𝑖� (12) 

Step 6: Calculating the normalized weight values according to the equation: 
𝑣𝑣𝑖𝑖𝑖𝑖 =  𝑛𝑛𝑖𝑖𝑖𝑖 ∙ 𝑤𝑤�𝑗𝑗 (13) 

Step 7: Calculating the normalized score for the criteria: 

𝐺𝐺𝑖𝑖+ =  𝑣𝑣𝑖𝑖1+ +  𝑣𝑣𝑖𝑖2+ + ⋯+  𝑣𝑣𝑖𝑖𝑖𝑖+  if j is the criterion the bigger the better (14) 

𝐺𝐺𝑖𝑖− =  𝑣𝑣𝑖𝑖1− +  𝑣𝑣𝑖𝑖2− + ⋯+  𝑣𝑣𝑖𝑖𝑖𝑖−  if j is the criterion as small as better (15) 

Step 8: The rank of value (RV) is found based on 𝐺𝐺𝑖𝑖+ and 𝐺𝐺𝑖𝑖−.  

Step 9: Calculating the evaluation score for the options according to the equation: 

𝑆𝑆𝑖𝑖 =  
𝑅𝑅𝑅𝑅(𝐺𝐺𝑖𝑖+)
𝑅𝑅𝑅𝑅�𝐺𝐺𝑖𝑖−�

 (16) 

The solution with the largest Si will be the best one, which is the ranking principle of the 
EAMR method. 

2.3 The MARCOS method 

The steps to implement multi-criteria decision-making according to the MARCOS method are as 
follows [27]. 

Step 1: Similar to step 1 of the MAIRCA method. 

Step 2: Constructing an initial matrix that expands by adding an ideal solution (AI) and the oppo-
site solution to the ideal solution (AAI) : 

𝑋𝑋 =  

AAI
A1
A2
⋮

Am
AI ⎣

⎢
⎢
⎢
⎢
⎡
𝑥𝑥𝑎𝑎𝑎𝑎1 ⋯ 𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎
𝑥𝑥11 ⋯ 𝑥𝑥1𝑛𝑛
𝑥𝑥21 ⋯ 𝑥𝑥2𝑛𝑛
⋮ ⋮ ⋮

𝑥𝑥𝑚𝑚1 ⋯ 𝑥𝑥𝑚𝑚𝑚𝑚
𝑥𝑥𝑎𝑎𝑎𝑎1 ⋯ 𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎 ⎦

⎥
⎥
⎥
⎥
⎤

 (17) 

where: 

AAI =  min (𝑥𝑥𝑖𝑖𝑖𝑖); i = 1, 2, …, m; j = 1, 2, …,  n  if j is the criterion the bigger the better. 

AAI = max (𝑥𝑥𝑖𝑖𝑖𝑖); i = 1, 2, …, m; j = 1, 2, …, n  if j is the criterion as small as better. 

AI = max (𝑥𝑥𝑖𝑖𝑖𝑖); i = 1, 2, …, m; j = 1, 2, …, n   if j is the criterion the bigger the better. 

AI = min (𝑥𝑥𝑖𝑖𝑖𝑖); i = 1, 2, …, m; j = 1, 2, …, n   if j is the criterion as small as better. 

Step 3: Calculating the normalized values according to the following equations: 

𝑢𝑢𝑖𝑖𝑖𝑖 =  𝑥𝑥𝐴𝐴𝐴𝐴
𝑥𝑥𝑖𝑖𝑖𝑖

                          if j is the criterion as small as better (18) 

𝑢𝑢𝑖𝑖𝑖𝑖 =  𝑥𝑥𝑖𝑖𝑖𝑖
𝑥𝑥𝐴𝐴𝐴𝐴

                          if j is the criterion the bigger the better (19) 

Step 4: Calculating the weighted normalized values using the equation: 

𝑐𝑐𝑖𝑖𝑖𝑖 =  𝑢𝑢𝑖𝑖𝑖𝑖  ∙  𝑤𝑤𝑗𝑗  (20) 
where wj is the weight of the criterion j. 

Step 5: Calculating coefficients Ki+ and Ki- by the following equations: 
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𝐾𝐾𝑖𝑖− =  
𝑆𝑆𝑖𝑖
𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴

 (21) 

𝐾𝐾𝑖𝑖+ =  
𝑆𝑆𝑖𝑖
𝑆𝑆𝐴𝐴𝐴𝐴

 (22) 

where Si, SAAI and SAI are the sum of the values of cij, xaai and xai, respectively; with i = 1, 2,..., m. 

Step 6: Calculating functions f(Ki+) and f(Ki-) by: 

𝑓𝑓(𝐾𝐾𝑖𝑖−) =  
𝐾𝐾𝑖𝑖+

𝐾𝐾𝑖𝑖+ + 𝐾𝐾𝑖𝑖𝑖𝑖
 (23) 

𝑓𝑓(𝐾𝐾𝑖𝑖+) =  
𝐾𝐾𝑖𝑖−

𝐾𝐾𝑖𝑖+ + 𝐾𝐾𝑖𝑖𝑖𝑖
 (24) 

Step 7: Calculating function f(Ki) according to the following equation and rank the alternatives: 

𝑓𝑓(𝐾𝐾𝑖𝑖) =  
𝐾𝐾𝑖𝑖+ + 𝐾𝐾𝑖𝑖−

1 +  
1 − 𝑓𝑓(𝐾𝐾𝑖𝑖+)
𝑓𝑓(𝐾𝐾𝑖𝑖+) +

1 − 𝑓𝑓(𝐾𝐾𝑖𝑖−)
𝑓𝑓(𝐾𝐾𝑖𝑖−)

 (25) 

Ranking the solutions according to the best solution is the one with the largest value of the 
function f(Ki). 

2.4 The TOPSIS method 

The steps performed in the TOPSIS method are described as follows [39, 40]. 

Step 1: Similar to step 1 of the MAIRCA method. 

Step 2: Calculating the normalized values of kij according to the equation: 

𝑘𝑘𝑖𝑖𝑖𝑖 =  
𝑥𝑥𝑖𝑖𝑖𝑖

�∑ 𝑥𝑥𝑖𝑖𝑖𝑖2𝑚𝑚
𝑖𝑖=1

 
(26) 

Step 3: Calculating the weighted normalized values using the equation: 

𝑙𝑙𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑗𝑗 × 𝑘𝑘𝑖𝑖𝑖𝑖 (27) 

Step 4: Determine the best solution A+ and the worst solution A- for the criteria according to the 
equations: 

𝐴𝐴+ =  �𝑙𝑙1+, 𝑙𝑙2+, … , 𝑙𝑙𝑗𝑗+, … , 𝑙𝑙𝑛𝑛+� (28) 

𝐴𝐴− =  �𝑙𝑙1−, 𝑙𝑙2−, … , 𝑙𝑙𝑗𝑗−, … , 𝑙𝑙𝑛𝑛−� (29) 

wherein 𝑙𝑙𝑗𝑗+ and 𝑙𝑙𝑗𝑗− are the best and worst values of the j criterion, respectively. 

Step 5: Calculating values 𝑆𝑆𝑖𝑖+ and 𝑆𝑆𝑖𝑖− by the following equations: 

𝑆𝑆𝑖𝑖+ =  ���𝑙𝑙𝑖𝑖𝑖𝑖 −  𝑙𝑙𝑗𝑗+�
2

𝑛𝑛

𝑗𝑗=1

 i = 1, 2, …, m (30) 

𝑆𝑆𝑖𝑖− =  ���𝑙𝑙𝑖𝑖𝑖𝑖 −  𝑙𝑙𝑗𝑗−�
2

𝑛𝑛

𝑗𝑗=1

 i = 1, 2, …, m (31) 
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Step 6: Calculating values 𝐶𝐶𝑖𝑖∗ by: 

                           𝐶𝐶𝑖𝑖∗ =  𝑆𝑆𝑖𝑖
−

𝑆𝑆𝑖𝑖
++ 𝑆𝑆𝑖𝑖

−                     i = 1, 2, …, m; 0 ≤ 𝐶𝐶𝑖𝑖∗ ≤ 1 (32) 

Step 7: Rank the alternatives according to the principle that the one with the largest Ci* is the 
best one. 

3. Used methods of determining the weight 
3.1 The Entropy method 

Determining the weights of the indicators by the Entropy method is performed according to the 
following steps [41]. 

Step 1: Determining the normalized values for the indicators: 

𝑝𝑝ij =
𝑥𝑥ij

𝑚𝑚 + � 𝑥𝑥ij
2

𝑚𝑚

𝑖𝑖=1

 
(33) 

Step 2: Calculating the value of the Entropy measure for each indicator: 

𝑚𝑚𝑒𝑒𝑗𝑗 = −��𝑝𝑝ij × ln(𝑝𝑝ij)�
𝑚𝑚

𝑖𝑖=1

− �1 −�𝑝𝑝ij

𝑚𝑚

𝑖𝑖=1

� × ln�1 −�𝑝𝑝ij

𝑚𝑚

𝑖𝑖=1

� (34) 

Step 3: Calculating the weight for each indicator: 

𝑤𝑤𝑗𝑗 =
1 −𝑚𝑚𝑚𝑚𝑗𝑗

∑ �1 −𝑚𝑚𝑚𝑚𝑗𝑗�𝑚𝑚
𝑗𝑗=1

 (35) 

3.2 The MEREC method 

The steps to determine the weights according to the MEREC method are as follows: [35]: 

Step 1: Similar to step 1 of the MAIRCA method. 

Step 2: Calculating the normalized values using the following equations: 

ℎ𝑖𝑖𝑖𝑖 =  min 𝑥𝑥𝑖𝑖𝑖𝑖
𝑥𝑥𝑖𝑖𝑖𝑖

                if j is the criterion the bigger the better (36) 

ℎ𝑖𝑖𝑖𝑖 =  𝑥𝑥𝑖𝑖𝑖𝑖
max 𝑥𝑥𝑖𝑖𝑖𝑖

                if j is the criterion as small as better (37) 

Step 3: Calculating the overall efficiency of the alternatives by the following equation: 

𝑆𝑆𝑖𝑖 =  ln �1 + �
1
𝑛𝑛
��ln�ℎ𝑖𝑖𝑖𝑖��
𝑛𝑛

𝑗𝑗

�� (38) 

Step 4: Calculating the efficiency of the alternatives according to the equation: 

𝑆𝑆𝑖𝑖𝑖𝑖′ =  ln �1 + �
1
𝑛𝑛
� �ln�hij��
𝑛𝑛

𝑘𝑘,𝑘𝑘≠𝑗𝑗

�� (39) 

Step 5: Calculating the absolute value of the deviations using the equation: 

𝐸𝐸𝑗𝑗 =  ��𝑆𝑆𝑖𝑖𝑖𝑖′ − 𝑆𝑆𝑖𝑖�
𝑚𝑚

𝑖𝑖

 (40) 
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Step 6: Calculating the weight for the criteria according to the equation: 

𝑤𝑤𝑗𝑗 =  
𝐸𝐸𝑗𝑗

∑ 𝐸𝐸𝑘𝑘𝑚𝑚
𝑘𝑘

 (41) 

4. Used materials and execution of turning experiment 
The experimental setup is described as follows: A conventional lathe ECOCA SJ460 (Taiwan) was 
used for the experiment. Besides, SKS3 steel samples with a diameter of 32 mm and a length of 
260 mm were selected. In addition, three input parameters including cutting speed, feed rate 
and depth of cut were investigated. The Taguchi method was used to design an orthogonal ma-
trix of 16 experimental runs (Table 1). After conducting the experiment, the MRR values were 
calculated according to the Eq. 42: 

MRR =  1
60
∙ 𝑛𝑛𝑤𝑤 ∙  𝜋𝜋 ∙  𝑑𝑑𝑤𝑤  ∙ 𝑓𝑓𝑑𝑑  ∙ 𝑎𝑎𝑝𝑝 (mm3/s) (42) 

where nw is the number of revolutions of the part per minute; dw is the diameter of the work-
piece; fd is the feed rate, and ap is the depth of cut (mm). 

The surface roughness was also determined at each test using an SJ-201 equipment. Table 1 
shows the obtained results of surface texture and MRR. 

From Table 1, the minimum surface roughness is 0.455 µm in option A13, but the maximum 
value of MRR is 362.046 mm3/s in option A7. It is therefore necessary to define an alternative 
where the surface roughness is considered to be the “minimum” and the MRR is considered the 
“maximum”. This work can only be done by using mathematical methods in decision-making, 
and of course a mandatory job is also to determine the weights for the criteria. These two im-
portant contents will be presented in section 5 of this paper. 

Table 1 Orthogonal experimental matrix L16 and the response 

Trial. Actual value  Responses 
nw (rev/min) fd (mm/rev) ap (mm)  Ra (µm) MRR (mm3/s) 

A1 588 0.092 0.4  0.572 36.255 
A2 588 0.167 0.6  1.395 98.717 
A3 588 0.292 0.8  2.704 230.144 
A4 588 0.302 1.0  2.897 297.531 
A5 740 0.092 0.6  0.532 68.441 
A6 740 0.167 0.4  1.166 82.824 
A7 740 0.292 1.0  2.662 362.046 
A8 740 0.302 0.8  2.602 299.555 
A9 833 0.092 0.8  0.542 102.724 
A10 833 0.167 1.0  1.372 233.083 
A11 833 0.292 0.4  2.301 163.018 
A12 833 0.302 0.6  2.502 252.902 
A13 1050 0.092 1.0  0.455 161.855 
A14 1050 0.167 0.8  1.082 235.041 
A15 1050 0.292 0.6  2.221 308.228 
A16 1050 0.302 0.4  2.211 212.522 

5. Results and discussion 
5.1 Determining the weights for criteria 

Eqs. 33 to 35 were used to determine the weights for the criteria according to the Entropy 
method. The weights of Ra and MRR are 0.6149 and 0.3851, respectively. 

Eqs. 36 to 41 were applied to determine the weights for the criteria according to the MEREC 
method. The results have determined that the weights of Ra and MRR are 0.7042 and 0.2958, 
respectively. 
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5.2 Multi-criteria decision-making with the use of the entropy method for determining the weights 
of the criteria 

Applying the MAIRCA method 

Eq. 1 was used to build the initial matrix, which is the last two columns in Table 1. 
Eq. 2 was applied to determine the priority 𝑃𝑃𝐴𝐴𝑗𝑗for the criteria. As the criteria are considered 

equal, that is, the decision maker does not give importance to one criterion over the other. 
Therefore, the priority for both criteria Ra and MRR is equal to 1/16 = 0.0625. 

Eq. 3 was applied to determine the value of parameter 𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖 , with the weight of the criteria de-
fined in section 5.1. The result has determined the value 𝑡𝑡𝑝𝑝𝑖𝑖𝑖𝑖  of Ra and MRR are 0.0384 and 
0.0241 respectively. 

Eqs. 4 and 5 was used to calculate the values of 𝑡𝑡𝑟𝑟𝑖𝑖𝑖𝑖; apply Eq. 6 to calculate 𝑔𝑔𝑖𝑖𝑖𝑖; apply Eq. 7 to 
calculate Qi. All these values have been included in Table 2. The results of ranking options ac-
cording to the value of Qi have also been included in this table. 

Table 2 Several MAIRCA parameters and ratings 

Trial. 
𝑡𝑡𝑟𝑟𝑖𝑖𝑖𝑖   𝑔𝑔𝑖𝑖𝑖𝑖 

𝑄𝑄𝑖𝑖  Rank 
Ra MRR  Ra MRR 

A1 0.0366 0.0000  0.0018 0.0241 0.0259 6 
A2 0.0236 0.0046  0.0148 0.0195 0.0342 9 
A3 0.0030 0.0143  0.0354 0.0097 0.0451 16 
A4 0.0000 0.0193  0.0384 0.0048 0.0432 14 
A5 0.0372 0.0024  0.0012 0.0217 0.0229 4 
A6 0.0272 0.0034  0.0112 0.0206 0.0318 8 
A7 0.0037 0.0241  0.0347 0.0000 0.0347 10 
A8 0.0046 0.0195  0.0338 0.0046 0.0384 11 
A9 0.0371 0.0049  0.0014 0.0192 0.0205 3 
A10 0.0240 0.0145  0.0144 0.0095 0.0240 5 
A11 0.0094 0.0094  0.0291 0.0147 0.0438 15 
A12 0.0062 0.0160  0.0322 0.0081 0.0403 13 
A13 0.0384 0.0093  0.0000 0.0148 0.0148 1 
A14 0.0286 0.0147  0.0099 0.0094 0.0193 2 
A15 0.0106 0.0201  0.0278 0.0040 0.0318 7 
A16 0.0108 0.0130  0.0276 0.0110 0.0387 12 

Applying the EAMR method 

Eq. 8 was applied to build decision matrix. If the number of decision makers is k, then each per-
son has a different decision matrix (possibly due to different experimental results). However, in 
this study, there is only one set of results shown in Table 1, i.e. k equals 1. Therefore, this step of 
EAMR method is similar to step 1 of MAIRCA method, which means that the main decision ma-
trix is the last two columns in Table 1. 

Eq. 9 was used to calculate the mean value of the alternatives for each criterion. For k equals 
1, then 𝑥̅𝑥𝑖𝑖𝑖𝑖 =  𝑥𝑥𝑖𝑖𝑖𝑖 . 

Eq. 10 was applied to calculate the average weight for the criteria. Since k equals 1, so 𝑤𝑤�𝑗𝑗 =  𝑤𝑤𝑗𝑗 . 
Eq. 11 was used to calculate nij values; apply Eq. 12 to calculate ej values. Also, Eq. 13 was 

used to calculate 𝑣𝑣𝑖𝑖𝑖𝑖 . 
Eqs. 14 and 15 were applied to calculate the respective values Gi. 
Eq. 16 was used to calculate the Si values. 
The results of calculating these quantities are presented in Table 3. The results of ranking the 

alternatives according to the value of Si have also been compiled into this table. 
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Table 3 EAMR parameters and ratings 

Trial. nij  vij  Gi Si Rank Ra MRR  Ra MRR  Ra MRR 
A1 0.1974 0.1001  0.1214 0.0386  0.1214 0.0386 0.3176 16 
A2 0.4815 0.2727  0.2961 0.1050  0.2961 0.1050 0.3546 15 
A3 0.9334 0.6357  0.5739 0.2448  0.5739 0.2448 0.4265 12 
A4 1.0000 0.8218  0.6149 0.3165  0.6149 0.3165 0.5147 11 
A5 0.1836 0.1890  0.1129 0.0728  0.1129 0.0728 0.6447 9 
A6 0.4025 0.2288  0.2475 0.0881  0.2475 0.0881 0.3560 14 
A7 0.9189 1.0000  0.5650 0.3851  0.5650 0.3851 0.6816 7 
A8 0.8982 0.9719  0.5523 0.3743  0.5523 0.3743 0.6777 8 
A9 0.1871 0.3333  0.1150 0.1283  0.1150 0.1283 1.1156 3 
A10 0.4736 0.7562  0.2912 0.2912  0.2912 0.2912 1.0000 4 
A11 0.7943 0.5289  0.4884 0.2037  0.4884 0.2037 0.4170 13 
A12 0.8637 0.8205  0.5311 0.3160  0.5311 0.3160 0.5950 10 
A13 0.1571 0.5251  0.0966 0.2022  0.0966 0.2022 2.0939 1 
A14 0.3735 0.7626  0.2297 0.2937  0.2297 0.2937 1.2787 2 
A15 0.7667 1.0000  0.4714 0.3851  0.4714 0.3851 0.8169 6 
A16 0.7632 1.0000  0.4693 0.3851  0.4693 0.3851 0.8206 5 

Applying the MARCOS method 

Eq. 17 has been applied to determine the ideal solution (AI) and the opposite solution to the 
ideal solution (AAI). Accordingly, in the ideal solution, the values of Ra and MRR are 0.455 µm 
and 362.046 mm3/min, respectively. At the opposite solution, the values of Ra and MRR are 
2.897 µm and 36.255 mm3/min, respectively. 

Calculating the normalized values uij according to the Eqs. 18 and 19. 
The normalized value considering the weight cij is calculated according to the Eq. 20. 
The coefficients Ki+ and Ki- were calculated according to Eqs. 21 and 22. 
The value of f(Ki+) that has been calculated by Eq. 23 is equal to 0.9025. Also, the value of f(Ki-) 

has been calculated by Eq. 24 is equal to 0.0975. 
Eq. 25 has been applied to calculate the values of f(Ki ). 
The results of calculating these quantities are presented in Table 4. The ranking results of the 

alternatives are also presented in this table. 
Table 4 MARCOS parameters and ratings 

Trial. uij  cij K+ K- f(Ki) Rank Ra MRR  Ra MRR 
A1 0.7955 0.1001  0.4891 0.0386 0.00146 0.01348 0.00144 4 
A2 0.3262 0.2727  0.2006 0.1050 0.00084 0.00780 0.00083 15 
A3 0.1683 0.6357  0.1035 0.2448 0.00096 0.00890 0.00095 13 
A4 0.1571 0.8218  0.0966 0.3165 0.00114 0.01055 0.00113 10 
A5 0.8553 0.1890  0.5259 0.0728 0.00165 0.01529 0.00163 3 
A6 0.3902 0.2288  0.2399 0.0881 0.00090 0.00838 0.00090 14 
A7 0.1709 1.0000  0.1051 0.3851 0.00135 0.01252 0.00134 6 
A8 0.1749 0.8274  0.1075 0.3186 0.00118 0.01088 0.00116 9 
A9 0.8395 0.2837  0.5162 0.1093 0.00173 0.01598 0.00171 2 
A10 0.3316 0.6438  0.2039 0.2479 0.00125 0.01154 0.00123 8 
A11 0.1977 0.4503  0.1216 0.1734 0.00081 0.00753 0.00081 16 
A12 0.1819 0.6985  0.1118 0.2690 0.00105 0.00973 0.00104 11 
A13 1.0000 0.4471  0.6149 0.1722 0.00217 0.02010 0.00215 1 
A14 0.4205 0.6492  0.2586 0.2500 0.00140 0.01299 0.00139 5 
A15 0.2049 0.8514  0.1260 0.3279 0.00125 0.01159 0.00124 7 
A16 0.2058 0.5870  0.1265 0.2261 0.00097 0.00901 0.00096 12 

Applying the TOPSIS method 

Eq. 26 was used to calculate the normalized values of kij. The normalized values taking into ac-
count the weight lij are calculated according to the Eq. 27. 

The A+ value of Ra and MRR has been determined by Eq. 28, with values of 0.0366 and 0.1597 
respectively. 
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The A- value of Ra that MRR has also been determined by Eq. 29 is 0.2331 and 0.0160 respec-
tively. 

The values Si+ and Si- have been calculated according to the Eqs. 30 and 31, respectively. 
The value Ci* has been calculated by Eq. 32. 
The results of calculating these quantities are presented in Table 5. The ranking results of the 

alternatives are also presented in this table. 
Table 5 TOPSIS parameters and ratings 

Trial. kij  lij Si+ Si- Ci* Rank Ra MRR  Ra MRR 
A1 0.0748 0.0415  0.0460 0.0160 0.1440 0.1871 0.5650 6 
A2 0.1825 0.1131  0.1122 0.0436 0.1386 0.1240 0.4721 9 
A3 0.3538 0.2637  0.2176 0.1015 0.1901 0.0869 0.3138 15 
A4 0.3791 0.3409  0.2331 0.1313 0.1985 0.1153 0.3673 14 
A5 0.0696 0.0784  0.0428 0.0302 0.1297 0.1908 0.5954 5 
A6 0.1526 0.0949  0.0938 0.0365 0.1358 0.1408 0.5090 7 
A7 0.3483 0.4148  0.2142 0.1597 0.1776 0.1450 0.4495 10 
A8 0.3405 0.3432  0.2094 0.1322 0.1749 0.1186 0.4040 11 
A9 0.0709 0.1177  0.0436 0.0453 0.1146 0.1917 0.6259 3 
A10 0.1795 0.2670  0.1104 0.1028 0.0932 0.1503 0.6174 4 
A11 0.3011 0.1868  0.1851 0.0719 0.1725 0.0737 0.2992 16 
A12 0.3274 0.2897  0.2013 0.1116 0.1716 0.1007 0.3699 13 
A13 0.0595 0.1854  0.0366 0.0714 0.0883 0.2041 0.6980 1 
A14 0.1416 0.2693  0.0871 0.1037 0.0754 0.1703 0.6932 2 
A15 0.2906 0.3531  0.1787 0.1360 0.1441 0.1317 0.4777 8 
A16 0.2893 0.2435  0.1779 0.0938 0.1559 0.0954 0.3795 12 

 

5.3 Multi-criteria decision-making with the use of the MEREC method for determining the weights 
of the criteria 

Doing the same as in section 5.2, the results of ranking options according to four multi-criteria 
decision-making methods (MAIRCA, EAMR, MARCOS and TOPSIS) when the weights are deter-
mined by the MEREC method (presented in section 5.1) are presented in Table 6. In addition, the 
ranking results of the alternatives when the weights are determined by the Entropy method (in 
Tables 2, 3, 4, 5) have also been summarized in Table 6. 

Table 6 Ranking of alternatives by two methods of determining weight 

Trial. Entropy weight  MEREC weight 
MAIRCA EAMR MARCOS TOPSIS  MAIRCA EAMR MARCOS TOPSIS 

A1 6 16 4 6  5 16 4 5 
A2 9 15 15 9  8 15 14 8 
A3 16 12 13 15  16 12 15 16 
A4 14 11 10 14  15 11 10 14 
A5 4 9 3 5  3 9 3 4 
A6 8 14 14 7  7 14 12 7 
A7 10 7 6 10  10 7 7 10 
A8 11 8 9 11  12 8 9 12 
A9 3 3 2 3  2 3 2 3 
A10 5 4 8 4  6 4 6 6 
A11 15 13 16 16  14 13 16 15 
A12 13 10 11 13  13 10 13 13 
A13 1 1 1 1  1 1 1 1 
A14 2 2 5 2  4 2 5 2 
A15 7 6 7 8  9 6 8 9 
A16 12 5 12 12  11 5 11 11 
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The ranking results of the options in Table 6 show that: 

• With three methods MAIRCA, MARCOS, and TOPSIS: for different weighting methods, the 
ranking order of options is also different [33]. 

• All four multi-criteria decision-making methods identify A13 as the best option. This result 
is consistent when the weights of the criteria are determined by two different methods. 

• The order of ranking the alternatives according to the EAMR method is completely the 
same when using two different weighting methods. This shows that the EAMR method has 
very high stability in ranking the alternatives. 

• To ensure the "minimum" surface roughness and "maximum" MRR at the same time, the 
values of cutting speed, feed rate and cutting depth are 1050 rev/min, 0.092 mm/rev and 
1.0 mm respectively. 

6. Conclusion 
This paper presents the results of an experimental study on the SKS3 steel turning process, with 
a total of 16 experiments designed according to the orthogonal matrix by the Taguchi method. 
Three cutting parameters were selected for the process input. Besides, surface roughness and 
MRR were selected as two parameters to evaluate turning process. Four methods including the 
MAIRCA, the EAMR, the MARCOS, and the TOPSIS were used for multi-criteria decision-making. 
The determination of the weights for the criteria was done by two methods Entropy and MEREC. 
From the results of the study, some conclusions are drawn as follows: 

• For the first time, three methods including MAIRCA, EAMR, MARCOS are used to make 
multi-criteria decision for turning process. An excellent result has been obtained that all 
three methods as well as the TOPSIS method have consistently identified a best alternative. 

• The MEREC method is applied for the first time in this study to determine the weights for 
the criteria of the turning process. The use of weights determined by the Entropy method 
or the MEREC method does not affect the determination of the best solution in all four cas-
es where the different methods are used. Thus, with this study, determining the best solu-
tion when using four methods (MAIRCA, EAMR, MARCOS and TOPSIS) does not depend on 
the method of determining the weights. 

• When using the Entropy method, for different multi-criteria decision-making methods, the 
same best solution can be determined [17]. In addition, when using two methods Entropy 
and MEREC, for different decision-making methods, the best solutions still only one option. 

• To determine the best option when making a multi-criteria decision, the weighted method 
is Entropy and (or) MEREC should be used. 

• The order of ranking the alternatives when using the EAMR method is completely the 
same when using two different weighting methods. This shows the use of the EAMR meth-
od to rank the alternatives for high stability. This can be explained that when applying this 
method, the weights of the criteria were normalized according to Eq. 13. 

• The above conclusions are drawn based on the results of this study. To solidify them, there 
is a need for some more studies in which other weighting options are considered, in other 
machining processes. 
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A B S T R A C T  A R T I C L E   I N F O 
Ultrafast laser has an undeniable advantage in laser processing due to its ex-
tremely small pulse width and high peak energy. While the interaction of ultra-
fast laser and solid materials is an extremely non-equilibrium process in which 
the material undergoes phase transformation and even ablation in an ex-
tremely short time range. This is the coupling of the thermos elastic effect 
caused by the pressure wave and the superheated melting of the material lat-
tice. To further explore the mechanism of the action of ultrafast laser and metal 
materials, the two-temperature model coupling with molecular dynamics 
method was used to simulate the interaction of the copper and laser energy. 
Firstly, the interaction of single-pulsed laser and copper film was reproduced, 
and the calculated two-temperature curve and the visualized atomic snapshots 
were used to investigate the influence of laser parameters on the ablation re-
sult. Then, by changing the size of the atomic system, the curve of ablation 
depth as a function of laser fluence was obtained. In this paper, the interaction 
of multi-pulsed laser and copper was calculated. Two-temperature curve and 
temperature contour of copper film after the irradiation of double-pulsed and 
multi-pulsed laser were obtained. And the factors which can make a difference 
to the incubation effect were analyzed. By calculating the ablation depth under 
the action of multi-pulsed laser, the influence of the incubation effect on abla-
tion results was further explored. Finally, a more accurate numerical model of 
laser machining metal is established and verified by an ultra-short laser pro-
cessing experiment, which provides a new calculation method and theoretical 
basis for ultra-fast laser machining of air film holes in aviation turbine blades, 
and has certain practical guiding significance for laser machining. 
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1. Introduction 
Ultrafast laser ablation, which uses ultrafast laser to remove the surface of solid materials, with 
processing accuracy ranging from micron to nanometer scale, which allows material processing 
with extremely high precision due to the relatively small heat affected zone from each pulse [1]. 
This feature makes the ultrafast laser have the advantage of ‘cold processing’ which means the 
thermal influence on the surrounding material is extremely small. The surrounding material is 
still in a ‘cold state’ while the electron temperature in the processed region reaches an extremely 
high level from the solid state to the plasma state, which ensures the processing edge is neat [2]. 
In addition, due to the distribution characteristics of the Gaussian laser, the size of the ultrafast 
laser processing can be smaller than the spot size of the laser to achieve microfabrication. In the 
process of ultrafast laser processing, the absorption of laser light by the material is multiphoton 
absorption [3], which is more dependent on the atomic properties of the material. This feature 
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makes the range of materials for femtosecond laser processing no longer limited. Ultrafast lasers 
have the above-mentioned significant advantages in the microfabrication process of materials, 
while the further improvement in processing technology and precision is limited by the complex-
ity of its mechanism of action. In the process of ultrafast laser action, electronic excitation, internal 
heat transfer of materials and melting of materials are involved. Fig. 1 shows an overview of the 
physical phenomena involved in the time range considered. 

The main methods used by domestic and foreign scholars of ultrafast laser ablation of solid 
materials can be divided into numerical simulation and experimental determination.  

Numerical simulation is widely used because of its low cost, good reflection of physical pro-
cesses, and ease of analysis. Annemie [4] et al. simulated atomic-scale material failures such as 
melting, vaporization and spallation by combining molecular dynamics (MD) and finite difference 
methods, derived the spatiotemporal evolution of density and pressure through the two-temper-
ature model (TTM), then discussed the heat transfer of the special alloy with anisotropy, and cal-
culated and verified the electron cooling time and ablation threshold. Ivanov [5] et al. presented 
an atomistic-to-continuum (AtC) computational model to investigate the dynamic microscopic 
mechanism of laser ablation of nickel and gold films. It is found that the interaction between the 
growth front of the melting front end of the film (liquid-crystal interface) and the uniform nucle-
ation of the liquid phase inside the crystal is the reason that the laser fluence near the melting 
threshold causes the metal film to melt. At higher laser fluence, the high tensile stress generated 
inside the film is also a cause of cracking. Foumani [6] et al. used a TTM-MD method to investigate 
the response of copper film at different laser fluences. Based on the model, the dependence of the 
reflectivity of the copper film on the laser fluence and the evolution of density, electron tempera-
ture and lattice temperature with time were obtained. Porvanitsy [7] et al. used two different 
methods to simulate the laser ablation of aluminum bulks by changing the laser fluence. The first 
method is single-fluid two-temperature hydrodynamics (HD) completed with a two-temperature 
equation of state (EOS), the second approach is a combination of classical molecular dynamics and 
a continuum model of a free electron subsystem. After comparing the simulation results with the 
experiment, it is found that the HD and MD methods show good consistency in describing the 
phase explosion and cracking process. The TTM is a mainstream model for exploring the effects 
of metals and ultrafast lasers. The researchers have continuously improved and reduced the TTM 
[8] to apply to calculations in different materials and different media.  

 

Fig. 1 Physical phenomena involved in the action of ultrafast lasers and solid materials [2] 

In the field of multi-pulsed laser ablation, researchers often use experimental methods to study 
the changes of hole depth and hole morphology with incident laser parameters. Winter [9] et al. 
used the experimental method to ultra-fast measurement of the refractive index of copper. At the 
same time, the TTM and thermo-mechanical model with precise description of thermal and optical 
properties were used as theoretical support to explore the refractive index n and the extinction 
coefficient k in different time ranges. Wang [10] et al. used a double-pulsed femtosecond laser to 
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irradiate copper and aluminum films of 50 μm. It has been found that both the copper film and the 
aluminum film pore size decrease as the double pulse delay increases, but the diameters of the 
redeposited materials of the two films are different. Karim [11] et al. studied the interaction be-
tween short-pulsed lasers and metal surfaces with solid transparent coatings by combining ex-
perimental and atomic simulations and revealed the structural modification mechanism of the 
junction zone between metal and coating. Fokin [12] et al. used TTM-HD and TTM-MD method to 
clarify the reaction mechanism of metal targets on laser irradiation. 

In this paper, the TTM-MD method is used to simulate the metal copper film irradiated by sin-
gle-pulsed and multi-pulsed laser. We explored the factors that influence the ablation results and 
the ablation depth at different laser fluences under the action of a single pulsed laser. Then, the 
simulation of multi-pulsed laser ablation of metals reveals the existence of incubation effects and 
its effects on ablation depth. 

2. Computational model  
2.1 TTM-MD model for Cu target 

When we describe the change of the metal after exposure to laser light, the energy transfer from 
the electron to the lattice is slow due to the large mass difference between the electron and the 
phonon [13]. Therefore, it is unreasonable to assume that the electron and the lattice temperature 
are the same when the duration of the laser pulse is no longer than the time at which the electron 
and the lattice reach equilibrium. The two-temperature model proposed by Anisimov [14] in 1973 
is a good description of the time evolution of electron and lattice temperatures of metals under 
ultrafast laser irradiation. In recent years, TTM has become an effective model for studying the 
evolution of electron and lattice temperature with time under the action of ultrafast lasers. The 
two one-dimensional nonlinear differential equations are as follows: 

𝑐𝑐𝑒𝑒
𝜕𝜕𝑇𝑇𝑒𝑒
𝜕𝜕𝜕𝜕

= 𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑘𝑘𝑒𝑒

𝜕𝜕𝑇𝑇𝑒𝑒
𝜕𝜕𝜕𝜕
� − 𝑔𝑔(𝑇𝑇𝑒𝑒 − 𝑇𝑇𝑖𝑖) + 𝑆𝑆(𝑥𝑥, 𝑡𝑡)                                                             (1) 

𝑐𝑐𝑖𝑖
𝜕𝜕𝑇𝑇𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝑔𝑔(𝑇𝑇𝑒𝑒 − 𝑇𝑇𝑖𝑖)                                                                                       (2) 

Where 𝑇𝑇𝑒𝑒  is the temperature of the electronic system and 𝑇𝑇𝑖𝑖  is the temperature of the lattice 
system. The first term on the right side of Eq. 1 is the heat conduction term, the second term is the 
energy coupling term, and the third term is the laser source term. When using a Gaussian beam 
for numerical simulation, the source term can be rewritten as [15]: 

𝑆𝑆(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴𝐴𝐴𝐴𝐴
�𝜋𝜋/4 ln(2)𝜏𝜏𝐿𝐿

exp( − 𝛼𝛼𝛼𝛼) ⋅ exp[−4 ln( 2)(𝑡𝑡/𝜏𝜏𝐿𝐿 − 2)2]                                                (3) 

Where 𝐴𝐴  is the surface transmittance 𝛼𝛼 , is the material absorption coefficient, 𝐹𝐹  is the laser 
fluence, 𝑥𝑥 is the depth from the calculated position to the surface of the material, and 𝜏𝜏𝐿𝐿 is the 
pulse width. When double-pulsed or multi-pulsed laser is used, the light source term can be 
rewritten as [16]: 

 
𝑆𝑆(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴𝐴𝐴𝐴𝐴

�𝜋𝜋/4 ln(2)𝜏𝜏𝐿𝐿
exp( − 𝛼𝛼𝛼𝛼) ⋅ exp[−4 ln( 2)(𝑡𝑡/𝜏𝜏𝐿𝐿 − 2)2 − 4 ln( 2)((𝑡𝑡 − 𝑑𝑑𝑡𝑡1)/𝜏𝜏𝐿𝐿 − 2)2]                 (4) 

𝑆𝑆(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴𝐴𝐴𝐴𝐴
�𝜋𝜋/4 ln(2)𝜏𝜏𝐿𝐿

exp( − 𝛼𝛼𝛼𝛼) ⋅ exp[−4 ln( 2)(𝑡𝑡/𝜏𝜏𝐿𝐿 − 2)2 − 4 ln( 2)((𝑡𝑡 − 𝑑𝑑𝑡𝑡1)/𝜏𝜏𝐿𝐿 − 2)2 − 4 ln( 2)((𝑡𝑡 − 𝑑𝑑𝑡𝑡2)/𝜏𝜏𝐿𝐿 − 2)2]    (5) 

where 𝑑𝑑𝑡𝑡1 and 𝑑𝑑𝑡𝑡2 are the pulse interval time, respectively. 
Although the two-temperature model is widely used to explore ablation mechanisms, predict 

ablation thresholds and many other research fields, there are still deficiencies. Especially in de-
scribing the phase transition of metal material continuum under high imbalance conditions, it of-
ten involves many assumptions and simplifications. There are many controversies about the 
phase transition mechanism under intense overheating, which requires TTM to be combined with 
other methods to perform more accurate simulations. 
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Therefore, we introduce molecular dynamics simulation. The significant advantage of molecu-
lar dynamics over hydrodynamic is that its priori includes nucleation kinetics and phase transi-
tions without any assumptions about nucleation kinetics. This solves the shortcomings of the two-
temperature model described before, so MD is suitable for the calculation of small scale fast un-
balanced processes. The MD simulation assumes that all particles satisfy Newton's second law and 
are subject to the forces of other particles, this interaction satisfies the principle of superposition. 
The MD simulation process is to calculate the potential energy of the system under the given initial 
conditions, iteratively solve the motion equation to obtain the position information and spatial 
coordinates of the particles, and select the appropriate difference formula to calculate the poten-
tial energy. Then the spatial information of the particles will be newly calibrated by the constraint 
algorithm of temperature and pressure. 

The classical molecular dynamics method only considers the lattice thermal conduction, but 
the electron conduction in the metal dominates, so it underestimates the total thermal conductiv-
ity of the metal, and cannot be directly used to simulate the interaction between metal and ultra-
fast lasers without two-temperature model. The TTM-MD equations we used are shown as follow-
ing [17]: 

𝑐𝑐𝑒𝑒(𝑇𝑇𝑒𝑒) 𝜕𝜕𝑇𝑇𝑒𝑒
𝜕𝜕𝜕𝜕

= 𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑘𝑘𝑒𝑒(𝑇𝑇𝑒𝑒) 𝜕𝜕𝑇𝑇𝑒𝑒
𝜕𝜕𝜕𝜕

) − 𝑔𝑔(𝑇𝑇𝑒𝑒 − 𝑇𝑇𝑖𝑖) + 𝑆𝑆(𝑥𝑥, 𝑡𝑡)，TTM                                                 (6) 

𝑚𝑚𝑖𝑖𝑟̈𝑟𝑖𝑖 = 𝐹𝐹𝑖𝑖 + 𝜉𝜉𝑚𝑚𝑖𝑖𝑉𝑉𝑖𝑖𝑇𝑇，MD                                                                        (7) 

𝜉𝜉 = 1
𝑛𝑛
∑ 𝑔𝑔𝑉𝑉𝑁𝑁�𝑇𝑇𝑒𝑒𝑘𝑘 − 𝑇𝑇𝑙𝑙�𝑛𝑛
𝑘𝑘=1 /∑ 𝑚𝑚𝑖𝑖�𝑉𝑉𝑖𝑖𝑇𝑇�𝑖𝑖

2                                                        (8) 

where 𝑚𝑚𝑖𝑖  and 𝑟𝑟𝑖𝑖  are the mass and position of the ith atom, respectively, 𝐹𝐹𝑖𝑖  is produced by the in-
teraction between atoms, that is, the force generated on the ith atom. The additional item 𝜉𝜉𝑚𝑚𝑖𝑖𝑉𝑉𝑖𝑖𝑇𝑇  
in the equation is brought by electron-phonon coupling. The thermal motion velocity 𝑉𝑉𝑖𝑖𝑇𝑇  in this 
term is different from the velocity 𝑉𝑉 representing the atom in the whole system, which is generally 
a function of temperature. The lattice temperature and energy coupling coefficient 𝜉𝜉 are deter-
mined by each unit cell and summed. The TTM-MD method not only explains the electron energy 
absorption, the energy exchange process between electrons and phonons, but also provides the 
possibility to describe the non-equilibrium ablation process when the lattice is overheated. 

2.2 Calculation parameters 

In this calculation we need to choose the appropriate potential function and set the periodic 
boundary conditions. The potential function between molecules represents the force of interac-
tion between molecules, and the gradient of the potential function is the force function. In this 
calculation we use the metal potential function EAM (embedded-atom model), the mathematical 
expression [15] of the model is as follows: 

𝑢𝑢𝐸𝐸𝐸𝐸𝐸𝐸 = ∑ ∑ 𝑢𝑢�𝑟𝑟𝑖𝑖𝑖𝑖� + ∑ 𝐸𝐸(𝜌𝜌𝑖𝑖)𝑁𝑁
𝑖𝑖=1

𝑁𝑁
𝑗𝑗=𝑖𝑖+1

𝑁𝑁
𝑖𝑖=1                                               (9) 

The first term on the right side of Eq. 9 is the two-body potential between the nucleus, the 
second item is the mosaic energy of the nucleus, which is the result of multi-body action. Accord-
ing to the density functional theory (DFT), the nucleus is affected by other nuclei, and is also sub-
jected to the multi-body effect in the background of the electron cloud, which is the second term 
of the equation. 

Due to the limitation of computing resources, periodic boundary conditions are used in this 
calculation. Because of the existence of periodic boundary conditions, the particles can not only 
move in the central cell, but after the particles move out of one side boundary at a certain speed, 
they will enter the central cell at the same speed from the other side, to ensure a certain number 
of atoms and eliminate the boundary effect. The calculation model after applying periodic bound-
ary conditions is shown in Fig. 2. 
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Fig. 2 Schematic diagram of boundary conditions of the model 

In this paper, pure copper crystal is used for simulation of ultrafast laser ablation. When inves-
tigating the effect of pulse parameters on temperature changes and ablation results, the model 
size is 6𝑎𝑎 × 6𝑎𝑎 × 150𝑎𝑎, the lattice parameter of copper is 𝑎𝑎 = 0.3615 nm, the copper crystal is a 
face-centered cubic structure, so the actual central cell model is 2.619 nm × 2.619 nm × 54.225 nm 
and the number of atoms is 21672. When calculating the ablation depth, in order to avoid the 
influence of thermal expansion caused by the system being too small, the model is expanded to 
2.619 nm × 2.619 nm × 361.5 nm, and the number of atoms is expanded to 144072. The thermal 
property parameters of copper are derived from the ‘Cu_ttm.mat’ file in LAMMPS (LAMMPS Mo-
lecular Dynamics Simulator), in which the specific heat of the electron and the specific heat of the 
lattice are set to be constant, the electron-phonon coupling coefficient and the thermal conductiv-
ity of electrons and lattice are approximately linearly related to temperature.  

Before the laser is incident during the simulation, the copper atoms in the system are relaxed 
and balanced at 300 K, and a total of 100,000 steps are performed in time step of 0.001 ps. In this 
way, the structural order parameters of the system are close to 1, and the atomic velocity distri-
bution inside the system is Maxwell distribution at 300 K, which ensures the accuracy of the initial 
simulation system and the reliability of the calculation results. 

3. Results and discussion 
3.1 Interaction of single-pulsed laser with cooper film  
In this section, firstly we reproduced the simulated laser ablation process of single-pulsed laser 
with copper film, compared the results with existing literature [16] and further changed the pa-
rameters of laser to explore the mechanisms of ablation. Ablation depths under different laser 
fluences are also considerable for our research. 

The comparison of the following temperature contours directly reflects the correctness and 
reliability of our simulation calculation. We selected the same laser parameters and potential 
function as the existing literature [16] in the calculation process. As shown in Figs. 3 and 4, the 
maximum electron temperatures are 16000 K both, the thermal influential area is 5 nm away from 
the incident surface of the laser, and the highest temperature can reach is more than 15000 K in 
the two pictures. Since the electron specific heat used in this paper is a fixed value and smaller 
than the linear relationship of Ce = 96.6 Te (J/m3·K) used in the comparison literature, the time it 
takes for the electron to reach the highest temperature is shorter. 

Comparing Figs. 3 and 4, we found that since the electron-phonon coupling factor of this paper 
is slightly higher than 1×1017 (W/m3·K) used in the comparative literature [16], the lattice can 
reach its highest temperature faster. However, the thermal conductivity of the lattice is lower than 
the linear relationship simulated in the literature, so the highest temperature that the lattice can 
reach is lower than the comparative literature. In summary, this simulation is accurate and effec-
tive within the consideration of the selected parameters. 
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Fig. 3 Electron temperature contour with pulse width of 
500 fs and laser fluence of 320 J/m2 

 
Fig. 4 lattice temperature contour with pulse width of 
500 fs and laser fluence of 320 J/m2 

 
Different influence factors for ablation results 

Laser pulse width and laser fluence are two important factors affect the ablation results, to explore 
the mechanism of the action between laser and copper film, we changed these two parameters 
and make the laser source perpendicular to the 𝑧𝑧 = 0 surface to obtain different two-temperature 
curves. In the first set of calculations, the fixed laser fluence is 1000 J/m2, and the pulse width is 
selected to be 100 fs, 300 fs, and 500 fs, respectively. 

The temperature shown in Figs. 5 to 8 are all refer to the average temperature. It can be seen 
in Fig. 5 that at 0.5 ps, the electron reached a maximum temperature of 6010 K, and then the en-
ergy obtained by electron transferred to the lattice by electro-phonon coupling, so the tempera-
ture of electron rapidly fell back. The lattice reached a peak temperature of 522 K at about 1.6 ps, 
after which the temperatures of the electron and the lattice tend to coincide. In Figs. 6 and 7, the 
electron reached peak temperature of 7642 K and 9767 K at 0.3 ps and 0.1 ps, respectively. And 
the process of electron-phonon coupling leading to a balance of electron and lattice temperature 
is highly consistent with the process shown in Fig. 5.  

As can be seen from Fig. 8, the smaller the pulse width of the incident laser, the shorter the time 
required for the electron to reach the peak temperature, and the higher the peak temperature of 
the electron. This is because a small pulse width means a more concentrated pulse energy power, 
and the calculated electron and lattice equilibrium temperature for each calculation is constant 
because the laser fluence is a fixed value for the energy injected into the system. 

Taking the calculation at pulse width 300 fs as an example, the electron and lattice temperature 
curves at the farthest end of the laser incident surface at z = 54.225 nm and the laser incident 
surface at z = 0 are analyzed, we obtain the two-temperature curves as shown in Figs. 9 and 10: 
 

 
 

     
Fig. 5 Two-temperature curve with laser fluence of 

     1000 J/m2 and pulse width of 500 fs 

 

 

     
      Fig. 6 Two-temperature curve with laser fluence of 
      1000 J/m2 and pulse width of 300 fs 
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Fig. 7 Two-temperature curve with laser fluence of 
1000 J/m2 and pulse width of 100 fs 

    
Fig. 8 Electron temperature curves with different pulse 
widths at laser fluence of 1000 J/m2 

 

   
Fig. 9 Two-temperature curve at z = 54.225 nm 

 
Fig. 10 Two-temperature curve at z = 0 

 

 
Fig. 11 Temperature change of electron 

 
Fig. 12 Temperature change of lattice 

 
Fig. 13 Atomic snapshots at a laser fluence of 1000 J/m2 
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The electron on the laser incident surface shown in Fig. 10 rapidly rose to 34147 K at 0.3 ps, 
and the lattice reached a maximum temperature of 1028 K at 1.4 ps. In the bottom region of the 
model, which is less affected by heat, the electron reached a maximum temperature of 653 K at 
0.9 ps, after which the cooled electron and the lattice would keep the same rising trend of temper-
ature due to the heat conduction from the front face. This is consistent with the change in the 
average temperature of the entire system. 

In another set of calculations, we fixed the laser pulse width to 300 fs to obtain the two-tem-
perature curves with different laser fluences of 1000 J/m2, 2232 J/m2, 3188 J/m2 and 4782 J/m2 
as shown in the Figs. 11 to 12. It can be easily seen that an increase in laser fluence can cause an 
increase in electron and lattice temperature. 

To clearly understand the ablation process, the trajectories of all atoms were imported in-to 
Visual Molecular Dynamics (VMD) for visualization. As shown in Fig. 13, when the laser fluence is 
small as 1000 J/m2, no ablation occurs, and the energy is not enough to cause phase transfor-
mation of the material. However, it can be seen the film undergoes periodic elongation and short-
ening un-der the action of laser from the visualization results. The periodic expansion and con-
traction of the film under the action of internal stress waves is known as the ‘film respiration’ 
phenomenon [16]. The film was rapidly heated and expanded within 0-15 ps after being irradiated 
by the laser. During this time, since the heating time of the lattice is less than the time when the 
thermal expansion occurs, the compressive stress transmitted from the upper surface to the lower 
surface will be generated inside the film. After transmitting to the lower surface, a tensile stress 
wave of negative reflection was formed, then the tensile stress wave caused by thermal expansion 
and the tensile stress wave formed by negative reflection were superimposed on each other to 
promote expansion of the film during this period. The tensile stress wave would decrease as the 
film linear expansion value reached a maximum. At 15-30 ps, the tensile stress wave continued to 
weaken and the compressive stress wave was still forming, and the film began to shrink. After the 
film reached equilibrium at around 30 ps, it began to periodically expand and contract, and ex-
panded to a maximum at 45 ps. Such a peri-odic action consumes the injected energy when the 
laser energy is insufficient to cause ablation. 

As the laser fluence increases to 2232 J/m2 shown in Fig 14, when the material is exposed to 
energy-concentrated ultrafast laser, an extremely non-equilibrium process occurs. The electrons 
were rapidly heated by the collision between the electrons after quickly absorbing a large amount 
of photon energy. At the same time, the lattice has not warmed up while its temperature was still 
close to room temperature. This will cause the unheated crystal lattice to be subjected to a strong 
force from the potential energy surface [17] (PES), which is usually affected by the effective po-
tential of electrons acting on the ions. After the action of the force, the ions began to move and 
caused the material to be disordered rapidly. Usually, this ultra-fast disorder is considered to be 
a melting process. The front end of the material melts, some of the atoms are ablated from the 
surface of the material, and the material has a relatively obvious thermal expansion effect. 

As the laser fluence becomes 3188 J/m2, ablation is more severe as shown in Fig. 14, the atomic 
clusters began to break away from the system. Usually, the melting occurs at the disappearance of 
the heterogeneous nucleation barrier on the surface of the material and then propagates inside 
the material at a speed less than the speed of sound of hundreds of meters per second. In the case 
of sufficient overheating (overheating ratio greater than 1.5), it is also possible to produce a uni-
form nucleation melting phenomenon. The nucleation inside the material can be observed at -8 
nm in Fig. 15. Further increase the laser fluence as Fig. 16 shown the more intense mechanical 
stress caused by thermal expansion and the melting generated inside the material cause the film 
to crack. Compared with the ablation at lower laser fluence in Fig. 15, the ablation depth increases 
and the linear expansion rate also increases significantly. 
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Fig. 14 Atomic snapshots at a laser fluence of 2232 J/m2 

 

 
    Fig. 15 Atomic snapshots at a laser fluence of 3188 J/m2 

 

 
Fig. 16 Atomic snapshots at a laser fluence of 4782 J/m2 

Ablation depths under different laser fluences 

To understand the ablation process better, it is necessary to correlate the numerical simulation 
results with the actual drilling process and calculate the ablation depth. We increased the model 
size and the time step of the calculation to obtain more efficient simulation results. It’s the way to 
ensure that the system is large enough to keep the atomic temperature of the bottom surface from 
being affected by heat at room temperature and make the simulation close to real processing con-
ditions. We mainly explore the influence of the difference of laser fluence on the ablation depth of 
copper film, the pulse width for our simulation is a fixed value of 300 fs and the four parameters 
3188 J/m2, 4782 J/m2, 6377 J/m2, and 7971 J/m2 are used to obtain the curve as shown as Fig. 17. 
The other curve in the figure is from the experimental data of the comparative literature [18]. The 
experimental curve obtained in the experiments of the literature [18] is shown in Fig. 18. Within 
the laser fluence range calculated in this paper, the ablation depth of the material exhibits an ap-
proximately linear relationship with the laser fluence. It can be seen that in the range of laser 
fluence simulated in this paper, the calculated value of the ablation depth is highly consistent with 
the experimental values in the comparative literature. Obviously, the ablation caused by single 
pulse is in the order of nanometers, and there is a certain gap with the actual processing needs in 
engineering. Therefore, it is necessary to carry out numerical simulation of multi-pulsed laser ab-
lation of metal copper film. 
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Fig. 17 Ablation depth changed by laser fluence 

 
Fig. 18 Ablation depth changed by laser fluence [19]  

3.2 Interaction of double-pulsed and multi-pulsed laser with copper film 

In recent years, domestic and foreign scholars have done some research on the interaction of sin-
gle-pulsed and double-pulsed with metal, while the field of multi-pulsed laser action on metal is 
less involved due to its extremely complex internal mechanism. 

To explore the interaction of multi-pulsed laser and metal, we must explain the concept of ab-
lation thresholds [19] firstly. The ablation threshold refers to the laser fluence required for the 
laser to irreversibly destroy the metal and remove the surface of the material during the ultrafast 
laser action of the metal. Usually, a certain value is obtained during the single-pulsed laser abla-
tion of the metal, but as the number of pulses increases, the ablation threshold of the material will 
be inversely proportional to the number of pulses. The ablation process of the material can also 
be done with a small laser fluence, which is called the incubation effect [20], and its mathematical 
expression is: 

                                                             𝐹𝐹𝑡𝑡ℎ(𝑁𝑁) = 𝐹𝐹𝑡𝑡ℎ(1) · 𝑁𝑁𝑆𝑆−1                                                     (10) 

where 𝑁𝑁 represents the number of pulses, 𝐹𝐹𝑡𝑡ℎ(𝑁𝑁) is the corresponding ablation threshold when 
the number of pulses is 𝑁𝑁, 𝐹𝐹𝑡𝑡ℎ(1) is the ablation threshold corresponding to single pulse, and S is 
the coefficient of incubation effect. The laser source rewriting term in the two-temperature equa-
tion for simulating multi-pulsed laser has been described in Section 2.1.  

Temperature analysis 

Firstly, we would have a preliminary understanding of incubation effects by the temperature 
change of electron and lattice caused by the change of pulse number. The two-temperature curve 
of the material under the irradiation of single-pulsed, double-pulsed and multi-pulsed laser are as 
shown in Figs. 19 to 21, respectively. The laser fluence for each pulse is 1594 J/m2, the pulse 𝜏𝜏𝐿𝐿 
width is 300 fs, and the pulse interval 𝑑𝑑𝑡𝑡1 is 1 ps. 

As can be seen from Fig. 20, after the first pulse, the electron rapidly heated up to 11718 K after 
0.3 ps, transferred energy to the lattice, and the lattice continued to heat up. The second pulse was 
irradiated after 1 ps, the electron has cooled to 1380 K before the laser action, and the lattice was 
still warming. The injection of the second pulse energy caused the electron to reach a maximum 
temperature of 12403 K at 1.6 ps, after which the electron continued to transfer the energy to the 
lattice that was not fully heated. Then the electron and the lattice tended to be balance with the 
same trend after 3 ps. The lattice temperature caused by the first pulse is about 487 K, after the 
second pulse, the lattice temperature rose 556 K to reach the highest temperature. Compared to 
the single pulse action, the lattice has a more conspicuous temperature drop before the electron-
phonon relaxation. Analyzing the two-temperature curve as Fig. 21 shown under the action of 
multi-pulsed laser, we find that both the electron and the lattice underwent three temperature 
rises, and the peak temperature of the three temperature rises is increasing. Since the pulse width 
and the pulse interval have not changed, the temperature change of the electron and the lattice 
under the first two pulses are consistent with the two-temperature curve under the action of the 
double pulse. After the third pulse, the electron reached the highest temperature of 12812 K at 2.9 
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ps, and the energy was transferred to the lattice. The lattice was heated to 1838 K at 3.5 ps. After 
3.5 ps, the temperature of the electron and the lattice decreased and tended to be consistent. 

It can be seen from the atomic snapshots in Figs. 22 to 24 that the increase of the number of 
pulses not only further increases the temperature of the electron and the lattice, but also actually 
reduces the ablation threshold of the material. The copper film in Fig. 22 only produces ‘film res-
piration’ under the irradiation of laser pulse with laser fluence of 1594 J/m2. Increasing the num-
ber of pulses, we can see the nucleation inside of the material in Fig. 23, in the Fig. 24, we can find 
that there is a crack occurring and the ablation becomes more severe. 

 

 
Fig. 19 Two-temperature curve under single-pulsed laser 

 

 
  Fig. 20 Two-temperature curve under double-pulsed laser 

 

 
Fig. 21 Two-temperature curve under multi-pulsed laser 

 
Fig. 22 Atomic snapshots under single-pulsed laser 

 

 

 
Fig. 23 Atomic snapshots under double-pulsed laser  

 

 
Fig. 24 Atomic snapshots under multi-pulsed laser 

 
To further explore the temperature change of the electron and the lattice of each cross section 

of the material after the pulse action, we made a temperature contour with the time as the hori-
zontal axis and the distance from the incident surface as the vertical axis as shown in Figs. 25 to 30. 

Fig. 25 shows the electron temperature change of the internal sections of the metal material 
under the action of a single-pulsed laser. At 0.3 ps, the excitation made the electron 5 nm away 
from the incident surface rose to about 50000 K, the area with a large heat influence is 25 nm near 
the surface, which reached a maximum temperature of about 10000 K at 0.5 ps. Electron contin-
uously transferred energy to the lattice through electron-phonon coupling. After 1 ps, the electron 
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temperature dropped below 5000 K. From Fig. 27, we can see that the electrons were excited 
twice, and the second laser was irradiated at 1.3 ps. At 1.6 ps, the electrons 5 nm from the front of 
the surface reached the highest temperature of about 55000 K, while the heat-affected zone was 
further expanded to 26.5 nm, and the electron temperature dropped back to 5000 K at around 2.2 
ps. It can be seen from the temperature contour Fig. 29 that the highest temperature the electron 
could reach is 55000 K, which is the same as the highest temperature that can be achieved when 
the double-pulsed is applied. The difference is that the third pulse expands the heat-affected zone, 
and the electrons within 27 nm of the incident laser surface could be heated to more than 10000 
K, and the thermal effect time of each pulse is also increased. As for the change of the lattice tem-
perature, we can see from Fig. 26, Fig. 28 and Fig. 30 that the peak temperature of the lattice can 
be gradually increased due to the increase of the number of pulses, so as the heat-affected area. 

 

 
Fig. 25 Temperature contour of electron at laser 

     fluence of 1594 J/m2 under single-pulsed laser 

 

    
Fig. 26 Temperature contour of lattice at laser fluence 

   of 1594 J/m2 under single-pulsed laser 
 

 
Fig. 27 Temperature contour of electron at laser fluence 
of 1594 J/m2 under double-pulsed laser 

 
Fig. 28 Temperature contour of lattice at laser 
fluence of 1594 J/m2 under double-pulsed laser 

 
 

 
Fig. 29 Temperature contour of electron at laser fluence 

  of 1594 J/m2 under multi-pulsed laser 
Fig. 30 Temperature contour of lattice at laser fluence 
of 1594 J/m2 under multi-pulsed laser 
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Exploration of incubation effects  

The existence of incubation effect causes the material to ablate at a single-pulse laser fluence that 
would otherwise not cause ablation, reducing the ablation threshold of the material. This is un-
doubtedly advantageous in engineering. However, in order to effectively remove the material, in 
addition to the research on the mechanism of action of multi-pulsed laser and metal, it is necessary 
to further explore the influencing factors of incubation effects. The greater the laser fluence, the 
more laser energy is injected into the system, and the ablation is more severe obviously.  

In this section we would discuss the effect of pulse interval on the results of laser ablation of 
metals caused by multi-pulsed laser. Therefore, the fixed laser fluence and the pulse width 𝜏𝜏𝐿𝐿are 
4782 J/m2 and 300 fs, the pulse intervals of three groups we chose for the calculation are 𝑑𝑑𝑡𝑡1 =
1 ps, 𝑑𝑑𝑡𝑡2 = 1 ps; 𝑑𝑑𝑡𝑡1= 0.3 ps, 𝑑𝑑𝑡𝑡2 = 1 ps and  𝑑𝑑𝑡𝑡1 = 1 ps, 𝑑𝑑𝑡𝑡2= 3 ps, the calculated two-tempera-
ture curve are shown in Figs. 31 to 33. 

 

 

Fig. 31 Two-temperature curve when pulse interval 
   are 1 ps, 1 ps 

 
Fig. 32 Two-temperature curve when pulse interval 
are 0.3 ps, 1 ps 

 

 
Fig. 33 Two-temperature curve when pulse interval are 1 ps, 3 ps 

 
Analyzing the following three two-temperature curves Figs. 31 to 33, 1 ps is just about the ap-

proximate time required for the temperature to fall back after the electron rise to the peak tem-
perature, which is roughly the time required for electron-phonon coupling, Therefore, when the 
pulse interval is 1 ps, the lattice temperature shows a steady upward trend. The highest lattice 
temperature appears at 3.7 ps, which is 6607 K, and the excited electron temperature can reach 
21812 K. 

When the first pulse interval is shortened to 0.3 ps, the electron temperature did not fall from 
the peak temperature completely when the second pulse irradiated. At the same time, the internal 
heat transfer of the electron and electron-phonon coupling was continuing, the thermal impact of 
the first pulse was still intense, the electron can be heated up to 46298 K, which is far greater than 
when the pulse interval of 1 ps. The energy obtained by the lattice is further increased, and the 
maximum temperature can reach 6697 K, which is also higher than the case when the pulse inter-
val of 1 ps. Then we increase the second pulse interval to 3 ps, the temperature of the electron has 
dropped to 2955 K before the third pulse, and the peak temperature of the last pulse is only 37170 
K, which is less than the above two cases. 
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  According to the above analysis results, it can be found that the electron temperature, the 
lattice temperature, and the final equilibrium temperature are all improved when the pulse inter-
val time is shortened to less than the electron-phonon coupling time. If the pulse interval time is 
longer than the electron-phonon coupling time, the inside of the material has already close to 
reaching the equilibrium state before the subsequent pulse action, and the effect of the energy of 
the subsequent pulse injection cannot be well exerted, which is not conducive to ablation. There-
fore, the choice of pulse interval time is an important issue to improve the ablation efficiency. 
Shortening the pulse interval time is more conducive to energy accumulation. 

  Ablation depth is a visual representation of the pros and cons of processing results. In order 
to explore the influence of the important factor of the pulse interval on the ablation depth, the 
fixed pulse width is still 300 fs, and the first pulse interval is fixed at 1 ps. The second pulse interval 
for the four sets of calculations are 0.3 ps, 1 ps, 10 ps and 30 ps. To ensure the reliability of the 
calculation results, the visual result we obtain is shown in Fig. 34 by calculating 180,000 steps or 
180 ps. 

It can be seen from Fig. 34 that the ablation depth increases first and then decreases with the 
increase of the multi-pulsed laser time interval. Although the electron and the lattice can reach a 
higher temperature as shown in Fig. 31 at a pulse interval of 0.3 ps, the duration of the tempera-
ture above the ablation threshold is small compared to the case where the pulse time interval is 
close to the electron-phonon coupling time. Comparing the time when the first temperature rise 
of the electron reaches the peak to the start of the relaxation in Fig. 31 and Fig. 32, the pulse width 
is 3 ps at 0.3 ps, and the pulse width is about 5 ps at 1 ps. From this point of view, the pulse interval 
close to the electron-phonon coupling time allows the system to be maintained at a higher tem-
perature for a longer time, resulting in an increase in the ablation depth. The shorter pulse interval 
makes the subsequent pulse and the pre-pulse to work together close to a single pulse, although 
a higher temperature is reached, but a shorter high temperature duration limits the increase in 
ablation depth. As the pulse interval is further increased to 10 ps and 30 ps, the thermal effect of 
the pre-pulse has been dissipated by the system, the lattice and electron temperatures have also 
fallen, and the ablation depth has gradually decreased. In summary, a pulse interval close to the 
electron-phonon coupling time of the material can complete a more efficient ablation of the ma-
terial. 
 

 
Fig. 34 Atomic snapshots of different pulse interval (at the moment of 180 ps) 

4. Conclusion 
The effect of ultrafast laser on metal is an extremely complex process with high imbalance, includ-
ing the absorption of laser energy by electrons on the metal surface, the energy transfer from 
electron to the lattice through electron-phonon coupling and phonon collision, and the process of 
the lattice absorbs energy and causes the material to change phase. Finally, the surface of the ma-
terial will be removed. To better describe the metal absorption process of laser ablates metallic 
materials, the researchers proposed a two-temperature model to describe the thermal conduction 
process of electrons and lattice systems of the material, while the two-temperature model is in-
sufficient to explore the phase transition and ablation mechanism of metals during the unbalanced 
processes of laser processing. Therefore, molecular dynamics calculation is introduced to track 
the position and velocity of each atom by setting reasonable initial calculation conditions. We use 
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the EAM potential function and introduce periodic boundary conditions in the analysis of the in-
teraction of metal and laser.  

After establishing the appropriate size simulation system with the above method on the 
LAMMPS platform, we reproduced the ablation process of the single-pulsed laser to the metal and 
verified the correctness of our simulation. We firstly fixed the laser fluence and irradiated the 
surface of the copper film with lasers of different pulse widths. It was found that when the pulse 
width is reduced, the pulse energy is more concentrated, and the lattice and electrons inside the 
system can reach a higher peak temperature. Moreover, the smaller the pulse width, the faster the 
electron temperature rises. Then, the pulse width was set to a fixed value, the metal was irradiated 
with laser of different laser fluences, and the visualized atomic snapshots was analyzed. In the 
visualization results, the nucleation of voids when the laser fluence is small and the nucleation of 
bubbles inside the material when the laser fluence is large were observed. The larger laser fluence 
causes the layer cracking of the material, so that more materials are removed. After understanding 
the ablation mechanism, the calculation system was enlarged to eliminate the effect of thermal 
expansion. The laser ablation depth at different energy densities was calculated, the fitting curve 
was obtained, and compared with the literature. 

Multi-pulsed laser ablation is not a simple superposition of single-pulsed laser. The process of 
interaction with metal is more complicated. In this paper, the multi-pulsed laser ablation was cal-
culated by changing the light source term in the two-temperature equation. Comparing the tem-
perature contour and atomic snapshots of multi-pulsed laser action and single-pulsed laser action, 
we found that the increase of the number of laser pulses reduces the ablation threshold of the 
material. The nucleation and phase change inside the material is more severe due to the increase 
of energy, the lattice disorder is more serious, and the ablation becomes faster. Then we discussed 
the influence of pulse interval time on the incubation effect of multi-pulsed laser. The pulse inter-
val time is shorter than the electron-phonon coupling time, which makes the temperature of the 
system more intense. If the pulse interval is too long, the energy will be dissipated at the pulse 
interval. Therefore, the appropriate pulse interval should be selected during the laser processing.  

It should be noted that although copper was chosen as the target material in this study due to 
the abundant research of its thermophysical properties, the method of molecular dynamic mod-
eling and analysis can be applied to other metallic material as long as the detailed thermophysical 
parameters of the materials determined. The results obtained in this work can provide a new cal-
culation method and theoretical basis for ultra-fast laser machining of air film holes in aviation 
turbine blades and has certain practical guiding significance for laser machining. 
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A B S T R A C T  A R T I C L E   I N F O 
Pull production control strategies coordinate manufacturing operations based 
on actual demand. Up to now, relevant publications mostly examine manufac-
turing systems that produce a single type of a product. In this research, we 
examine the CONWIP, Base Stock, and CONWIP/Kanban Hybrid pull strate-
gies in multi-product manufacturing systems. In a multi-product manufactur-
ing system, several types of products are manufactured by utilizing the same 
resources. We develop queueing network models of multi-stage, multi-
product manufacturing systems operating under the three aforementioned 
pull control strategies. Simulation models of the alternative production sys-
tems are implemented using an open-source software. A comparative evalua-
tion of CONWIP, Base Stock and CONWIP/Kanban Hybrid in multi-product 
manufacturing is carried out in a series of simulation experiments with vary-
ing demand arrival rates, setup times and control parameters. The control 
strategies are compared based on average wait time of backordered demand, 
average finished products inventories, and average length of backorders 
queues. The Base Stock strategy excels when the manufacturing system is 
subjected to high demand arrival rates. The CONWIP strategy produced con-
sistently the highest level of finished goods inventories. The CONWIP/Kanban 
Hybrid strategy is significantly affected by the workload that is imposed on 
the system. 
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1. Introduction  
According to a common definition of pull-type production control, a pull system is one in which 
production operations are coordinated based on actual demand occurrences and not on advance 
demand information or forecasts [1]. In a pull system production, operations are triggered by 
the arrival of demands for finished goods. Whereas in a push system production is scheduled 
based on forecasts of demand for goods, i.e. production operations are launched before the actu-
al demand arrival. An excellent review of pull control methods and critical comparisons with 
alternative production control paradigms is given in [2]. 

 Numerous pull control strategies (or policies) have been proposed in the relevant literature 
and a considerable number of papers have been devoted to the modeling, evaluation and com-
parison of alternative pull systems.  

 The reader is referred to [3] and Xanthopoulos and [4] for some indicative examples. A rela-
tively recent trend in this research field pertains to the study of adaptive, pull control policies, 
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i.e. production control mechanisms that adapt to the current state of the demand and/or produc-
tion processes [5]. 

Pull production control policies have been mostly studied in the context of single product 
type systems up to now. In recent years, a new research direction has emerged that examines 
multi-product systems [6, 7]. This paper advances the research on multi-product pull systems by 
examining the CONWIP, Base Stock and CONWIP/Kanban Hybrid strategies. The aforementioned 
systems are modeled as queueing network models with synchronization stations [4]. The mod-
els of the alternative manufacturing systems are implemented in the simulation software 
JaamSim [8]. The behavior of the examined control systems is studied in a series of simulation 
experiments.  

The remainder of this paper is structured as follows. Section 2 contains a summary of rele-
vant scholarly publications. The examined manufacturing system model is presented in section 3 
together with the queueing network representations of the multi-product CONWIP, Base Stock 
and CONWIP/Kanban Hybrid systems. Section 4 contains the results of the simulation experi-
ments together with their analysis. Finally, the paper is concluded in section 5, where some di-
rections for future research are also provided.  

2. Related work and contribution of research  
In this section we offer a brief literature review of the most relevant published research to this 
article. Existing works on pull control strategies for systems that produce more than on part 
type can be classified based on the size of the underlying manufacturing system. 

Single stage systems are studied in [9] and [10]. Multi-stage systems (typically consisting of 3 
to 5 stages) are examined in the majority of relevant works [11-15]. A rather special case is the 
work of Krieg and Kuhn [16] who study a two-stage system analytically, i.e. by means of decom-
position-based mathematical approximation methods.  

With the exception of Krieg and Kuhn [16] who use the formalism of continuous-time Markov 
chains, the overwhelming majority of publications on multi-product, pull type production con-
trol systems uses simulation to model and analyze the manufacturing systems in question. In-
dicative software that are frequently employed for these purposes are Arena and ExtendSim 
(e.g. refer to [10] and [11]). 

The relevant papers address either idealized, “synthetic” manufacturing systems [16, 9] or 
systems inspired by real-world applications. Case studies pertaining to the automotive industry 
are studied in [13] and [10]. Other, indicative, case studies are related to manufacturers of 
health-care products [12], drug process plants [11] and gear manufacturers [15]. 

Even though numerous pull production control strategies have been proposed in the litera-
ture, papers that focus on multi-product systems often address only a subset of them. For exam-
ple, only the Kanban control approach is examined in [11], [16] and [9]. Existing comparative 
evaluations of alternative pull control policies typically involve two or three approaches (e.g. 
CONWIP, Kanban and Extended Kanban are compared in [15], Base Stock, Kanban and Extended 
Kanban are compared in [10] etc.). A noticeable exception is the work of Olaitan and Geraghty 
[12] where five alternative policies are compared (Kanban, CONWIP, Base Stock, Extended Kan-
ban, Generalized Kanban). 

Finally, and apart from the aforementioned categorizations, relevant published works are fur-
ther differentiated in terms of several other features such as the existence of setups in the manu-
facturing system model, the performance metrics considered, and so forth.  

The novelty and primary contribution of this research is the following: 

• the queueing network models for the multi-stage, multi-product CONWIP, Base Stock and 
CONWIP/Kanban systems are developed, 

• the alternative production control mechanisms are compared in a series of simulation ex-
periments under the metrics of average number of backorders, average finished product 
inventories and average waiting time of backordered demand, 
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• insights on the behavior of the different pull production control methods are gained as 
well as the related managerial implications. 

3. System description and production control policies  
The system under investigation is comprised of several stages in tandem and manufactures a 
number of product types. In the remainder of this section, i and j will be used to denote an arbi-
trary production stage and product type, respectively. 

Raw materials enter the system and are processed in all production stages starting from the 
first one and moving to the downstream stage. Finished products of type j are outputted by the 
last stage and stored in the respective finished goods inventory. Raw materials are assumed to 
be continuously available, i.e. the raw materials buffers are never empty. Demands for finished 
products arrive dynamically to the system and the times between successive demand arrivals 
are stochastic. Upon a demand arrival, one unit of type j product is requested instantly. If there 
are available finished products of type j, then the demand is satisfied immediately. If not, then 
the demand enters the, type j, backorders queue and waits until inventory is made available.       

All production stages have a manufacturing facility that is composed of a single machine 
(with stochastic service times) and the associated input queue. A machine can process all prod-
uct types; it processes products one-by-one and undergoes a setup when switching from one 
type to another. A type j product that completes its processing in the i-th stage is stored in out-
put buffer i,j.   

The flow of materials from one production stage to the next is coordinated by a pull-type 
production control policy. In broad terms, a production control policy determines when stage i 
should pull a type j part from the upstream output buffer in order to process it. In this paper, we 
examine the CONWIP, Base Stock and CONWIP/Kanban Hybrid policies for multi-product manu-
facturing. We develop the queueing network models of the respective systems in the following 
three sub-sections. 

3.1 Multi-product CONWIP system 

Fig. 1 shows a two-stage, two-product type CONWIP system (due to space limitations). Note that 
the properties of the CONWIP system presented here hold for any number of product types and 
production stages.  
 

 
Fig. 1 A CONWIP system with two stages and two product types 
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In Fig. 1, Mi is the i-th manufacturing facility and P0,j is the raw materials buffer for product 
type j. The output buffer of stage i and type j is denoted as queue Pi,j and queue D3,j contains de-
mands for type j finished products. Finally, queue D1,j contains demands for stage – 1 products of 
type j. The discipline of all queues shown in Fig. 1 is First-Come-First-Served. 

Initially, i.e. at time 0, all machines are idling and all queues are empty except P0,j (by defini-
tion) and Pi,j, for all i, j. At time 0, queue Pi,j contains Si,j parts, where Si,j is the base stock (initial 
inventory) of stage-i and part-j products. The integers Si,j, for all i,j, are the control parameters 
that characterize a multi-product CONWIP system. The sum of the Si,j parameters equals the con-
stant number of parts that “circulate” in the manufacturing system.  

The control logic of the CONWIP policy is the following. All stages except the first one are 
constantly authorized to produce. Consequently, it can be argued that production stages 2, 3, … 
operate according to a push strategy. The first stage receives an authorization to process a new 
type-j part at the moment when a type-j finished product exits output buffer D3,j (transmission of 
information is assumed to be instantaneous). 

3.2 Multi-product Base Stock system 

Fig. 2 depicts a two-stage Base Stock system that manufactures two product types. It is noted 
that the control logic of Base Stock, as explained in this sub-section, can be straightforwardly 
extended to a system with an arbitrary number of stages and products. 

In Fig. 2, Mi denotes the i-th manufacturing facility and P0,j symbolizes the raw materials in-
ventory for product type j. Queue Pi,j contains stage-i completed parts of type j. Di,j contains de-
mands for type-j parts; e.g. an element of queue D3,j is a demand for a finished product of type j 
and an element of queue D2,j authorizes the production of a new stage-2 part of type j. All queues 
shown in Fig. 2 operate according to the First-Come-First-Served rule. 

At time 0, all machines are idle and all queues are empty with the exception of P0,j and Pi,j, for 
all i,j. It is reiterated that an infinite supply of raw materials is assumed. Initially, queue Pi,j con-
tains Si,j parts. Similarly to CONWIP, the base stocks Si,j, for all i,j, are the only control parameters 
of a multi-product Base Stock system. However, in a Base Stock system, there are no limits on 
the Work-In-Process and finished goods inventory levels.  

The Base Stock system operates as follows. At the time when a demand for a type-j finished 
product arrives to the system, an analogous demand is transmitted to all queues Di,j authorizing 
the production of a new type-j, stage-i part, for all i. This way, the production of a new part can 
commence even if no finished goods inventory has been consumed, allowing for increased flexi-
bility in following demand fluctuations. 
 

 

Fig. 2 A Base Stock system with two stages and two product types 
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3.3 Multi-product CONWIP/Kanban Hybrid system 

The queueing network model of a two-stage, two-product CONWIP/Kanban Hybrid system is 
shown in Fig. 3. It is noted that the mechanics of this control policy, as illustrated in Fig. 3, also 
apply to systems with any number of stages and product types.  

Mi symbolizes the manufacturing facility i and P0,j is the raw parts buffer for type j, in Fig. 3. 
Queue PAi,j contains stage-i, type-j completed parts with kanbans (production authorizations) 
attached on them. Queue P2,j has finished products of type j and queue D3,j contains demands for 
such products. CONWIP-type demands are held in queues D1 and D2. Finally, queues DA1,j contain 
kanban/demand pairs for stage-1 parts of type j. The discipline of all queues in Fig. 3 is First-
Come-First-Served. 

Initially, all machines are idling and all queues are empty except for the raw parts buffers, 
which are always non-empty by definition, and queues PA1,j and P2,j, for all j. The latter contain 
K1,j and S2,j parts, respectively. The number of stage-1, type-j kanbans K1,j and the base stocks S2,j 
are the control parameters of the system shown in Fig. 3. 

The CONWIP/Kanban Hybrid system operates as follows. The last stage has a perpetual au-
thorization to produce, similarly to the pure CONWIP policy. At the time when a type-j finished 
product is delivered to a customer, a relevant demand is sent to queue Dj at the beginning of 
manufacturing line. The first stage is authorized to produce a new type-j part if there is at least 
one element in each of the Dj and DA1,j queues. All other stages operate under a Kanban control 
policy (for additional details refer to [3]). The rationale behind the philosophy of the CON-
WIP/Kanban Hybrid policy is to combine the swift turnaround of the CONWIP system with the 
tight coordination between production stages offered by Kanban. 

 

 

Fig. 3 A CONWIP/Kanban Hybrid system with two stages and two product types 

4. Experimental results and discussion  
The investigated control policies were compared in a series of simulation experiments that per-
tained to a manufacturing system with five stages and two product types. The simulation models 
that were developed for the purposes of this study can straightforwardly be extended to ac-
commodate additional stages and/or product types. Nevertheless, this would increase substan-
tially the effort for presenting/interpreting the results without necessarily providing additional 
insights on the behavior of the manufacturing systems. The implementation of the simulation 
models is outlined in the following section 4.1 
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4.1 Implementation of simulation models 

All simulation models are built using the discrete event simulation [17-19] software JaamSim 
[8]. JaamSim is open-source and offers an intuitive GUI for building complex discrete event mod-
els with 3D graphics and animation as well as high execution speed of simulation experiments. 
These are some indicatives reasons that resulted in the growing adoption of the JaamSim soft-
ware by the community of simulation practitioners and researchers in recent years [20]. 

Indicatively, the 2D simulation models of the Base Stock, and CONWIP/Kanban hybrid sys-
tems with five production stages and two product types are shown in Figs. 4-5. Note that, due to 
the complexity of the models, their finest details cannot be displayed accurately. Figs. 4-5 are 
intended to give an overall impression of the structure of the simulation models in question. 

 
Fig. 4 JaamSim simulation model of Base Stock system with five production stages and two product types 

 

 
Fig. 5 Simulation model of CONWIP/Kanban Hybrid system with five production stages and two product types 

 

4.2 Configuration of simulation experiments 

We defined a base simulation case as the starting point of our analysis and then varied i) the 
average time between arrivals, ii) the setup time for switching from one product type to another, 
and iii) the policies’ control parameters, in order to study the behavior of the alternative control 
mechanisms.  
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The base simulation case is defined as follows: times between arrivals are exponentially dis-
tributed with mean 1.26 time units. Upon a demand arrival, a type 1 (or type 2) finished product 
is requested with probability 0.5. The service times of all machines are exponential with mean 
0.8 and 1.2 for type 1 and type 2 products, respectively. When a machine switches from one part 
type to another, a setup with duration 0.25 time units is incurred. The control parameters (i.e. 
base stocks and/or kanbans) for all policies, stages and products are set to the value of 5. For all 
simulation models, the length of a replication is set to 10000 time units and the number of inde-
pendent replications for all models is 20.  

In all simulation experiments we monitored the i) average finished product inventories, ii) 
the average number of backorders and iii) the average waiting time of backordered demands for 
each product type. The experimental results are presented in Figs. 6-8. 

4.3 Comparing performance metrics of different product types 

It is observed from Figs. 6-8 that the monitored performance metrics (i.e. average finished prod-
uct inventory/average number of backorders/average waiting time of backordered demands for 
product type 1 and 2) do not vary substantially from one product type to another. E.g. for the 
CONWIP/Kanban Hybrid system with average time between arrivals equal to 1.38 the average 
finished product inventory is 14.11 and 13.97 for product type 1 and 2, respectively (refer to Fig. 
6f). 

This can be attributed to the following reasons. First, the incoming demand is “distributed” 
equally among the two product types (50 % for product type 1 and 50 % for type 2 as mentioned 
in section 4.2). Secondly, the number of kanbans/base stocks in each manufacturing stage for 
product type 1 is identical to that of product type 2. Finally, and most importantly, all parts are 
processed according to the FCFS queue discipline rule in all manufacturing facilities (Mi ele-
ments in Figs. 1-3) regardless of their type or required processing time. 

The observed differences between the performance metrics for product type 1 and 2 are 
caused only by the different service times. Recall from section 4.2 that the mean service time of 
all machines for product type 1 and 2 is 0.8 and 1.2, respectively. As a result, the total processing 
time of a type 1 product is smaller than that of a type 2 product. Consequently, for all control 
policies and simulation cases, type 1 demands are serviced more quickly than type 2 demands, 
and this consistently leads to slightly higher finished product 1 inventories and smaller waiting 
times/backorders for type 1 (refer to Figs. 6-8). 

An important observation that stems from this analysis is that the “sharing” of the production 
resources (manufacturing facilities) amongst multiple product types does not affect significantly 
the observed behavior of the various control policies (in contrast to the single product type case 
and under the aforementioned production system settings). However, this situation would 
probably change dramatically in the presence of batching or sequencing rules. For example, in 
our simulation case, the adoption of the SPT (Shortest Processing Time) rule for part sequencing 
would probably “favor” part 1 types (due to their smaller mean processing time) leading to a 
significant change in the performance metrics of product type 1 and 2. Nonetheless, this investi-
gation is beyond the scope of this research. 

4.4 Varying average arrival rate 

Fig. 6 shows the performance metrics of each control policy for average time between arrivals 
that varies in the range [1.2, 1.38]. It is observed that the average waiting time of pending orders 
and the average lengths of the backorders queues are increasing functions of the arrival rate. On 
the contrary, the average finished product inventories are decreasing functions of the demand 
arrival rate. For relatively low arrival rates, it is observed that the performance of the alternative 
control policies is practically the same in respect to the average waiting time/number of 
backorders. However, for relatively high arrival rates the Base Stock (as well as the CONWIP) 
and the CONWIP/Kanban Hybrid policies are clearly the best and worst performing mechanisms 
in terms of the two aforementioned performance measures, respectively. 

This can be attributed to the following qualitative characteristics of these control policies: the 
CONWIP/Kanban Hybrid system has a very tight coordination between the various production 
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stages whereas the Base Stock does not coordinate at all production operations at different stag-
es. On the other hand, in a CONWIP system, parts flow without interruptions towards the down-
stream production stages. Consequently, the Base Stock and the CONWIP systems respond rap-
idly to demand fluctuations, compared to CONWIP/Kanban Hybrid. 

From Figs. 6e and 6f, we observe that the CONWIP system causes the highest levels of fin-
ished goods inventories followed by the CONWIP/Kanban Hybrid mechanism. An interesting 
observation is the relative “insensitivity” of the Base Stock system regarding this performance 
metric and in relation to changes in the average time between arrivals. 
  

 
Fig. 6 Performance metrics of alternative production control policies for varying arrival rates. The time units of  
the y-axis in Figs. 7a-7f are multiplied by a factor of 3.6 × 103 
 

4.5 Varying setup time 

Fig. 7 shows the performance metrics of each control policy and product type for setup time 
equal to 0.1, 0.15, 0.2, 0.25, 0.3, 0.35 and 0.4 time units. It is seen that the average num-
ber/waiting time of backorders is an increasing function of the setup time. On the contrary, the 
average finished product inventories are decreasing functions of the setup time. Increasing the 
setup time has a similar effect to the system as increasing the arrival rate or decreasing the ser-
vice rate, i.e. the workload imposed on the manufacturing system increases. However, note that 
this happens because the part sequencing in all manufacturing facilities is done by means of the 
FCFS rule and no special sequencing/batching takes place (refer to section 4.3 also). 
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Again, for relatively small setup times, the differences between the alternative control poli-
cies are rather negligible in respect to the average waiting time/number of backorders. For rela-
tively large setup times the ranking of the policies is Base Stock, CONWIP, CONWIP/Kanban Hy-
brid for these two performance measures. The CONWIP system causes the highest levels of fin-
ished goods inventories followed by the CONWIP/Kanban Hybrid mechanism (refer to Figs. 7e-f). 
Overall, we can argue that CONWIP/Kanban Hybrid is significantly, and adversely, affected by 
the magnitude of the workload that is imposed on the system whereas the Base Stock system is 
relatively insensitive to changes in the workload. The Base Stock policy appears to be a good 
choice when the manufacturing system operates close to its capacity. Finally, an inherent charac-
teristic of the CONWIP mechanism is that it consistently yields the highest finished goods inven-
tories. 
 

 
Fig. 7 Performance metrics of alternative production control policies for varying setup times. The time units of 

    the y-axis in Figs. 8a-8f are multiplied by a factor of 3.6 × 103 
 

4.6 Varying control parameters 

To examine the effect of the control parameters to the performance of the investigated control 
mechanisms we used a fractional factorial design. The factors (parameters) of the experimental 
design are the base stocks or number of kanbans for each production stage and product type.  
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Fig. 8 Performance metrics of alternative production control policies for varying control parameters The time 

units of the y-axis in Figs. 9a-9f are multiplied by a factor of 3.6 × 103 
 

The low and high level for all factors was set to 2 and 5 respectively. A 24-1 fractional factorial 
design of resolution IV was generated [3] and it is presented in Table 1.  

Fig. 8 shows the average waiting times/number of backorders and the average finished prod-
uct inventories of all investigated manufacturing systems, for alternative control parameter sets. 
It is observed that, in order for the CONWIP/Kanban Hybrid system to be “competitive” or at 
least comparable to Base Stock and CONWIP, its control parameters need to be set to relatively 
high values. Fig. 8 shows that the CONWIP/Kanban Hybrid mechanism manages to satisfy in-
coming demand adequately only for the control parameter vector (5, 5, 5, 5, 5). It is observed 
that this hybrid policy is by far the most sensitive control strategy in respect to changes of pa-
rameters Ki,j/Si,j; for example refer to the difference in the average number of backorders be-
tween control parameter set 4 and 8. 
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Table 1 Examined sets of control parameters (j = 1,2). Parameters Ki,j apply only to the Hybrid system 
Parameter set S1,j (K1,j) S2,j (K2,j) S3,j (K3,j) S4,j (K4,j) S5,j 

No 1 2 2 2 5 5 
No 2 5 2 2 2 2 
No 3 2 5 2 2 5 
No 4 5 5 2 5 2 
No 5 2 2 5 5 2 
No 6 5 2 5 2 5 
No 7 2 5 5 2 2 
No 8 5 5 5 5 5 

 
An interesting characteristic of CONWIP and Base Stock regarding the relationship between 

their control parameters and the resulting finished product inventories is seen in Figs. 8e-f. The 
average finished goods inventories in a Base Stock system depend primarily on the base stocks 
of the last stage (parameter sets with S5,j = 5 yield higher inventories compared to parameter 
sets with S5,j = 2). However, in a CONWIP system the average inventories of finished products 
depend mostly to the sum of base stocks in all production stages. This clearly can be attributed 
to the fact that in a CONWIP system, Work-In-Process constantly flows without interruption to 
the last stage. 

Finally, in respect to the metrics of average waiting time/number of backorders, the CONWIP 
system is found to be significantly more sensitive to changes in the control parameters com-
pared to Base Stock. 

5. Conclusion 
We developed the queueing network models of the CONWIP, Base Stock and CONWIP/Kanban 
Hybrid control policies for multi-product manufacturing systems. The conversion from a single-
type to a multi-type system is rather straightforward however, the model complexity increases 
dramatically for more than one product types.  

The results of the simulation experiments indicated that the defining characteristics of the 
CONWIP, Base Stock and CONWIP/Kanban Hybrid policies for single-type systems are largely 
retained in multi-product type systems provided that all parts are processed according to the 
FCFS queue discipline rule in all manufacturing facilities. Our findings indicate that, when the 
system operates under a moderate workload, the performance differences between the alterna-
tive control policies are rather small. 

The Base Stock control strategy offers a rather loose synchronization of the production oper-
ations in different stages and responds rapidly to demand fluctuations. These features render it 
to be a good choice when the manufacturing system is subjected to high demand arrival rates 
and operates close to its capacity. The behavior of the Base Stock mechanism was reported to be 
rather insensitive in respect to changes in the imposed workload and the control parameters. 
Finally, the average finished goods inventories in a Base Stock system were found to depend 
primarily on the initial stock of the last stage. 

In a CONWIP system, parts flow without interruptions towards the downstream production 
stages. As a result, this control strategy responds rapidly to incoming demand, it is well-suited in 
situations with relatively high arrival rates and produces consistently the highest level of fin-
ished goods inventories. In a CONWIP system the average inventories of finished products de-
pend mostly on the sum of base stocks in all production stages. The CONWIP system is found to 
be significantly more sensitive to changes in the control parameters compared to Base Stock. 

The CONWIP/Kanban Hybrid system offers a very tight coordination between the various 
production stages compared to CONWIP and Base Stock. Consequently, and in this experimental 
trial, it was found to be the worst performing control mechanism in situations with high arrival 
rates. Its performance is significantly affected by the workload that is imposed on the system 
and by the values of the control parameters. For the CONWIP/Kanban Hybrid system to perform 
well, its control parameters need to be set to relatively high values, in comparison to CONWIP 
and Base Stock.  
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The managerial implications of this research pertain to the design and analysis of efficient 
production and material control approaches for complex manufacturing systems. This is particu-
larly relevant in the modern and highly competitive manufacturing environment that dictates 
the elimination of waste in all production processes due to shortened product life cycles, diverse 
customer needs, and so forth.  

There are several ways to extend this research. A straightforward extension is to consider 
additional pull control policies and conduct larger scale simulation experiments. An even more 
interesting extension would be to study the synergy of applying specific priority rules for Work-
In-Process sequencing and production control policies in mixed-model systems.  
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A B S T R A C T  A R T I C L E   I N F O 
The objective of the analysis is identifying profiles of occupational accident 
casualties as regards production companies to provide the necessary 
knowledge to facilitate the preparation and management of a safe work envi-
ronment. Qualitative data characterizing employees injured in accidents reg-
istered in Polish wood processing plants over a period of 10 years were the 
subject of the research. The latent class analysis (LCA) method was employed 
in the investigation. This statistical modelling technique, based on the values 
of selected indicators (observed variables) divides the data set into separate 
groups, called latent classes, which enable the definition of patterns. A proce-
dure which supports the decision as regards the number of classes was pre-
sented. The procedure considers the quality of the LCA model and the distin-
guishability of the classes. Moreover, a method of assessing the importance of 
indicators in the patterns description was proposed. Seven latent classes 
were obtained and illustrated by the heat map, which enabled the profiles 
identification. They were labelled as follows: very serious, serious, moderate, 
minor (three latent classes), slight. Some recommendations were made re-
garding the circumstances of occupational accidents with the most severe 
consequences for the casualties.  
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1. Introduction 
Occupational accidents play an important role in the functioning of a society. They influence the 
costs of social security as well as the operating costs of both organizations and individuals. The 
accidents also affect the productivity, competitiveness and image of enterprises, and contribute 
to material and moral losses of casualties and their families. Work safety is a crucial issue tack-
led in various aspects. In general, it can concern ergonomics, in which the increase of effective-
ness is indicated by designing workplaces or adapting work along with eliminating (among oth-
ers) threats that increase the risk of developing employees' illnesses and injuries [1]. It is also 
included as an element of occupational health and safety in risk assessment in enterprises [2]. In 
a more detailed aspect, work safety is concentrated on the analysis of occupational accidents and 
their casualties, trying to discover the circumstances and causes of the events. To reduce acci-
dents at work, mitigate their consequences, and shape a safe work environment, not only sys-
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temic actions and countermeasures resulting from the regulations but also various scientific 
studies are undertaken. 

In the scientific literature, the subject has been considered for many years and it includes the 
analysis of accidents: (1) for specific cases (such as investigations of individual accidents or ac-
cidents at specific workplaces in a company, (2) in a variety of spatial aspects (region, country or 
group of countries), (3) having a certain profile, for example, of the same type or severity, (4) in 
connection with a specific sector of the economy, for example, construction or mining. 

A significant part of the publication is devoted to the analyses of occupational accidents in the 
construction sector, and both the subject of the research and applied methods are very diverse. 
Müngen and Gürcanli [3], based on road construction fatal accidents data in Turkey from 1969-
1999, using mainly the frequency analysis, indicated a significant share of fatal accidents in road 
accidents occurring in the road works zones. The authors drew attention to the fact that it was 
difficult to access the national level data. Rivas et al. [4] found that using traditional statistical 
methods in the investigation does not always allow the identification of actual cause-and-effect 
relationships as regards accidents at work, recommending the use of advanced analytical tech-
niques, such as: decision rules, Bayesian networks, support vector machines and classification 
trees. They identified the most important causes of accidents and developed certain predictive 
models for accidents at work in construction (and additionally mining) companies. Cheng et al. 
[5], investigated the data set of 1,546 observations from 2000-2007 and indicated which factors 
are particularly responsible for the occurrence of occupational accidents in small construction 
companies in Taiwan. They used descriptive statistics, correlation analysis and ANOVA. Aliza-
dehi et al. [6], in the set of 6722 records, identified 48 groups of workers suffering from acci-
dents at construction workplaces in Iran. Using the Bayes' theorem, they estimated the posterior 
probability of the severity of the events under consideration. From a literature review, the au-
thors concluded that in similar works on the construction industry, methods such as descriptive 
statistics, fuzzy inference and fuzzy logic, fuzzy sets, Bayesian analysis or ANOVA were used. 
Szóstak [7] obtained from the National Labour Inspectorate, 361 individual data records on ac-
cidents at work in five voivodeships in the Polish construction sector, for 2008-2014. Using non-
hierarchical k-means cluster analysis, he defined profiles of occupational accident casualties 
characterized by qualitative and quantitative variables. Drozd [8], on the basis of one country 
region data from 2014-2016, analysed accidents in the Polish construction sector using the mar-
ket basket analysis and defined typical association rules for such events. In turn, Berglund et al. 
[9] analysed and characterized accidents in the Swedish construction industry in 2016, calculat-
ing selected accident rates for individual trades. Ayhan and Tokdemir [10] undertook a task of 
developing a method for forecasting the consequences of accidents at work in the construction 
industry. They proposed a hybrid model combining the LCA cluster analysis and a supervised 
artificial neural network. The study was based on the collection of 4109 cases anonymously pro-
vided by construction companies located in the Euro-Asia region. Lee et al. [11] pointed out that 
various data mining methods are very often used in the analysis of data on occupational acci-
dents in the construction industry. The authors proposed a research procedure for data pre-
processing as well as supervised and unsupervised modelling of relationships between the char-
acteristics of occupational accidents in the discussed economic sector. They used, among others: 
cluster analysis, chi-square test, V-Cramer test, support vector machine, and decision-tree-based 
ensembles. The elaborated tool was applied to analyse the set of 963 records from a large con-
struction company in Korea. The possibility of using text mining techniques to analyse reports 
on occupational accidents in the construction sector was noted by Zhang et al. [12]. They exam-
ined and labelled (by the causes of the accident) 1954 documents describing events from 2003-
2010. Keywords were extracted from the documents, which, together with the label, defined the 
data structure. This data set was the basis for building the accident cause classification models. A 
variety of mining techniques were used: support vector machine, k-nearest neighbours method, 
decision trees, logistic regression, and naive Bayesian classifier. 

Similar methods of analyses are used in works devoted to scientific studies of occupational 
accidents in sectors other than construction. Palamara et al. [13] used a two-level approach in-
volving Kohonen's SOM maps and k-means algorithm to identify the most common accident se-
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quences leading to accidents in the Italian wood processing industry; data from 2002-2004 were 
analysed. The same SKM method (SOM and k-means) in the research of accidents in the same 
sector (based on the set of 1247 records) was used by Comberti et al. [14], however, focusing on 
the dynamics of accidents. The authors continued their work for the following years, for a larger 
data set [15] and in the aspect of a sensitivity analysis [16]. Moura et al. [17, 18] used unsuper-
vised neural networks (including Kohonen's SOM) for the analysis of 238 serious accidents from 
technologically advanced industries (such as: aviation, chemical industry, refineries, petrochem-
ical industry). In their opinion, the use of the proposed tools made it possible to reveal typical 
patterns and present them in the form of a graphic map, even though accidents are quite com-
plex events, difficult to predict, and in which many different interactions take place. Verma et al. 
[19] analysed 843 occupational accidents registered in steel mills in India and identified pat-
terns of such incidents using the association analysis. Ghousi [20], operating on the set of 1954 
records from 2003-2010 and using k-means clustering method and the association analysis, in-
vestigated occupational accidents in production and industrial units in Iran to create a decision 
supporting system for managers. Sanmiquel et al. [21] identified the main factors influencing 
accidents at work in the Spanish mining industry. The authors analysed the set of 56,034 acci-
dent data records from 2005-2015, identifying association rules that define the causes of acci-
dents based on a specific set of input variables. Farina et al. [22] used "learning by mistakes" and 
latent class analysis (LCA) methods to detect patterns of fatal occupational accidents in the inju-
ry dynamics aspect. They used data describing 354 events in enterprises of various industries in 
one of the regions of Italy (Piedmont) in 2005-2014. The LCA method was also used by Davoudi 
Kakhki et al. [23]. They identified occupational risk groups on the basis of the analysis of 1,031 
serious injury events recorded in the Midwest US agribusiness industry in 2008-2016. 

The researchers' focus on the construction sector may arise from the opinion that it has the 
most dangerous workplaces, although this judgment may be determined by a country specificity. 
However, work on a production line in wood processing companies also generates significant 
threats to the life and health of employees, since it involves the performing many dangerous 
actions, such as sawing, mechanical working, planning, cutting, laminating, whittling, and gluing. 
Nevertheless, work safety issues in the wood processing sector are discussed occasionally. In 
Poland, it is characterized by one of the highest risk indicators related to a work process. Hence, 
in the presented research, profiles of casualties of occupational accidents in production plants of 
the sector in question were identified. A qualitative data analysis tool was used, which is the LCA 
method. The presented work is the continuation and development of the authors’ pilot study 
discussed as regards a chosen Polish region [24]. 

The work is an added value to a comparatively limited knowledge about occupational acci-
dents in the wood processing industry. The most important elements for a scientific contribution 
are: 

• determining the specificity of threats in manufacturing companies in the industry on a na-
tional scale, taking into account data from a long time horizon (10 years), 

• proposing measures that support the assessment of the LCA model quality and proposing 
a method for the LCA model selection considering these measures, 

• development of the discriminating ability index for the observed variables of the LCA 
model. 

The article consists of five parts. After reviewing the selected literature in this chapter, the 
theoretical foundations of the latent class method are presented. Then, the data for the analyses 
are characterized and the preparation process for data modelling is described. The next chapter 
discusses the preliminary results, which are a set of models differing in the number of classes 
(clusters), and proposes a method of selecting the best one taking into account various criteria. 
In the next part, the latent classes of the selected model are described according to the observed 
variables characterizing occupational accident casualties, considering the importance of these 
variables. Finally, a summary and conclusions are presented. 
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2. Theoretical fundamentals of latent class analysis 
Latent class analysis (LCA) is one of the cluster analysis methods used in the investigation of 
categorical variables in multivariate data. In the LCA model, a certain abstract qualitative varia-
ble LV, called a construct or a latent variable, is not directly observed (is hidden) but it reveals 
(manifests) its presence and intensity through other qualitative variables Xj, j = 1, …, J, whose 
values can be observed. These observed variables are symptoms or indicators of the construct 
[25]. The purpose of the method is to identify disjoint homogeneous subsets (groups, clusters) in 
the data set. They are called latent classes and represent the values of the LV latent variable. 

In each latent class Kc, c = 1, ..., C, each observation z in the Z multivariate data set has a value 
for the j-th observed variable. Assuming the independence of the observed variables within the 
classes, the probability of the product of the corresponding events is the product of the probabil-
ities of these events. Therefore, the probability of occurrence in the class Kc of observation z, for 
which the vector of values of the observed variables r(z) takes the value q, is the product of the 
probabilities of the occurrence of individual components of the vector q. Taking into considera-
tion the above statement, the following form of the LCA model can be defined, which estimates 
the probability that in the z observation the r(z) vector, representing the combination of values 
of the indicators X1, ... , XJ, has the value equal to q [25]: 
 

P(𝑟𝑟(𝑧𝑧) = 𝑞𝑞) = �𝛾𝛾𝑐𝑐 ∙� P(𝑟𝑟𝑗𝑗(𝑧𝑧) = 𝑞𝑞𝑗𝑗| 𝑧𝑧 ∈ 𝐾𝐾𝑐𝑐)
𝐽𝐽

𝑗𝑗=1

=
𝐶𝐶

𝑐𝑐=1

�𝛾𝛾𝑐𝑐 ∙� ρ𝑞𝑞𝑗𝑗|𝑐𝑐

𝐽𝐽

𝑗𝑗=1

𝐶𝐶

𝑐𝑐=1

 (1) 

 

where: Kc is c-th latent class, c = 1, …, C; C is the number of latent classes; γc is the probability of 
the c-th latent class, which is the probability of belongings of an observation to the Kc latent 
class: γc = P(Kc) = P(z∈Kc), c = 1, ..., C �∑ γ𝑐𝑐

𝐶𝐶
𝑐𝑐=1 = 1�; ρ𝑞𝑞𝑗𝑗|𝑐𝑐 is the conditional probability, that j-th 

observed variable has the value of qj in the Kc latent class: ρ𝑞𝑞𝑗𝑗|𝑐𝑐 = P�𝑞𝑞𝑗𝑗|𝑐𝑐� = P�𝑟𝑟𝑗𝑗(𝑧𝑧) = 𝑞𝑞𝑗𝑗�𝑧𝑧 ∈
𝐾𝐾𝑐𝑐); 𝑞𝑞𝑗𝑗  is the value of j-th observed variable, 𝑞𝑞𝑗𝑗 ∈ 𝑅𝑅𝑗𝑗; 𝑅𝑅𝑗𝑗 is the set of values of j-th observed vari-
able, j = 1, ..., J. 

Non-zero probabilities P(r(z) = q) are usually estimated by the optimization of the V(Z) nega-
tive log likelihood. The optimization for the model Eq. 1 is finding such values of 𝛾𝛾𝑐𝑐  and P(𝑟𝑟𝑗𝑗(𝑧𝑧) =
𝑞𝑞𝑗𝑗| 𝑧𝑧 ∈ 𝐾𝐾𝑐𝑐) (= ρ𝑞𝑞𝑗𝑗|𝑐𝑐) estimators that the V(Z) function of the form: 
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takes the smallest value with the following constraints: 
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where: R = R1 × ... × RJ ; q = (q1, ..., qJ); N(q) is the empirical frequency in a contingency table cell 
defined by the q vector of values for the observed variables (in other words: the number of ob-
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servations in the Z data set for which the vector of the observed variables X = (X1, ..., XJ) has val-
ues of the q vector). 

The G2 statistic is used to assess the quality of the estimated latent classes model [25]: 
 

𝐺𝐺2 = 2 �𝑁𝑁(𝑞𝑞) ∙ ln�
𝑁𝑁(𝑞𝑞)
𝑁𝑁�(𝑞𝑞)

�
𝑞𝑞∈𝑅𝑅

 (7) 
 

where: N is the Z data set size (number of observations); 𝑁𝑁�(𝑞𝑞) is theoretical (expected) frequen-
cy in a contingency table cell defined by the q vector of values: 𝑁𝑁�(𝑞𝑞) = 𝑁𝑁 ∙ 𝑃𝑃(𝑟𝑟(𝑧𝑧) = 𝑞𝑞), 
𝑃𝑃(𝑟𝑟(𝑧𝑧) = 𝑞𝑞) is given by the relationship Eq. 1. 

To compare the models differing in the number of latent classes, information criteria are 
used, in particular considering the size of the data set (N) and the complexity of the model (M) 
[26, 27, 28]: 

• CAIC = G2 +M ⋅ (ln(N) + 1) – Consistent Akaike Information Criterion,  
• BIC = G2 + M ⋅ ln(N) – Bayes Information Criterion, 
• ABIC = G2 + M ⋅ ln ((N + 2)/24) – Adjusted Bayes Information Criterion. 

In the above formulas, M is the number of the estimated parameters of the model Eq. 1 equal to: 
 

𝑀𝑀 = (𝐶𝐶 − 1) + 𝐶𝐶 ∙�(�𝑅𝑅𝑗𝑗�
𝐽𝐽
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− 1) (8) 

 

where: |Rj| is the number of values of the Xj variable. 
The smaller the values of the measures are, the better the assessment of the model is. With a 

small sample size, the importance of complex models (with a large number of latent classes and 
a large contingency table) is greatly reduced. 

To build the LCA model in this work, the authors used the Proc LCA procedure of the SAS sys-
tem [29] and their own calculations elaborated in the MS Excel environment. 

3. Data for analysis 
In Poland, data on occupational accidents for all professional activities, systematized according 
to the PKD section – Polish Classification of Activities (economic activity), are collected by the 
Central Statistical Office (GUS). Due to the function of supervising and controlling regulations as 
regards work health and safety, the National Labour Inspectorate (PIP) also collects information 
on occupational accidents investigated by PIP inspectors. This refers obligatorily to severe, fatal 
and group accidents. The GUS registers are digital and their structure complies with the struc-
ture of the national statistical accident card (defined by the regulation of the Minister of Labour 
and Social Policy of January 7, 2009 [30], amended in 2019 by the regulation of the Minister of 
Family, Labour and Social Policy of June 4, 2019 [31]). Each card contains details on a person 
injured in an accident, described by 29 features. Most of these features are descriptive, which 
implies the need to use qualitative data analysis methods.  

The subject of the presented research are individual data records on accidents at work for 
2008-2017, registered in production plants in Poland, that is in enterprises included in the C 
section according to the Polish Classification of Activities, obtained from the Central Statistical 
Office. Out of 24 branches of the C section, branch 16 was selected for the investigation. This is 
Manufacture of wood and cork products, excluding furniture; manufacture of articles of straw and 
plaiting materials. The companies in this branch produce such elements as: plywood, sawmill 
products, floor coverings, wooden packaging, veneer, and other carpentry articles. The nature of 
work of people employed in the production process generates very high accident risks [32]. In 
comparison with other branches of the C section, the accident rate (number of injured persons 
per 1000 employees per year), equal to 15.24, placed branch 16 above the 0.8 quantile. The ac-
cident casualty severity rate (the number of people injured in serious and fatal accidents per 
10,000 employees per year), equal to 36.09, was the highest for this branch. Taking into account 
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the above, the research was focused on the production process. In the collection of the data on 
accidents at work for branch 16, a subset that met the following criteria (the wordings in italics 
are taken from the statistical accident card) was selected: 

• people injured in accidents at work: Industrial workers and craftsmen, Operators and as-
semblers of machines and devices, and Employees doing simple works, 

• accident location: Industrial production sites,  
• work process: Production, processing, storage.  

For the need of calculations in the work, features characterizing the accidents casualties are 
marked with the symbol Pxx, where xx stands for the number of an item from the statistical acci-
dent card (for example, P02 means the age of the injured person). In a data pre-processing step, 
variables (indicators) were selected for the LCA model creation and outliers and observations 
that did not provide significant information were removed (for example, P09 – Injured body part 
= Unknown or undefined, P21 – Activity performed at accident time = No information available). 
Data transformation was proposed, mainly values or variables aggregation, which helped to 
solve the problem of rare categories. The resulting data set consisted of nine indicators and 
13,750 observations. The characteristics of the set are presented in Table 1. Modifications made 
to the data are marked in italics. The numerical codes of the values (consecutive positive inte-
gers) and distributions for each observed variable are given. 
 

Table 1 Characteristics of the research data 

Indicators and their descriptive values Value 
code (%) 

P02 – Casualty age      
Up to 24 years old 1 17.30 
25-34 years old 2 30.23 
35-44 years old 3 25.43 
45-54 years old 4 18.65 
Over 54 years  5 8.38 Aggregation of original values: (55-59 years) + (over 59 years)  

P05 – Casualty occupation      
Industrial workers, craftsmen, and employees doing simple works 

Aggregation of original values: (Industrial workers and craftsmen), (Employees doing simple 
works) 

1 67.83 

Operators and assemblers of machines and devices  2 32.17 
P06 – Enterprise job seniority      
Up to 5 years 1 67.64 
6-10 years 2 15.97 
Over 10 years 3 16.39 Aggregation of original values: (11-15), (16-20), (21-30), (Over 30 years) 

P08 – Injury type     
Wounds and superficial injuries  1 55.96 
Bone fractures  2 16.23 
Displacements, dislocations, sprains and strains  3 11.19 
Traumatic amputations (loss of body parts)  4 7.24 
Various other injuries  

5 9.39 
Aggregation of original values: (Unknown or undefined), (Internal injuries), (Burns, frost-
bites), (Poisoning, infections), (Drowning, suffocating from lack of oxygen), (Effects of sounds, 
vibrations and pressure), (Effects of extreme temperatures, lighting and radiation), (Shocks), 
(Multiple injuries), (Another injury) 

P09 – Injured body part      
Head, neck  1 7.01 Aggregation of original values: (Head), (Neck with cervical spine)  
Body 

2 4.84 Aggregation of original values: (Thoracic and lumbar spine), (Torso and internal organs), 
(Whole body and its various parts), (Other body part) 

Upper limbs  3 67.31 
Lower limbs  4 20.84 
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Table 1 Characteristics of the research data (continuation) 
P21 – Activity performed at accident time    (%) 
Operating machinery 1 46.92 
Working with tools and objects  2 29.20 Aggregation of original values: (Working with hand tools), (Handling objects)  
Transport at workplace  

3 14.63 Aggregation of original values: (Driving means of transport / operation of moving machines 
and other devices), (Manual transporting) 

Being at accident scene 4 9.26 Aggregation of original values: (Moving about), (Presence) 
P26 – Material factor as injury source      
Buildings, structures, surfaces 

1 6.83 Objects as above and their elements including positions: (At ground level), (Below ground 
level), (Above ground level) 

Another factor 

2 9.43 

Aggregation of original values: (There is no material factor), (Supply, distribution and dis-
charge systems for gases, liquids and solids, pipe networks, installations), (Equipment for the 
generation, processing, storage, transmission and distribution of energy), (Road vehicles), 
(Other transport vehicles), (Chemical, radioactive, explosive, biological substances), (Safety 
related devices and equipment), (Office equipment, personal equipment, sports equipment, 
weapons), (People and other living organisms), (Waste), (Physical phenomena and elements 
of the natural environment), (Another factor) 

Hand tools 
3 9.32 Aggregation of original values: (Non-powered hand tools), (Hand-held or hand guided mech-

anized tools)  
Machines and devices  

4 39.99 Aggregation of original values: (Portable or mobile machines and equipment), (Stationary 
machines, devices and equipment), (Machines, devices and equipment for lifting, carrying and 
storage) 

Materials, objects, products, machine parts  5 34.43 
P27 – Main accident cause     
Defect of material factor  

1 16.38 Aggregation of original values: (Design defects or inappropriate technical and ergonomic so-
lutions of material factor), (Improper manufacturing of material factor), (Material defects of 
material factor)  

Misuse of material factor  
2 13.98 Aggregation of original values: (Inappropriate exploitation of material factor), (Employee’s 

non-use or inappropriate handling of material factor)  
Inappropriate work organization  

3 11.67 Aggregation of original: (Inadequate overall organization of work), (Inappropriate organiza-
tion of a workplace), (Employee’s failure to use protective equipment) 

Safety neglect 
4 57.97 Aggregation of original values: (Employee’s psychophysical state, not ensuring safe work per-

formance), (Employee’s inappropriate arbitrary behaviour), (Employee’s misconduct) 
P289 – Casualty injury severity; a new variable, defined on the basis of the variables: 
P28 (accident consequence) and P29 (inability to work)      

Minor accident resulting in inability to work for 0-29 days (up to a month) 
Aggregation of original values: (Minor accident resulting in inability to work for 0-13 days), 
(Minor accident resulting in inability to work for 14-29 days) 

1 46.41 

Minor accident resulting in inability to work for 30-89 days (from one to three months) 2 37.97 
Serious accident  

3 15.61 Aggregation of original values: (Severe or fatal accident), (Minor accident causing inability to 
work for more than 90 days)  

4. Selection of the LCA model 
As in every cluster analysis method, also in the case of the LCA model, the decision on the num-
ber of latent classes is the key element. The following aspects were considered: 

• relatively low values of information criteria, such as: CAIC, BIC, and ABIC, 
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• acceptable probability values of latent classes (which are weights determining classes 
support) – these values cannot be too low, 

• the number of classes must not be too small to prevent the loss of information relevant to 
the definition of patterns, 

• the number of classes must not be too large for the identified patterns to be distinguisha-
ble. 

The decision on all the criteria is subjective and requires balancing, which means that a trade-
off between fit and practical usability of the model should be considered. The latter aspect is 
related to the interpretability of the model – its suitability for distinguishing between classes. To 
facilitate the decision-making process, two measures were defined: the model balance ratio and 
the measure of the discriminating ability of the observed variable. 

If, according to the assumption of the LCA model, the latent classes Kc and their probabilities 
γc define the distribution of the LV latent random variable that has C values (latent classes), then 
the entropy H of this variable is given by the relationship [33]: 
 

𝐻𝐻 =  −�𝛾𝛾𝑐𝑐 ∙
𝐶𝐶

𝑐𝑐=1

ln(𝛾𝛾𝑐𝑐) (9) 

 

Entropy has the greatest value when all probabilities are the same. In this case, H equals ln(C) 
and means that the importance of all latent classes is the same, which is considered to balance 
the model. The HB balance ratio is proposed as the quotient of the entropy H of the estimated 
LCA model and the entropy of the corresponding balanced model, taking into account the num-
ber of classes: 
 

𝐻𝐻𝐻𝐻 =  
𝐻𝐻

ln(𝐶𝐶) (10) 
 

The closer to unity the value of HB is, the smaller the number of trivial latent classes (with 
small values of probabilities) are. The HB indicator, when combined with other measures, may 
support the selection of the LCA model. 

The paper also proposes an index of the discriminating ability AR of the Xj observed variable. 
It is defined on the basis of the range of conditional probabilities of the Xj variable: 
 

𝐴𝐴𝐴𝐴�𝑋𝑋𝑗𝑗� =  
1
�𝑅𝑅𝑗𝑗�

�  
𝑞𝑞𝑗𝑗∈𝑅𝑅𝑗𝑗

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�𝑞𝑞𝑗𝑗|{𝑐𝑐}� (11) 
 

where: 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅�𝑞𝑞𝑗𝑗|{𝑐𝑐}� = max
𝑐𝑐=1,…,𝐶𝐶

�𝜌𝜌𝑞𝑞𝑗𝑗|𝑐𝑐� −  min
𝑐𝑐=1,…,𝐶𝐶

�𝜌𝜌𝑞𝑞𝑗𝑗|𝑐𝑐�. 
The algorithm leading to obtaining the AR value can be described as follows: 

• the range of conditional probabilities assigned to the qj value of the variable Xj with regard 
to the classes of the LCA model is calculated (there are as many probabilities as the latent 
classes for one qj), 

• the average of all the range values (there are as many ranges as the Xj variable values) ob-
tained for the Xj variable creates the AR(Xj) index.  

The discriminating ability of an observed variable, valued with the AR measure, can be inter-
preted as an assessment of the distinction possibility of latent classes with respect to this varia-
ble. The maximum value of any range from formula Eq. 11 is equal to 1. It occurs when the con-
ditional probability of the variable category in one class is 0 and in another class is 1. It means 
that in the case of perfect distinguishability of at least two classes, the AR measure is equal to 1. 
The AR value belongs to the interval [0, 1]. The nature of the measure indicates that the closer to 
unity its value is, the stronger the discriminating ability of the observed variable becomes. In 
this aspect, the AR measure can also be used as an importance weight of the observed variable in 
defining profiles as regards the phenomenon under investigation. Extreme cases, when AR = 0 or 
AR = 1, for real data almost never occur. In the work, it is assumed that an observed variable has 
a good discriminating ability if its AR exceeds 0.5.  
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A series of experiments with a different number of latent classes, from 1 to 16, was performed 
to determine an acceptable model. Considering that numerical methods are used in the calcula-
tions, for each model with a given number of classes, 20 estimates with different initial values 
for the iterative process were carried out. In the set of C-class models obtained in this way, a 
representative was selected – the model for which the function Eq. 2 had the lowest value. The 
final model was selected from among 16 representatives, using the previously described 
measures. The plots of values of CAIC, BIC, and ABIC information criteria, the HB balance ratio, 
and the AR(Xj), i = 1, ..., 9 measures by each model (with a certain number of classes C = 1, ..., 16) 
are shown in Fig. 1, Fig. 2, and Fig. 3 respectively. The numbers of latent classes in the LCA mod-
el are marked on the horizontal axes (they also indicate the model numbers). 

Fig. 1 was elaborated as a scree plot. It shows that the decline in the value of information cri-
teria is relatively gentle, starting with the 7-class or 8-class model. It can be seen that increasing 
the number of latent classes above eight does not disrupt the linear trend almost parallel to the 
horizontal axis for all the three measures. The HB ratio graph is very diverse (Fig. 2), although 
the range of values is relatively small – it varies within the interval (0.9, 0.99). The three distinc-
tive points on the polygonal chain suggest a very good balance for the LCA models with the 
number of latent classes equal to: 3, 7, and 8. According to Fig. 3, five observed variables form 
the group that plays the greatest role in distinguishing between latent classes: Activity performed 
at accident time (P21), Injury type (P08), Injured body part (P09), Material factor as injury source 
(P26), and Casualty injury severity (P289). Beginning with the 7-class model, all these variables 
have the AR value greater than 0.5. The following features are characterized by a worse discrim-
inating ability: Casualty age (P02), Casualty occupation (P05) and Main accident cause (P27). 
They have the AR value less than 0.3 for the first eight models. The Enterprise job seniority (P06) 
observed variable is located between these two groups, starting from the 6-class model, and the 
discriminating ability of this indicator can be both high (AR = 0.63) and small (AR = 0.37), de-
pending on the number of classes. Similar chart layouts characterize 6-class to 9-class models. 
Taking into account all the considered measures and, additionally, the insight into the estimated 
parameters, finally allowed selecting a 7-class model for further analysis, the qualitative assess-
ment of which was better than that of other models. This model is identified by the LCA-7 sym-
bol further in the study. 
 

  
Fig. 1 Information criteria values by the number of classes  
in the LCA model 

Fig. 2 HB balance ratio values by the number of classes 
in the LCA model 

 
Fig. 3 AR index of observed variables by the number of classes in the LCA model 
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Table 2 presents the estimated statistics for the latent classes of the LCA-7 model. Classes 
support is quite satisfactory. In each case, the number of observations exceeds 1000, which 
means that, on average, during a year there are over 100 casualties of accidents at work charac-
terized by the profile of a given cluster. 

 
Table 2 Support for latent classes of the LCA-7 model 

Latent class identifier Class K1 Class K2 Class K3 Class K4 Class K5 Class K6 Class K7 
Latent class probability 0.13 0.17 0.12 0.18 0.09 0.14 0.17 
Latent class size 1727 2381 1668 2480 1226 1956 2312 

5. Results  
A synthetic summary on the selected LCA-7 model is shown in Fig. 4. The resulting latent classes 
are illustrated in the form of a heat map. The map layout is defined according to the ordering of 
the analysed observed variables by their importance (assessed by discriminating ability), start-
ing from the indicator with the highest value of the AR measure. The heat map column in front of 
the vertical line shows the distribution of the corresponding variables for the whole data set and 
it is the reference for the rest of the map. The cells behind the vertical line reflect the estimated 
conditional probabilities that the indicator (P21, P08, etc.) takes a certain value, provided that 
the observation (accident casualty) it characterizes belongs to a given latent class c (c = K1, …, K7).  
 

 
Fig. 4 The heat map of occupational accident casualty profiles for the LCA-7 model 

Indicator value Whole 
data set Class K1 Class K2 Class K3 Class K4 Class K5 Class K6 Class K7

Operating machinery 0.47 0.30 0.86 0.00 0.62 0.10 0.28 0.72
Working with tools and objects 0.29 0.31 0.13 0.99 0.20 0.06 0.25 0.20
Transport at workplace 0.15 0.33 0.01 0.01 0.15 0.22 0.30 0.08
Being at accident scene 0.09 0.06 0.01 0.00 0.02 0.62 0.17 0.00

Wounds and superficial injuries 0.56 0.04 0.39 0.86 0.80 0.12 0.56 0.87
Bone fractures 0.16 0.69 0.16 0.05 0.07 0.21 0.01 0.06
Displacements, dislocations … 0.11 0.18 0.01 0.02 0.07 0.62 0.08 0.02
Traumatic amputations … 0.07 0.03 0.37 0.01 0.00 0.00 0.00 0.02
Various other injuries 0.09 0.05 0.08 0.06 0.06 0.04 0.35 0.03

Head, neck 0.07 0.01 0.00 0.09 0.04 0.01 0.27 0.06
Body 0.05 0.06 0.01 0.01 0.01 0.03 0.24 0.00
Upper limbs 0.67 0.58 0.96 0.80 0.81 0.16 0.20 0.86
Lower limbs 0.21 0.35 0.02 0.10 0.14 0.80 0.28 0.07

Buildings, structures, surfaces 0.07 0.08 0.00 0.03 0.01 0.48 0.07 0.00
Another factor 0.09 0.10 0.03 0.05 0.06 0.24 0.20 0.06
Hand tools 0.09 0.04 0.03 0.56 0.02 0.00 0.03 0.03
Machines and devices 0.40 0.18 0.82 0.00 0.53 0.18 0.19 0.58
Materials, objects, products, machine parts 0.34 0.60 0.11 0.37 0.38 0.09 0.52 0.33

Minor accident, inability to work for 0-29 days 0.46 0.10 0.09 0.77 0.67 0.36 0.68 0.55
Minor accident, inability to work for 30-89 days 0.38 0.62 0.51 0.19 0.32 0.44 0.20 0.38
Serious accident 0.16 0.28 0.40 0.03 0.01 0.20 0.12 0.07

Up to 5 years 0.68 0.63 0.74 0.75 0.97 0.55 0.63 0.38
6 - 10 years 0.16 0.17 0.15 0.14 0.03 0.19 0.19 0.28
Over 10 years 0.16 0.20 0.12 0.10 0.00 0.26 0.18 0.34

Up to 24 years old 0.17 0.09 0.17 0.25 0.44 0.08 0.11 0.00
25 - 34 years old 0.30 0.28 0.29 0.36 0.45 0.29 0.28 0.16
35 - 44 years old 0.25 0.27 0.25 0.23 0.09 0.30 0.30 0.38
45 - 54 years old 0.19 0.25 0.20 0.12 0.02 0.23 0.21 0.32
Over 54 years 0.08 0.11 0.10 0.04 0.00 0.10 0.10 0.15

Industrial workers, craftsmen … 0.68 0.68 0.78 0.67 0.69 0.52 0.61 0.71
Operators and assemblers of machines … 0.32 0.32 0.22 0.33 0.31 0.48 0.39 0.29

The defect of material factor 0.16 0.12 0.25 0.12 0.12 0.08 0.17 0.23
Misuse of material factor 0.14 0.19 0.15 0.19 0.15 0.03 0.10 0.14
Inappropriate work organization 0.12 0.15 0.07 0.08 0.10 0.17 0.20 0.08
Safety neglect 0.58 0.54 0.53 0.61 0.62 0.73 0.54 0.56

P 02 - Casualty age; AR(P 02) = 0.29123

P 05 - Casualty occupation; AR(P 05) = 0.2667

P 27 - Main accident cause; AR(P 27) = 0.1632

P 21 - Activity performed at accident time; AR(P 21) = 0.6847

P 08 - Injury type; AR(P 08) = 0.5633

P 09 - Injured body part; AR(P 09) = 0.5226

P 26 - Material factor as injury source; AR(P 26) = 0.5173

P 289 - Casualty injury severity; AR(P 289) = 0.5012

P 06 - Enterprise job seniority; AR(P 06) = 0.3962
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6. Discussion 
The individual profiles of the LCA-7 model were characterized on the basis of the obtained con-
ditional probabilities and they are presented in Table 3. Descriptions are given according to the 
importance of the observed variables. If, for important indicators, the differentiation between 
the classes is small (like for the K4 and K7 classes), then the characteristics are completed accord-
ing to other (less important) variables (in the case of the K4 and K7 classes, the difference is no-
ticeable for the variables: P06, Enterprise job seniority, and P02, Casualty age). 
 

Table 3 Occupational accident casualty profiles 
 Class K1 – Major limb injuries during manufacturing process or its service 
P21 
 
 
P08 
P09 
 
P26 
P289 
 
P06 

Any activity related to a production process or service of this process (transport) performed during the 
occurrence of an accident is almost equally possible: P(P21 = 1 or P21 = 2 or P21 = 3 | K1) = 0.30 + 0.31 + 
0.33 = 0.94. 
Bone fractures is the most common type of injury: P(P08 = 2 | K1) = 0.69. 
Injuries affect limbs; more often the upper ones, less often the lower ones: P(P09 = 3 or P09 = 4 | K1) = 0.58 
+ 0.35 = 0.93. 
Most injuries are caused by materials, objects, products, or machine parts: P(P26 = 5 | K1) = 0.60. 
Accidents result in long or very long absence from work but also in serious or fatal injuries P(P289 = 2 or 
P289 = 3 | K1) = 0.62 + 0.28 = 0.90. 
Mostly employees with the lowest job seniority are involved in accidents – up to 5 years: P(P06 = 1 | K1) = 
0.63. 

 Class K2 – Major upper limb injuries when operating machinery 
P21 
P08 
 
P09 
P26 
P289 
 
P06 

An activity performed by an employee is related to operating machinery: P(P21 = 1 | K2) = 0.86. 
Body injuries on the one hand include wounds and superficial injuries (P(P08 = 1 | K2) = 0.39), on the other 
hand – traumatic amputations (loss of body parts) (P(P08 = 4 | K2) = 0.37). 
Upper limbs are injured: P(P09 = 3 | K2) = 0.96. 
Machines and devices are the source of injuries: P(P26 = 2 | K2) = 0.82. 
An accident leads to a serious injury or death of a casualty: P(P289 = 2 or P289 = 3 | K2) = 0.51 + 0.40 = 
0.91. 
In nearly three quarters of the cases, employees with the lowest job seniority are involved in accidents – 
up to 5 years: P(P06 = 1 | K2) = 0.74. 

 Class K3 – Slight upper limbs injuries when working with tools or objects 
P21 
P08 
P09 
P26 
 
P289 
 
P06 

An activity performed by an employee is related to the use of tools and objects: P(P21 = 2 | K3) = 0.99. 
Suffered harms refer to wounds and superficial injuries: P(P08 = 1 | K3) = 0.86. 
Injuries affect mainly upper limbs: P(P09 = 3 | K3) = 0.80. 
In most cases, injuries are caused by hand tools, less often - by materials, objects, products, or machine 
parts, possibly involving the work of hands: P(P26 = 3 or P26 = 5 | K3) = 0.56 + 0.37 = 0.93. 
Accidents are minor, resulting in inability to work for no more than a month: P(P289 = 1 | K3) = 0.77. There 
are almost no serious incidents. 
Mostly employees with the lowest job seniority are involved in accidents – up to 5 years: P(P06 = 1 | KU-3) 
= 0.67. 

 Class K4 – Minor upper limbs injuries to people professionally inexperienced during production 
process 

P21 
 
P08 
P09 
P26 
 
P289 
 
P06 
 
P02 

An activity performed by an employee is directly related to a production process; operating machinery or 
working with tools or objects: P(P21 = 1 or P21 = 2 | K4) = 0.62 + 0.20 = 0.82. 
Suffered harms refer to wounds and superficial injuries: P(P08 = 1 | K4) = 0.80. 
Injuries affect mainly upper limbs: P(P09 = 3 | K4) = 0.81. 
In most cases, the injuries are caused by machines and devices, less often – by materials, objects, products, 
or machine parts, possibly involving the work of hands: P(P26 = 4 or P26=5 | K4) = 0.53 + 0.38 = 0.91. 
Accidents are minor, resulting in inability to work for no more than three months: P(P289 = 1 or P289 = 2 | 
K4) = 0.67 + 0.32 = 0.99. There are no serious incidents. 
Almost all casualties of accidents are employees with the lowest job seniority – up to 5 years: P(P06 = 1 | 
K4) = 0.97. 
These are very young (up to 24 years old) and young (from 24 to 34 years old) people: P(P02 = 1 or P02 = 
2 | K4) = 0.44 + 0.45 = 0.89. 
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Table 3 Occupational accident casualty profiles (continuation) 
 Class K5 – Lower limb injuries of varying severity not directly related to production process 
P21 
 
P08 
P09 
P26 
 
P289 
 
P06 
 
 
P05 
 
P27 

An activity performed by a casualty during an accident is not directly related to a production process; most 
often this is being at the accident scene: P(P21 = 4 | K5) = 0.62. 
Displacements, dislocations, sprains and strains are the main injuries: P(P08 = 3 | K5) = 0.62. 
Injuries affect mainly lower limbs: P(P09 = 4 | K5) = 0.80. 
In nearly half of the cases, the factors behind the injuries relate to buildings, structures or surfaces: P(P26 
= 1 | K5) = 0.48.  
Accidents vary in severity (minor and serious), most often resulting in inability to work from 1 to 3 
months: P(P289 = 2 | K5) = 0.44. 
Slightly more than half of the casualties are employees with the lowest job seniority: P (P06 = 1 | K5) = 0.55, 
albeit there is one quarter of people with the highest work experience – more than 10 years: P(P06 = 3 | 
K5) = 0.26. 
Compared to others, in class K5, operators or assemblers of machines or devices constitute a significant 
share of the injured: P(P05 = 2 | K5) = 0.48 (nearly half of the observations). 
Work safety neglect is the main cause of an accident: P(P27 = 4 | K5) = 0.73. 

 Class K6 – Minor injuries of various causes 
P21 
 
 
P08 
 
P09 
P26 
 
P289 
P06 

An activity performed by an employee during the occurrence of the event related to a production process 
or a service of this process (transportation) is roughly equally possible: P(P21 = 1 or P21 = 2 or P21 = 3 | 
K6) = 0.28 + 0.25 + 0.30 = 0.83. 
Most frequent harms refer to wounds and superficial injuries: P(P08 = 1 | K6) = 0.56, secondly – various 
injuries (heterogeneous category – see Table 1): P(P 08 = 5 | K6) = 0.35. 
Any part of the body can be injured. 
In slightly more than half of the cases, injuries are caused by materials, objects, products, or machine parts: 
P(P26 = 5 | K6) = 0.52. 
Accidents are minor, resulting in inability to work for no more than a month: P(P289 = 1 | K6) = 0.68. 
Mostly employees with the lowest job seniority are involved in accidents – up to 5 years: P(P06 = 1 | K6) = 
0.63. 

 Class K7 – Minor upper limbs injuries to people professionally experienced when operating ma-
chinery 

P21 
P08 
P09 
P26 
 
P289 
 
P06 
 
P02 

An activity performed by an employee is usually related to operating machinery: P(P21 = 1 | K7) = 0.72. 
Suffered harms refer to wounds and superficial injuries: P(P08 = 1 | K7) = 0.87. 
Injuries affect mainly upper limbs: P(P09 = 3 | K7) = 0.86. 
In most cases, injuries are caused by machines and devices, less often – by materials, objects, products, or 
machine parts, possibly involving the work of hands: P(P26 = 4 or P26 = 5 | K7) = 0.58 + 0.33 = 0.91. 
Accidents are minor, resulting in inability to work for no more than three months: P(P289 = 1 or P289 = 2 | 
K7) = 0.55 + 0.38 = 0.93. 
Job seniority in an enterprise is very diverse, the majority of which is over 5 years: P(P06 = 2 or P06 = 3 | 
K7) = 0.28 + 0.34 = 0.62. In the K7 latent class, employees with the lowest job seniority occur sporadically. 
Very young casualties are absent, and the young ones are rare: P(P02 = 1 or P02 = 2 | K7) = 0.00 + 0.16 = 
0.16. 

 
The most serious accidents relate to operating machinery (class K2). The weak link in this 

case may be the failure of machinery or equipment as well as the safety neglect by the employee. 
This means that the workstation at the machine, both due to the possible technical defects of the 
equipment and possibly the incorrect way the employee performs their work, may be under 
insufficient supervision. Therefore, special attention should be paid to provide adequate training 
regarding the workstation and the machine operated by the employee. Considering serious acci-
dents (class K1), the work organisation should be under special concern. In particular, it is im-
portant to carve appropriate transport routes, to provide a proper storage system, and to adapt 
a suitable efficient in-house transport equipment. In the case of these two most severe profiles of 
work accident casualties, it would be reasonable to introduce additional covers or other tech-
nical solutions as well as to use more effective ergonomic personal protective equipment to im-
prove the protection of limbs. 

As mentioned in the introduction section, there is a small number of publications concerning 
the analysis of occupational accidents in wood industry, particularly with the use of data mining 
methods. The four publications cited earlier concern Italy. Palamara et al. [13] and Comberti et 
al. [14] considered the industry of manufacturing of furniture and building elements that is a dif-
ferent production area from the one studied in this article. In both works, the same data set was 
used. Contrary to the research presented in this study, the Italian data did not contain infor-
mation about fatal casualties. Clusters were identified considering sequences of events causing 
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accidents defined by the Activity, Deviation and Contact variables. In the first work, “The purpose 
is to discover the most common sequences of events leading to accidents for devising preventive 
actions”. Fourteen clusters containing sequences were identified. However, the authors did not 
discuss any profiles. They only stated that the most critical sequences are the loss of control and 
the incorrect movements during the work with manual tools. They considered working with 
machinery to be a less critical situation – this is different from the characteristics described in 
Table 3. The main purpose of [13] seems not to identify patterns but to analyze the effectiveness 
of the proposed clustering method. Comberti et al. [14] presented the same approach; they iden-
tified several clusters, but the discussion was concentrated on a coupled clustering methodology 
(SKM – SOM and k-means method). The purpose of the article by Comberti et al. [15] was the 
validation of the SKM method. Data from the wood processing industry and related to a selected 
region of Italy were used. They were described by six variables: Activity, Deviation, Material of 
deviation, Contact, Injured body part, Age of worker involved. The research resulted in obtaining 
21 clusters of different dynamics (Activity-Deviation-Contact). However, the clusters were not 
discussed further on (that was beyond the scope of the study). The Risk index was defined for the 
evaluation of the clusters. Only two most critical clusters, according to the risk assessment, re-
lated to “manual work with hand-tools” and to “to falls during manual transport or movements”, 
were indicated. In [16], Comberti et al. focused on improving the previously used methods. The 
description of obtained clusters was not given as the research had a methodological aspect (see 
the introduction section). 

7. Final remarks and conclusions 
Accidents at work constitute a significant social and economic problem, often causing serious 
bodily injuries or even death of a casualty. The identification of accident patterns may help in the 
development of effective tools leading to the improvement of work safety. The research was 
undertaken to identify patterns and describe profiles of people who suffered accidents at work. 
The analysis relates to accidents that occurred in connection with production processes in en-
terprises in Poland in 2008-2017 in the economic activity of branch 16 – Manufacture of wood 
and cork products, excluding furniture; manufacture of articles of straw and plaiting materials – of 
section C called Industrial processing (according to Polish Classification of Activities). 

The LCA method, which divides the data set into groups called latent classes, was used ena-
bling the definition of patterns of occupational accident casualties. With the exception of one, in 
all groups, accident casualties are primarily workers professionally inexperienced in a given job 
position; their percentage in individual patterns varies from 55 % to 97 %. One pattern relates 
to very serious cases (class K2), including disability or death. It relates to upper limb injuries and 
concerns workers operating machinery. The second pattern describes serious accidents (class 
K1) with long-term consequences. Accidents can arise at various stages of a production process 
or its service, be generated by various objects (things) of these processes and various activities 
of employees, and result in limb injuries. The moderate accident pattern (class K5) includes 
workers not performing a production activity, who due to neglect of work safety (inattention, 
carelessness), suffered lower limb injuries. The pattern of minor accidents (class K4) character-
izes young people with the lowest job seniority, who operate machinery, devices or tools, and 
suffer from upper limb injuries. There is also a pattern of minor accidents (class K6) difficult to 
characterize due to its heterogeneity; it includes various activities performed by an injured per-
son, various injuries (not fractures, dislocations and amputations), and injury of any casualty 
body part. The slight accident pattern (class K3) applies to people using hand tools. Upper limb 
injuries predominate, leading to a short absence from work. In one pattern (class K7), profes-
sionally inexperienced employees are the least frequent and the youngest ones are absent. Here, 
wounds and superficial injuries are machine-driven, minor, and relate to upper limbs. 

During the research, some tools supporting analytical work were proposed. A method was 
presented to facilitate the decision-making process as regards the number of classes of the LCA 
model so that the model quality and class distinguishability could be taken into account. A meth-
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od of assessing the importance of the observed variables in the pattern description was also 
developed. 

It is planned to expand the research scope in various aspects of identifying patterns of occu-
pational accident casualties, considering an enterprise geographical location (a country region) 
and an industrial plant size. Developing the method of a systematic selection of indicators for the 
characterization of latent classes is also intended to include it to the whole analysis process. 
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A B S T R A C T  A R T I C L E   I N F O 
The implementation of Industry 4.0 technologies suggests significant impacts 
on production systems productivity and decision-making process improve-
ments. However, many manufacturers have difficulty determining to what ex-
tent these various technologies can reinforce the autonomy of teams and oper-
ational systems. This article addresses this issue by proposing a model describ-
ing different types of autonomy and the contribution of 4.0 technologies in the 
various steps of the decision-making processes. The model was confronted 
with a set of application cases from the literature. It emerges that new technol-
ogies' improvements are significant from a decision-making point of view and 
may eventually favor implementing new modes of autonomy. Decision-makers 
can rely on the proposed model to better understand the opportunities linked 
to the fusion of cybernetic, physical, and social spaces made possible by Indus-
try 4.0. 
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1. Introduction  
Many researchers have described the potential benefits of Industry 4.0 technologies to improve 
production systems' productivity and profitability [1-3]. In this sense, there is a close link between 
Lean and Industry 4.0 as many companies have already partially or fully implemented principles 
and tools from the Lean management approach [4]. However, previous studies have shown that 
the principles associated with problem-solving and employees and teamwork currently seem to 
be little or not improved by Industry 4.0 technologies [5]. However, implementing these high-level 
principles of Lean and Toyota Production System, as described in the 4 P model proposed by J. 
Liker [6], is based on a singular decision-making process. Indeed, problem-solving as an element 
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of continuous improvement and learning, is based on decisions taken on the ground (Gemba de-
cisions) in a consensual manner by carefully examining all the options (Nemawashi) before a 
rapid implementation of the actions resulting from the decisions taken [6]. In the context of the 
search for complementarities between Lean and Industry 4.0, the impact and role of Industry 4.0 
technologies on the decision-making process is of particular interest. 

Sari et al. [7] point out that the implementation level of Industry 4.0 technologies increases as 
the manufacturing firms' size increases. While ERP system, Supply Chain Management (SCM) and 
near real-time production control system can play a vital role for manufacturers in the context of 
Industry 4.0 especially in transition countries, future research needs to consider the full range of 
technologies that are considered facilitators of Industry 4.0 [8]. These technologies are numerous. 
Many authors present different lists of 4.0 technologies [2, 9-13]. They all agree on their capability 
to enhance communication, flexibility, real-time feedback, and improve how humans make deci-
sions to solve problems in a production context. 

Indeed, improving decision-making processes is a recurring focus and a primary objective in 
deploying these technologies [14-17]. Several research studies focus on production data-based 
decision-making for process design, scheduling, planning, and control [17]. Different types of au-
tonomy of the production system are possible and are determined by which steps of the decision-
making process are (or are not) enhanced. The difficulty of detecting abnormal situations or op-
portunities for improvements of the current system depends on the complexity of the information 
being integrated, the number of possible solutions, and the managers' interest in empowering the 
production systems. 

As such, no previous research clearly illustrates how 4.0 technologies can enhance a decision-
making process and how it may affect the autonomy of the resources involved. This article ad-
dresses this issue by analyzing the impact of Industry 4.0 technologies on decision-making in pro-
duction systems at the work center level and by proposing a decision-making process model de-
scribing different types of autonomy. 

The remainder of the paper is structured as follows. The following section presents a literature 
review on the decision-making process in an operational context. In Section 3, the proposed deci-
sion-making process applied to the operational context is described and the different types of au-
tonomy levels. The proposed model is then validated in Section 4, based on a comparison with a 
set of case studies from the literature. Section 5 presents future works and a conclusion. 

2. Literature review 
Highlighting the difficulty for manufacturing firms to establish a deployment strategy for industry 
4.0 technologies, Osterrieder et al. [17] proposed an intelligent factory model around 8 eight dis-
tinct thematic perspectives. The authors note that problems related to decision-making are com-
mon to several of these categories but stress the need to make it a research focus in its own right 
to analyze and develop concepts for data-based decision-making situations in manufacturing, us-
ing the different technologies of Industry 4.0. 
 On the other hand, the human decision-making process has been studied in many fields, in-
cluding psychology and management. It has been analyzed and described by numerous research 
studies in various operational [18], strategic [19], or crisis contexts [20]. Intuitive and analytical 
strategies were also investigated in laboratory experiments or field observations to study judge-
ments and decision-making under complex conditions [21-23].  
 Simon [24] was one of the first to propose a formal decision-making model called IDC. Accord-
ing to this model, a decision goes through three phases: Investigation, Design, and Selection. The 
Investigation phase consists of formulating the problem and identifying a gap between the current 
situation and the desired situation. In the Design phase, the subject develops possible actions to 
resolve the situation and tries to predict these different actions' impact on their environment. In 
the Selection phase, the different actions are compared, ranked, and selected. 
 Mintzberg [19] took up ideas from Simon's model but sought to list all the approaches to hu-
man decision-making in a specific context, namely strategic corporate decisions. By analyzing 25 
decisions from different companies, he proposed a decision-making model that includes all the 
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possibilities that were enumerated. The proposed phases by Mintzberg [19] are similar to Simon 
[24], but he describes them in terms of seven central “routines”: Recognition, Diagnosis, Search, 
Screen, Design, Evaluation-Choice, Authorisation. Also, he notes three sets of routines that support 
the central phases, decision control, communication, and political. Mintzberg [19] attempted to 
present the processes used in human decision-making and not an ideal decision-making process. 
His model also predicts possible interruptions in the process and the jumps in routines that com-
panies have made. 
 This interest in describing the actual decision-making process has been followed by a trend 
towards Naturalistic Decision Making (NDM) [25]. Following this trend, authors have focused on 
the biases and limitations of human decision-making, particularly in situations of time constraints 
[26] or crisis [25, 27]. The body of knowledge associated with the NDM that emerged in the 1980s 
changed the approach to decision-making. There was a shift from "normative" models that de-
scribe how rational decisions should be made to models that describe the decisions that are actu-
ally made [28]. Some work has highlighted the particularities of decision-making in naturalistic 
contexts [29] and the unrealistic nature of some of the assumptions underlying rational choice 
theory [25]. In an operational context, agents are subject to constraints that do not allow them to 
analyze a large amount of information and consider all of the available choices or make complex 
calculations to evaluate different options and their potential impacts. Other researchers have de-
scribed models of decision-making that do not necessarily lead to an optimal decision, but where 
the decision-making process activities are carried out by humans or through automation [30, 31]. 
However, this work does not connect or acknowledge various technologies that can be employed. 
In contrast, other authors have proposed perfect decision-making models, particularly in the lit-
erature related to the development of artificial intelligence and intelligent agents, including BDI 
(Beliefs-Desire-Intention) models [32, 33]. This type of model, inspired by human decision-mak-
ing models, is then used to design artificial decision-making systems. However, these models rely 
on targeted technologies, including simulation techniques, massive data analysis, and artificial in-
telligence. However, none of these models link to the full range of technologies associated with 
Industry 4.0 by analyzing the opportunities offered by the joint contribution of various technolo-
gies. 
 The DMN (Decision Model and Notation) standard was recently developed by the Object Man-
agement Group (OMG) [34] to model decisions in an understandable way and has been adopted 
by both industry and academia. This standard aims to form a bridge between business process 
models and decision logic models by introducing a Decision Requirements Diagram that defines 
the decisions to be made in business processes, their interrelationships, and their requirements 
for decision logic. It can be used for modeling human decision-making, the requirements for auto-
mated decision-making, or for implementing automated decision-making. Group decision-making 
is always better than individual decisions [35], and DMN models can describe collaborative or-
ganizational decisions, their governance, and the business knowledge required for them. This 
standard is rather dedicated to operational decisions taken as part of daily operational processes, 
rather than strategic decision-making for which there are fewer rules and representations. This 
standard defines the word “decision” as the act of choosing among multiple possible options or 
the option that is chosen. Hasic et al. [36] point out that DMN was only studied and implemented 
in a static fashion despite the dynamic nature of modern knowledge-intensive systems. Decision 
schema change patterns have not received any attention so far. Therefore, this type of model still 
seems unsuitable for operational decisions taken in a changing and uncertain environment for 
which the decision rules, input data, and business knowledge are not pre-established at least in 
advance. Besides, some articles attempt to link with Decision Support System (DSS) research or 
show how certain technologies can facilitate the implementation of this standard. Still, none of 
them encompass the possibilities offered by the full range of technologies in industry 4.0. 
 The literature associated with Industry 4.0 proposes real-time decision-making in a decentral-
ized but coordinated manner at a global level, with people and machines working together. These 
developments promote the flexibility and agility of systems at the operational level by increasing 
their responsiveness and autonomy [10]. However, the research work currently being carried out 
in this model does not go into the decision-making process's details. It has been largely described 
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by analyzing human decision-making. Still, the questioning of these models and their limits by the 
introduction of all Industry 4.0 technologies has not yet been studied. Therefore, it seems that no 
current model studies the reinforcement using 4.0 technologies in the different decision-making 
process stages, which, in an operational context, can be carried out by an individual or a group to 
define standard or tailor-made solutions in an increasingly changing and uncertain production 
environment. This paper, therefore, aims to propose different types of operational decision-mak-
ing processes based on the use of various technologies. 

3. Decision-making model in Industry 4.0 operational context 
3.1 Decision-making process 

Based on Mintzberg's [19] model described earlier, we propose the following decision-making 
process in an operational context (Fig. 1). 

Like Mintzberg's [19] model, this process consists of 3 phases: Problem or opportunity valida-
tion, Solution validation, and Implementation validation. The Problem or Opportunity Validation 
phase includes the Capture-Measure and Gap recognition steps. The Capture-Measure step con-
sists of collecting information in real-time in the production system. The second step, Gap recog-
nition, consists of recognizing an abnormal situation, i.e., a discrepancy between the current situ-
ation and the desired situation that requires a reaction from the production center. 
 For the Solution validation phase, the Diagnosis, Search, Design, and Selection steps are used. 
The Diagnosis step corresponds to the Diagnosis step of Mintzberg's [19] model, i.e., understand-
ing cause and effect relationships in the situation under study. Subsequently, depending on 
whether or not solutions are known to address the identified problem, a choice will be made be-
tween the Search or Design steps. If solutions are known, the Search step is used to look among 
the possible solutions to find those that offer an adequate response to the problem. If no solution 
is known, the Design step is preferred where it is necessary to design a new solution to the prob-
lem or modify a known solution. Afterward, if the Selection step allows, we look to eliminate in-
appropriate solutions to limit the number of solutions to be evaluated. Then, the Evaluation step 
allows us to compare the solutions and ensure that the selected solution will solve the situation. 
Finally, the third phase includes a single step: Authorize. Here, an authorization is issued either 
by the production center itself (the operator or the machine) or a higher hierarchical entity (a 
team leader, a manager, or a centralized computer system). 
 

 
Fig. 1 Proposed decision-making process in an operational context 
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 This decision-making model is non-sequential, and several types of feedback are possible. This 
is particularly the case when the Selection step leads to eliminating all known solutions identified 
in the Search step. If the understanding of the situation allows it, the Design step can then be en-
gaged directly to identify a tailor-made solution. Otherwise, the Diagnosis step is undertaken to 
identify the root causes of the problem, define the target situation precisely, and analyze the con-
ditions for reducing the current situation gap. This same type of feedback can occur if the Evalua-
tion step leads to the rejection of all known or custom-designed solutions or if the Authorize step 
does not lead to approval for implementing the selected and proposed solution. Shorter feedback 
can be used to evaluate only solutions that have already been identified but were not evaluated 
or retained in the first instance. 

3.2 Industry 4.0 decision-making support model 

Technologies from Industry 4.0 can help operators and/or machines to carry out one or more 
steps of the decision-making process. Depending on the company's needs and the specific charac-
teristics of the production center, more or fewer steps in the decision-making process may be 
supported and enhanced by one or more Industry 4.0 technologies. 
 Porter and Heppelmann [1] propose a model of the various uses of Industry 4.0 technologies 
but from the perspective of intelligent and connected products rather than a manufacturing pro-
duction context. More specifically, they propose four levels called capacity levels. These levels are 
incremental, and each builds on the previous one. These capacity levels are: 1- Monitoring, 2- Con-
trol, 3-Optimization, and 4-Autonomy. A few authors have taken these levels, including [2] and 
[10]. Comparing this highly structured model designed for intelligent products with the decision-
making model described above has revealed certain limitations. The Porter and Heppelmann [1] 
model does not cover some scenarios in complex decision-making processes that generally in-
volve humans. For example, the implementation of the solution Evaluation step differs between 
standard and custom solutions. The type of enhancement provided by 4.0 technologies is not the 
same in these two cases. The treatment around the authorization step is also not specified. While 
this step can be bypassed for decisions made locally on a relatively small perimeter and often of 
limited complexity, this is not the case when integrating the high levels of autonomy targeted by 
Industry 4.0. The extended scope of responsibility given to operational teams or systems requires 
that decisions taken in a decentralized manner remain consistent with optimizing the overall sys-
tem. New technologies can be mobilized to facilitate and strengthen horizontal, vertical, or end-
to-end information exchanges. Depending on the type of decision and the level of autonomy tar-
geted, it is possible to make decision-making more collaborative while maintaining a high level of 
responsiveness of the operational system. 
 Inspired by the four capability levels of Porter and Heppelmann's [1] products, seven types of 
decision-making autonomy are proposed based on Industry 4.0 technologies for manufacturing 
systems (Fig. 2). For every operational context, a specific type of autonomy should be targeted 
while considering the more or less stable and predictable nature of the operating environment, 
the nature and complexity of the decisions to be made, their importance and impact, the skill level 
and scope of responsibility of the operational teams, the managerial model, and the corporate cul-
ture. These seven types of autonomy are therefore not incremental. They are not mutually inclu-
sive and do not present a gradation in terms of intelligence and autonomy. Rather, they respond 
to different needs for decision-making assistance and enhancement depending on the help needed 
and whether the solutions are known or not. The seven types of autonomy based on Industry 4.0 
technologies in a manufacturing context are as follows: 1) Cyber Monitoring, 2) Cyber Search, 3) 
Standard Decision Support, 4) Cyber Control, 5) Cyber Design, 6) Customized Decision Support 
and 7) Cyber Autonomy. These types of autonomy are distinguished according to the possible 
quantity of solutions sought and according to the specific steps enhanced or supported by the 4.0 
technology involved. 
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Fig. 2 Model of types of autonomy: an Industry 4.0 decision-making support model 

 
 The following figures highlight each type of autonomy, the steps of the decision-making pro-
cess that can be enhanced, optionally or not, by the different Industry 4.0 technologies. Some types 
of autonomy do not mobilize certain steps, which then appear as hatched. The main questions 
managed at divergence points appear in green and those conditioning the crossing of the feedback 
points appear in blue. 
 The Cyber Monitoring type corresponds to the enhancement of the Capture and Measure and 
Gap recognition steps. Here, we allow for an improvement in the collection of production data and 
analyzing this data to detect an abnormal situation or an opportunity for improvement. Any tech-
nology does not enhance the search for solutions in Industry 4.0, and the other steps of the deci-
sion-making process are left to humans. However, in some cases, the Diagnosis step can be en-
hanced to prepare better the steps dedicated to searching for standard or customized solutions. 
Fig. 3 shows the application of Cyber Monitoring to the proposed decision-making process. 

The Cyber Search type corresponds, like the Cyber Monitoring type, to enhance the Capture-
Measure and Gap recognition steps using 4.0 technologies, but adding optional support for the 
Diagnostic step if the reasons behind the observed deviation are not immediately recognized. Also, 
if the system knows solutions to resolve the situation, the Search step is enhanced to find the pos-
sible solution(s) to be applied. A human user provides the following steps. Fig. 4 shows the appli-
cation of the Cyber Search type to the proposed decision-making process. 

 
Fig. 3 Enhanced steps in the Cyber Monitoring type 
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Fig. 4 Enhanced steps in the Cyber Search type 

 
 The Standard Decision Support type shown in Fig. 5 is similar to the Cyber Search type and 
subsequently supports the Selection and Evaluation decision-making steps. Thus, for a situation 
where solutions are known, a search for solutions (Search step) is carried out. The Selection step 
follows this if more than one solution is possible. This step aims to limit the number of solutions 
that will then be evaluated by eliminating what is unfeasible. The Evaluation step is also enhanced 
to determine the most appropriate solution, notably by anticipating the consequences of imple-
menting the solutions identified in the Search step and filtered by the Selection step. 

The Cyber Control type assists in all of the decision-making steps if solutions are known. The 
final step, authorizing the action, is also enhanced to facilitate the action's commitment when it 
has to be approved at a level other than the perimeter from which the chosen solution emanates. 
Fig. 6 shows the application of Cyber Control to the proposed decision-making process. 

 
Fig. 5 Enhanced steps in the Standard Decision Support type 
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Fig. 6 Enhanced steps in the Cyber Control type 

 
 The Cyber Design type is similar to the Cyber Search type, but in a situation where no possible 
solution is known. Here, it is the Design step that is enhanced to design a tailor-made solution. The 
search for a standard solution based on the optional enhancement of the Search, Selection, Evalu-
ation, and Authorize steps may sometimes have preceded the design step's mobilization but with-
out success. The preferred technologies 4.0 must build a new solution that would reduce the gap 
in the production system. The steps that follow the Design step are then left to the human's re-
sponsibility without any special assistance. Fig. 7 shows the application of the Cyber Design type 
to the proposed decision-making process. 

The Customized Decision Support type is similar to the Cyber Design type, with the addition of 
the Evaluation step enhancement. The Search and Selection steps could have been activated be-
forehand to identify known solutions that proved to be either unsuitable or ineffective. Feedback 
then leads to a search for a tailor-made solution at the Design step. The evaluation step's enhance-
ment is more complex than in the Standard Decision Support type because this process must eval-
uate tailor-made solutions that are not known beforehand. The Authorization step remains the 
only one that is the responsibility of the human without any assistance. Fig. 8 shows the applica-
tion of the Customized Decision Support type to the proposed decision-making process. 

 
Fig. 7 Enhanced steps in the Cyber Design type 
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Fig. 8 Enhanced steps in the Customized Decision Support type 

 
 Finally, the Cyber Autonomy type is based on the Customized Decision Support type, with the 
addition of the Authorize step's enhancement. In this case, as with the Cyber Control type, no step 
is performed by human users without assistance. However, any type of situation corresponding 
to problems or opportunities associated with known or unknown solutions can be handled auton-
omously throughout the operational teams' decision-making process. Fig. 9 shows the application 
of the Cyber Autonomy type to the proposed decision-making process. 

 
Fig. 9 Enhanced steps in the Cyber Autonomy type 

4. Model validation 
For validation purposes, the model was compared with case studies found in the literature. These 
cases were targeted using the keywords "industry 4.0" OR "industry 4.0" AND "use case" OR "case 
study" in the SCOPUS database. By focusing on articles related to the theme "Decision Sciences", 
we were able to identify 180 papers, over a third (69) of which were related to engineering and 
production. An analysis of these articles led to the exclusion of 37 articles for the following rea-
sons: 
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• the use cases were associated with the technical validation of the implementation of one or 
more technologies of the industry 4.0 and not how they are used to support or control an 
operational system, 

• the use cases did not make a direct link to identify decision-making in an operational con-
text, 

• the use cases did not sufficiently detail the use of industry 4.0 technologies or were not suf-
ficiently described. 

 The remaining 32 articles identified 41 cases in which the application of technologies from 
Industry 4.0 could be linked to one of the seven types of autonomy based on the technologies 
proposed in our model. It should be noted that very few application cases are dated before 2017, 
and their number has been increasing since then. Their connection to the different types of auton-
omy has been achieved by an in-depth reading of the articles and a systematic questioning in re-
lation to the conditions of activation of the steps and branches specific to each type of autonomy 
of the model. Another researcher carried out a double analysis to verify the reproducibility of the 
proposed linkage. Table 1 presents the result of this analysis, making it possible to confirm that 
the proposed model can cover all of the described application cases. 
 It has emerged from this analysis that 2 out of every 3 cases today correspond to Cyber moni-
toring. Conversely, some types of autonomy still seem very far from being mature. For example, 
no application case could be linked to the Standard decision support type. This may seem surpris-
ing at first glance because operational excellence and continuous improvement approaches, al-
ready widely used in operational contexts, encourage capitalizing on the solutions identified dur-
ing problem resolution to turn them into reaction standards. Although cases of Cyber search ap-
plications have been identified to enhance the search for already known standard solutions, the 
evaluation of these solutions is still mainly carried out by humans. 

Several cases correspond to Cyber control but relate to decisions that are still relatively un-
complicated or related to a still limited scope of responsibility. We have found articles that foresee 
future developments corresponding to the Cyber design type but without any real implementation 
at the moment. For example, some applications concern the feedback and analysis of information 
from the field to continually readjust the design of highly customized products or continuously 
adapt the rules applied by a maintenance department to monitor equipment. This implies a 
strengthening of interoperability between different information systems, which in many cases is 
still a major technological barrier. The Customized support decision type always seems to be re-
served for applications in process industries. This is probably explained by the need to have al-
ready a large database and the high level of complexity and cost associated with implementing 
this type of autonomy. 

We find cases of Cyber autonomy for applications realized in an experimental framework and 
the realization of precise actions for which the choice of the chosen solution depends on clearly 
identified and measurable parameters. As the possibility of achieving this level of autonomy is 
often evoked in the literature, we did not find any already functional application cases for more 
complex decisions for which the interdependencies between data and variables are either un-
known or uncertain or when the data, constraints, objectives or knowledge are non-explicit. 

The distribution of application cases across the different types of autonomy is now very unbal-
anced. The dominant weight of Cyber monitoring marks the fact that the priority today is to en-
hance the detection of problems and opportunities to start the decision-making process as early 
as possible. It also marks the potential for further progress in deploying new technologies to en-
hance the entire decision-making process. The mass of data that many companies are currently 
building up through the implementation of Cyber monitoring is a capital that is still poorly valued. 
It seems to us that this will inevitably call for an extension of the digitization approaches already 
undertaken to aim for types of autonomy that would cover a greater part of the steps in the deci-
sion-making process. However, the complexity of implementing certain types of autonomy, the 
associated risks, particularly in terms of cybersecurity, the related costs, a sometimes low ROI, the 
repercussions at the managerial and social levels, and the consideration of environmental issues 
are all reasons that may not necessarily justify enhancing all steps of the decision-making process. 
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Therefore, we can expect to gradually migrate towards a more balanced distribution of the appli-
cation cases over the different types of autonomy in the years to come, without necessarily con-
verging towards types of autonomy such as Cyber control or Cyber autonomy. 
 

Table 1 Distribution of the use cases on the different types of autonomy 
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Soic R., Vukovic M., Skocir P., Jezic G. (2020) [37] X             
Aliev K., Antonelli D., Awouda A., Chiabert P. (2019) [38] X             
Antón S.D., Schotten H.D. (2019) [39] X             
Bakakeu J., Brossog M., Zeitler J., Franke J., Tolksdorf S., Klos H., Peschke J. (2019) 
[40] X           X 

Burow K., Franke M., Thoben K.-D. (2019) [41] X             
Chiacchio F., D’Urso D., Compagno L., Chiarenza M., Velardita L. (2019) [42] X             
Conzon D., Rashid M.R.A., Tao X., Soriano A., Nicholson R., Ferrera E. (2019) [43]             X 
Giehl A., Schneider P., Busch M., Schnoes F., Kleinwort R., Zaeh M.F. (2019) [44] X             
Loske M., Rothe L., Gertler D.G. (2019) [45] X             
Miehle D., Meyer M.M., Luckow A., Bruegge B., Essig M. (2019) [46]       X       
Pusch A., Noël F. (2019) [47] X X           
Rabelo R.J., Zambiasi S.P., Romero D. (2019) [48] X X       X   
Sala R., Pirola F., Dovere E., Cavalieri S. (2019) [49] X             
Subramanian D., Murali P., Zhou N., Ma X., Cesar Da Silva G., Pavuluri R., 
Kalagnanam J. (2019) [50]           X   

Cagnin R.L., Guilherme I.R., Queiroz J., Paulo B., Neto M.F.O. (2018) [51]       X       
Freitag M., Wiesner S. (2018) [52] X             
Luetkehoff B., Blum M., Schroeter M. (2018) [53] X             
Mittal S., Romero D., Wuest T. (2018) [54] X             
Molka-Danielsen J., Engelseth P., Wang H. (2018) [55] X             
Monizza G. P., Rojas R.A., Rauch E., Garcia M.A.R., Matt D.T. (2018) [56]             X 
Nesi P., Pantaleo G., Paolucci M., Zaza I. (2018) [57] X             
Roda I., Macchi M., Fumagalli L. (2018) [58] X             
Serrano D. C., Chavarría-Barrientos D., Ortega A., Falcón B., Mitre L., Correa R., 
Moreno J., Funes R., Gutiérrez A. M. (2018) [59] X             

Badarinath R., Prabhu V.V. (2017) [60] X     X       
Dragičevic N., Ullrich A., Tsui E., Gronau N. (2017) [61] X     X       
Durão L.F.C.S., Haag S., Anderl R., Schützer K., Zancul E. (2017) [62] X             
Innerbichler J., Gonul S., Damjanovic-Behrendt V., Mandler B., Strohmeier F. (2017) 
[63] X             

Lall M., Torvatn H., Seim E.A. (2017) [64] X             
Saldivar A.A.F., Goh C., Li Y., Yu H., Chen Y. (2017) [65] X             
Sandor H., Genge B., Haller P., Graur F. (2017) [66] X             
Tedeschi S., Emmanouilidis C., Farnsworth M., Mehnen J., Roy R. (2017) [67] X             
Adeyeri M.K., Mpofu K., Adenuga Olukorede T. (2015) [68] X X   X     X 

 27 3 0 5 0 2 4 

5. Conclusion and future developments 
A model of seven types of autonomy associated with the decision-making process in an opera-
tional context and based on Industry 4.0 technologies for manufacturing systems was proposed. 
The model contributes to the current literature on Industry 4.0 by clearly demonstrating how 4.0 
technologies can enhance decision-making processes and how they affect the autonomy of the 
resources involved at an operational level. 
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From a practical point of view, this model can help industrial establish a structured and coher-
ent roadmap for the deployment of Industry 4.0 technologies. Decision-makers can rely on this 
model to target the type of autonomy they wish to see entrusted to operational teams to improve 
the production system's responsiveness to the problems and opportunities encountered in the 
field. This implies drawing up an initial list of critical decisions that the operational teams must or 
should manage and the main obstacles and errors usually encountered. 

It should be noted that the proposed model is not adapted to respond to large-scale and com-
plex unexpected disruptions such as health or financial crisis. Indeed, such cases involve a set of 
decisions taken at different strategic, tactical, and operational levels, whereas the proposed model 
is limited to an operational scope. However, the coupling of this model with other types of models 
such as DMN (Decision Model and Notation) models could constitute an answer to this type of 
situation. In this respect, it seems that this could constitute a new and particularly promising re-
search axis in the future. 

In the next step of this research, we will study the contribution of Industry 4.0 technologies to 
the implementation of these different types of autonomy through the enhancement of the various 
steps of the decision-making process. It is important to note that the proposed model was devel-
oped as part of a larger study to investigate the integration of Industry 4.0 technologies into Lean 
production systems. In this regard, an earlier study on the linkages between Industry 4.0 and Lean 
approaches showed that some Lean principles currently appear to show little or no improvement 
by Industry 4.0 technologies. This is particularly the case for Lean principles related to employees 
and teamwork, continuous improvement, stable and standardized processes, and the Toyota 
model philosophy [5]. Among future research, a practical case is being formalized to test the pro-
posed model of autonomy types and to study the conditions of acceptance of Industry 4.0 technol-
ogies that contribute to reinforcing the decision-making process. It is based on a learning factory 
and uses existing Lean management training modules designed in partnership with several man-
ufacturers. Various Industry 4.0 technologies such as IoT, cloud computing, Big data analysis, ma-
chine learning, simulation, augmented reality, and data visualization will be progressively deployed. 
Within this framework, the different types of empowerments of operational teams in decision-
making will be tested to manage the production problems encountered in real-time. This will con-
stitute the next step in validating our model before implementing it in a real production unit. 

Among other issues that must be addressed within the proposed approach, the impact of 
change resistance toward Industry 4.0 technologies needs further study. As stated by Klein [69], 
decision support systems are generally not well received by those who are supposed to use them, 
as they are not necessarily aware of certain cognitive biases or do not perceive any real interest 
in being assisted. Anchoring these technologies' deployment within continuous improvement ap-
proaches and training teams in people-centered use of these new technologies is essential. This 
implies a more detailed analysis of the physical, sensing, cognitive, and collaborative capabilities 
that Industry 4.0 technologies can reinforce at the operational level to compare them with the 
needs that can be perceived or expressed by operators 4.0 and team 4.0. 
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Calendar of events   

• 6th International Conference on Manufacturing Technologies, January 22-24, 2022, Singapore. 

• 11th International Conference on Operations Research and Enterprise Systems, February 3-5, 
2022, Vienna, Austria. 

• The 5th International Conference on Materials Engineering and Applications, February 12-14, 
2022, Nha Trang, Vietnam. 

• 9th International Engine Congress 2022, February 22-23, Baden-Baden, Germany, (hybrid 
event). 

• 7th International Conference on Manufacturing, Material and Metallurgical Engineering, 
March 18-20, 2022, Osaka, Japan. 

• The 10th IIAE International Conference on Industrial Application Engineering, March 26-30, 
2022, Matsue, Japan (hybrid event). 

• 50th SME North American Manufacturing Research Conference, June 27 to July 1, 2022, West 
Lafayette, USA. 

• 16th International Conference on Micromachining Technology, October 17-18, 2022, Dubai, 
United Arab Emirates. 
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