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Beseda predsednika MPS

V letos$njem jubilejnem Solskem letu 2013/2014 se je vpisala na Mednarodno
podiplomsko $olo JoZefa Stefana - MPS Ze 10. generacija podiplomcev. Do konca
leta 2013 je zakljucilo s Studijem 157 doktorjev znanosti, 29 magistrov znanosti in 24
strokovnih magistrov, kar kaze na to, da je nasa podiplomska Sola ve¢ kot uspesna.
Trenutno je vpisanih v tem Solskem letu 142 Studentov ter 51 Studentov s statusom
po zakonu.

Dejstvo je, da se vpisujete na podrocja delovanja te Sole praviloma odlicni mladi
podiplomci, ki s svojem znanjem, zagnanostjo in dosezki segajo v sam vrh
kvalitetnih mladih raziskovalcev. Vasa kvaliteta raziskav se kaze z objavami v
uglednih in tudi odlicnih mednarodnih revijah. Seveda teh uspehov ne bi bilo brez
odli¢cnih mentorjev in somentorjev, ki so prejeli za svoje delo vrsto domacih ter
mednarodnih priznanj. Naj omenim $e izjemno vzdusje in kolegialne odnose, ki
vladajo med podiplomci in njthovimi mentorji. To je posledica tesnega sodelovanja
med Institutom Jozef Stefan ter naso podiplomsko Solo, pri ¢emer imamo na
razpolago moderno odlicno raziskovalno opremo vklju¢no s Centri odlicnosti.
Vrhunski kadrovski potenciali in izjemna vpetost v mednarodne povezave na
globalnem nivoju omogocajo usposabljanje na najvisji ravni ter prenasanje znanja,
pridobljenega na temeljnih in aplikativnih raziskavah, tudi v gospodarstvo. To je
misija Mednarodne podiplomske Sole ter prispevek k pospesenemu zagonu
slovenskega gospodarstva ter hitrejSemu prehodu iz vsesplosne krize v druzbo

znanja.

Pot do ustanovitve MPS je bila dolgotrajna in zahtevna, vendar uspesna. Pricelo se je
z razmisljanjem ustanovitve lastne podiplomske sole koncem 90ih let. Po dokajsnih



naporih je Svet za visoko Solstvo Republike Slovenije izdal soglasje za njeno
ustanovitev 3.decembra 2003, kar je omogocilo, da so se prvi podiplomski Studentje
vpisali jeseni leta 2004 na podroc¢ja nanoznanosti in nanotehnologije, informacijske
in komunikacijske tehnologije, ekotehnologije ter s tem povezan menedzment. Ta
podroc¢ja v pretezni meri ni pokrivala univerza, predstavljala pa so in so Se vedno
moderne usmeritve v svetu. Ustanovitelji te Sole so bili poleg Instituta Jozef Stefan
se nasi industrijski partnerji Gorenje, Kolektor, Salonit in Slovensko zavarovalno
zdruzenje, ki so najbolj razumeli potrebe po ustanovitvi te sodobne podiplomske
sole. Kasneje so se pridruzile soli tudi druge gospodarske organizacije, Institut za
kovinske materiale in tehnologije - IMT in prav pred kratkim tudi Nacionalni Institut
za Biologijo - NIB.

Danasnja predstavitev vasih raziskovalnih dosezkov, Ze Sesta po vrsti, je ponoven
dokaz vase uspesnosti na podrocju raziskav. Seveda ne smemo pozabiti tudi na
odlicne publikacije katere ste ze mnogi med vami objavili v ¢asu studija. Moram
omeniti tudi financna sredstva, saj brez teh si danes ne moremo zamisljati moderne
znanosti in iz nje izhajajocih tehnologij ter uspesne konkurencnosti gospodarstva.
Vsa zahvala naj gre Institutu Jozef Stefan, ki s svojim financnim vlozkom v veliki
meri omogoca delovanje te Sole, da ne omenjamo se enkrat kadrovskega potenciala

in odli¢ne raziskovalne opreme, ki je ves ¢as na voljo.

Slovenija je zapadla v globoko ekonomsko krizo, kateri pa so se v dobri meri
izognile drzave, ki so se pravocasno zavedale pomena vlaganj v odlicno znanost in
raziskave. Tudi mnoge nove ¢lanice EU. Se posebej pa se moramo zavedati, da
eckonomsko uspesne drzave vlagajo velika financ¢na sredstva v znanost in raziskave in
ob tem privabljajo mnoge odlicne raziskovalce, pa tudi talentirane podiplomce in
dodiplomce na delo in $tudije za potrebe njthovega nadaljnjega ekonomskega razvoja
v tekmi na globalni ravni. Zaradi situacije, v kateri se znasla Slovenija in ki nam je
vsem poznana, je nujno, da odgovorni v Republiki Sloveniji konc¢no spoznajo, da
brez odlicnega znanja in odlicnih tehnologij ne bo gospodarskega napredka ter se

bomo znasli na samem zacelju Evrope.

Mladi ste upraviceni do boljse prihodnosti, kot vam jo ponuja sedanjost! Do novih
delovnih mest! Pravico imate, da se vam omogoci uspesno spopadanje z izzivi v
domacem okolju, ne pa da is¢ete izpolnitve svojih ambicij in eksistenénih moznosti z
odhodom v tujino. To desetletje ali Se krajsa doba bo kljucnega pomena za
slovensko gospodarstvo ter ekonomsko in politicno neodvisnost Slovenije.

Se enkrat bom ponovil, kar sem e pred kratkim rekel: znanje je vrednota, ki
omogoca narodu ekonomski razvoj in obstoj. Mladi vrhunski raziskovalci, ki so
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pogoj za uspesen gospodarski in vsesploSen razvoj, pa so srce druzbe znanja. Ocitno
so potrebne za to spoznanje globoke druzbene spremembe.

prof. dr. Vito Turk
Predsednik MPS
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Beseda dekana MPS

Mednarodna podiplomska $ola Jozefa Stefana (MPS) praznuje letos desetletni jubilej
svojega delovanja in v njenem okviru e 6. Studentsko konferenco MPS.

Vsako jubilejno praznovanje prinasa kak dan veselja. Kaj ve¢ pa prinese samo tisti
jubilej, ki nas usmerja k pogledu nazaj, da bi bolje zacrtali pot napre;.

Na kaj v zadnjem desetletju je MPS lahko ponosna? Prav gotovo je to 210 doktotjev
in magistrov znanosti, za katere zaposlitev - tudi v vec kot dvajsetih drugih drzavah
- ni problem. Odlika so njithovi vrhunski raziskovalni dosezki, med njimi tudi objave
v znanstvenih revijah in patentih - visokoSolska pravila predpisujejo po eno,
doktorji MPS jih imajo izjemoma do deset, v povpredju pa tri do pet. Med njimi so
tudi objave v tako prestiznih revijah, da celo uveljavljeni raziskovalci ob natisu

priredijo praznovanje.

Temu se ob bok postavljajo Studentske konference MPS. Njihove visoke odlike so
stevilne. Najprej je to njihova originalnost, saj je bila ta zamisel rojena in gojena na
MPS ter nima primerjave v visokem Solstvu nasega podrocja. Prav gotovo so odlika
tudi odlicne predstavitve dosezkov - vse izpolnjujejo tri temeljne zahteve:
kakovostno znanstveno porocanje, presojo moznosti za vkljucevanje dosezkov v
gospodarski in socialni razvoj ter opis v takem jeziku, ki je pisan za poucene in
nepoucene hkrati. Pisati natanc¢no in strnjeno v takem jeziku je zelo zahtevno, zato
je to prispevek k gojenju znanstvene kulture.

Prav posebni odliki vsake Studentske konference sta nacrtna predstavitev moznosti
in vzpostavljanje nacinov za prenos dosezkov v procese dela in odlocanja. Tu se

prepletajo pristopi temeljnih raziskovalcev in gospodarskih razvojnikov, tu se kresejo
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nove ideje in rojevajo razvojne hipoteze, tu se tudi sklepajo poznanstva, vcasih celo
prijateljstva, ki katalizirajo prenos znanja.

Ce pa bi morali izpostaviti najve¢jo odliko teh konferenc, je to prav gotovo skoraj
neverjetna samostojnost Studentskega sveta MPS, ki snuje, organizira in vodi
Studentske konference - od vsakoletnih novih idej, prek pritegovanja podiplomcev
in pridobivanja podpore mentorjev, organizacije prispevkov, usklajanja njihove
predstavitve, tja do pridobivanja sodelovanja gospodarskih partnerjev. Vse to se ne
konca s konferenco in objavo prispevkov. Ambicija seze takoj v analizo dosezenega
in priprave boljsega.

Studentske konference so prav gotovo pogled nazaj za Se boljso izbiro poti napre;.
Z.ato Studentskemu svetu ob 6. Studentski konferenci iskreno éestitamo!

/{Q- @w,é.-;,—:@«u?

Aleksandra Kornhauser-Frazer
Dekan MPS



Zeli§ prispevati k trajnostnem razvoju? Spodbudi industrijo s svojo

inovacijo!

Po velikem uspehu lanske 5. Studentske konference Mednarodne podiplomske $ole
Jozefa Stefana, smo se z velikim zagonom in Zeljami po ponovnih presezkih lotili
organizacije e 6. Studentske Konference Mednarodne podiplomske $ole JoZefa
Stefana, ki je namenjena predvsem predstavitvi nasih raziskav visokotehnoloskim
podjetjem in $irsi publiki, v zelji po krepitvi povezav z gospodarstvom. Ker program
6. Studentske konference ravno sovpada z jubilejno 10. letnico nase podiplomske
sole, smo v tem letu prvi¢ konferenco organizirali v treh dneh. S tem smo zmanjsali
natrpanost urnika konference in tudi naredili prostor za dodatne dogodke ob
jubileju.

Ob zacetku studijskega leta smo ponudili knjizico s splosnim opisom Studentske
konference, njenim namenom, dosedanjimi nagrajenci, ter navodili za pripravo
prispevkov za sodelovanje na konferenci. V sredini $tudijskega leta smo organizirali
tudi sestanek z mentorji, na katerem smo jim podrobno predstavili Studentsko
konferenco, zahteve na konferenci in poslanstvo le-te. Prav tako smo tudi vsebino
konference promovirali na socialnih omrezjih, z zeljo po ¢im vecji udelezbi. Vse te
zgodnje priprave so se obrestovale, saj smo letos prejeli 31 prispevkov. S tem smo
dobili tudi potrditev Studentov, da se zavedajo pomembnosti konference in si zelijo
sodelovanja s podjetji. Student, ki Zeli sodelovati na konferenci, mora poslati
prispevek v A5 formatu v dolzini 5 do 9 strani s povzetkom, ki je razumljiv Sirsi
javnosti, in pripraviti predstavitveni poster. Zazeleno je, da Student v svojem delu
poudari morebitno prakticno uporabo v industriji oz. drugih sektorjih gospodarstva.
S tem skusamo Studente dodatno motivirati in jim dati moznost lastnega stalisca in

opredelitve raziskovalnega problema, s katerim se ukvarjajo. Na konferenci, poleg
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nasih Studentov, sodelujejo tudi dodiplomski Studentje in pa Studentje drugih
takultet, katerih raziskovalno podrocje je povezano z naso solo ali pa z Institutom
Jozef Stefan. Namen konference ni samo spodbuditi studente k predstavitvi svojega
dela, pac pa tudi v njih vzpodbuditi podjetnisko stran raziskovalnega dela. Vsako leto
se na konferenco povabi ugledna slovenska podjetja, ki predstavijo svoja staliS¢a in
moznosti morebitnega sodelovanja. To je enkratna priloznost, da se podjetje, Student
in mentor med seboj povezejo in vzpostavijo morebitno sodelovanje, ki je v
trenutnem casu ekonomske krize tako zelo pomembno.

Pri tako Stevilnih prispevkih smo Zeleli zagotoviti visoko kvaliteto le teh, zato smo v
letosnjem letu ponovno povecali redakcijski odbor, ki je Stel kar 22 clanov. Vsak
prispevek je bil temeljito pregledan iz strani vsaj enega clana redakcijskega odbora.
Recenzenti so se poleg kakovosti prispevkov, tako plakatov, kot clankov,
osredotocali tudi na pravilnost, razumljivost besedila in $e posebej splosnega

povzetka. Splosni povzetek je namenjen SirSemu obcinstvu, saj je le ta bistvenega
pomena za razumevanje nasih raziskav s strani podjetij in s tem posledicno

vzpostavljanje stikov.

Za Se dodatno spodbujanje Studentskih idej smo letos pripravili tri vabljena
predavanja z naslovom »Od ideje do uspeha na trgu«, kamor smo povabili tri
slovenska podjetja. V bloku predavanj se bodo predstavile osnovne funkcionalnosti
podjetniskih inkubatorjev, ter ponujeni servisi taksnih ustanov. Pokrilo se bo vsa
teoreti¢na vprasanja snovanja podjetja od ideje, pa vse do koncne oblike podjetja, ki
uspeva na trgu. Za konkretne probleme pri funkcioniranju podjetja, pa nam bodo na
voljo predstavniki dveh podjetij, ki sta zaceli z idejo, trenutno pa Zanjeta uspehe na
ne samo slovenskem, ampak tudi na svetovnem trgu.

Konferenca je idealno sredstvo za samo promocijo Sole, tako preko spletnih

socialnih omrezij, kot tudi na osebni ravni. S pomocjo konference se studenti nase
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sole veckrat pojavijo v kak§nem casopisnem ali radijskem intervjuju, kar kaze na to,

da ima Sola res kvalitetne Studente in da Sola sama pridobiva na prepoznavnosti.

B

ima odlicno vizijo in ideje za sodelovanje z gospodarstvom. Za povezovanje z

Za tako uspesno konferenco bi se radi v prvi vrsti za
sodelovanje in zaupanje zahvalili Studentom in
njthovim mentorjem, saj njthovi prispevki zelo
spodbujajo sodelovanje z gospodarstvom in brez teh
prispevkov, konferenca nebi obstajala. Zahvala gre
tudi sodelujoc¢im podjetjem, ki so kljub tezkim
casom pokazala veliko Zeljo za sodelovanje. Brez
njih bi konferenca stala na financno Sibkih temeljih,
z njimi pa smo lahko pripravili konferenco na
visokem nivoju. Posebna zahvala gre e celotnemu
osebju Mednarodne podiplomske Sole Jozefa
Stefana za vso pomoc in podporo. Posebej bi se radi
zahvalili dekanji, prof. dr. Aleksandri Kornhauser-

Frazer, ki ogromno prispeva k sami konferenci, saj

gospodarstvom bi se radi zahvalili tudi dr. Emilu Rojcu, saj je skrbno kontaktiral

podjetja in jih vabil k sodelovanju na konferenci. Zahvalili bi se tudi Tadeji Samec in

Masi Matijasevic, saj sta nam ves ¢as nudili veliko podporo pri doseganju zastavljenih

ciljev. Nenazadnje pa se zahvaljujemo Se clanom redakcijskega odbora, ki so

temeljito pregledali vse prispevke in s tem pripomogli k visanju nivoja konference.

Uredniski odbor
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Automated method for dissolved gaseous mercury (DGM)
measurements

Ermira Begu'-2, JoZe Kotnik!, Milena Horvat!.2

1 Jozef Stefan Institute, Department of environmental Sciences, Jamova 39,
Ljubljana 1000, Slovenia

2 Jozef Stefan International Postgraduate School, Ljubljana, Slovenia

ermira.begu@ijs.si

Abstract. Dissolved gaseous mercury (DGM) in natural water includes
elemental mercury (Hg) and dimethyl mercury (DMeHg). Hg® is the main
component (>95%), while DMeHg is unstable and present only deep waters.
Due to low water solubility (about 60 u g/L at 25 °C) and high volatility, Hg?
evaporates from water surfaces and enters into global atmospheric mercury
pool. Therefore, accurate measurements of dissolved Hg? of high importance
in global mercury biogeochemical cycle. Dissolved Hg? is not stable in aqueous
solutions, therefore the timing of analysis is of crucial importance. Ideally,
continuous measurements with sufficient sensitivity, precision and accuracy
would best fit the purpose. In this study, a comparison of manual and
automated methods has been performed. The agreement between the methods
is relatively good, although the manual method tends to produce slightly higher
results (10 to 30%) in the concentration range of 20 to 1500 pg/L. Further
improvements of the automated methods is under investigation. Except natural
environments, very important application of automated DGM measurements is
in the coal burning power plant sector equipped with the wet flue gas
desulphurisation equipment (WFGD). Measurements of DGM can be used as
a diagnostic tool to control the reduction of Hg?* to elemental Hg which may
consequently lead to the emissions of Hg® through the stack gases to the

atmosphere.

Keywords: Dissolved gaseous mercury, automated method, natural

environments, wet flue gas desulphurisation equipment



1 Introduction

Mercury exists in different chemical forms in the environment. Being a global
pollutant, the understanding of mercury species transformations and an accurate
monitoring of these species and transformations are very important for reliable risk
assessment. The chemical form of Hg in natural environments depends on redox
and pH conditions, as well as on the concentrations of inorganic and organic
complexing agents [1]. It has been estimated that the natural concentration of
mercuty in matine waters varies from 0.5 ng/I. to 3 ng/L, while in estuaties and
precipitation it varies from 2 ng/L. to 15 ng/L. Transformations of Hg from one
form to another plays an important role in the biogeochemical cycle of Hg in aquatic
environments [2]. The most important mercury species in the aquatic environment
playing an important role in biochemical mercury cycle are reactive mercury (RHg),
dissolved gaseous mercury (DGM) and MeHg. DGM consists of total mercury
gaseous forms, elemental mercury (Hg") and dimethylmercury (DMeHg) [1]. Due to
its high Henry’s law constant and presence in the atmosphere elemental mercury is
basically the primary constituent of DGM (about 95 %). In marine waters,
represents 10 to 30 % of total Hg. DGM concentrations vary significantly in space
and time [3]. Whilst DMeHg is reported to be the dominant organic form of Hg in
deeper ocean waters [1]. Several studies have shown that photoproduction [4, 5] and
bacterial activity [0] are probably the main sources of volatile Hg" in surface waters
[7]. In open surface freshwater, Hg?>" reduction is especially important to Hg cycling
due to the evasion of the produced DGM to the atmosphere, particularly on windy

summer days [8].

Intensive tectonic activity and geological anomalies may also be an important source
of Hg" especially in the Mediterranean which is tectonically very active [1]. Because
of the complex behaviour of Hg" in aqueous systems and the low concentrations,
the DGM determination in non-contaminated surface waters remains a challenge.
Very sensitive methods are needed to accurately measure DGM. Existing methods
for DGM determination in addition to others, differ from the purging time of the
sample, volume of the sample used and the volume of bubbling system [1, 2, 9, 10].
Manual methods have proved so far to be robust and to provide reliable data. Due
to dynamic changes of the presence of DGM in time and space, continuous

measurements are preferable to manual spot sample analysis.
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The most common manual analytical methods for DGM are based on purging of
aqueous samples and pre-concentration of Hg’ onto gold traps followed by
detection using cold vapour atomic fluorescence spectrophotometry (CV AFS). On
the other hand, the automated methods are based on continuous flow of the water
sample into the gas liquid separator and the purged Hg’ is continuously swept into
the detector (such as cold vapour atomic absorption spectrophotometry — CV AAS)
or pre-concentrated on gold in defined short term intervals and subsequently
measutred by detectors based on absorption or fluorescence principles (CV AAS/CV
AFS). The main sources of errors in these methods are related to sampling and
calibration of the instruments. Calibration provides the evidence of traceability and
comparability in time and space. In this study a comparison of manual and

automated method for DGM measurements was performed.

2 Experimental
2.1 Manual method description

Measurements for DGM were made in double amalgamation system followed by CV
AFS detection using Tekran detector, model 2500. The pre-concentration of Hg"
was achieved by gold traps.

The manual method used for Hg determination consisted of sampling, purging and
measurement steps. 50 to 100 mL of sample was purged in a borosilicate glass
purging vessel with a frit by Hg free N2 with a flow of 300 - 400 mL min-!. Samples
were purged for 10 min and Hg was amalgamated onto sampling gold trap which
was then transferred to a double amalgamation system. Hg on sampling trap was
then thermally desorbed (300 - 500 °C) for 30 sec into flow of Ar (60 mL min') to
permanent gold trap. Further Hg was thermally desorbed again (heating for 30 sec at
the same temperatures) and detected by cold vapour atomic fluorescence
spectrometer (Tekran, model 2500). The system was calibrated by gas phase Hg
(Hg") [11] kept at about 4 °C (Tekran, Model 2505, mercury vapour calibration unit).
A certain aliquot of Hg' was transferred with gas-tight syringe (Hamilton,
respectively 10, 25 and 50 pL syringes were used) into the double amalgamation
system through a septum. Schematic presentation of the system used is presented on

Figure. 1.
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Figure 1: Presentation of system used for DGM determination [1, 16]

A soda lime trap was used between the bubbler system and the collection trap
(installed upstream the bubbler) to avoid water vapours generated by the bubbling of
the sample to go onto the gold trap causing in this way interferences with our

measurements and also the so called passivation of gold traps.

2.2 Automated method description

Automated method used for DGM measurements, uses an opposite flow bubbler
(gas/liquid separator or extractor). The working principle of the mentioned device
consists in an opposite flow system, where a constant flow of mercury-free air is
purged via a glass frit through the bubbler. The system consists of a smaller plexi
glass cylinder attached inside a larger one. A constant flow of water sample is
entering the top of the inner cylinder and leaving on the top of the outer one.
Through the glass frit in the bottom of the inner cylinder, a constant flow of Hg-free
air is entering the system and purges the sample in the opposite direction [12]. An
equilibrium concentration of the Hg” concentration in the outgoing sample water is
established and is represented as the Hg” equilibrium concentration in the outgoing

air in the top of the inner cylinder according to Henry’s law equilibrium [13].

The contact time between the air and the water is important to establish the
equilibrium air-water. The contact time can be adjusted by regulating the flow rate of
water and the air flow rate. The concentration of Hg’ in the outlet of the inner
cylinder, was measured with the Hg instrument, Lumex and UT 3000. A soda lime
trap was used between the bubbler system and the inlet of the detector used. For the
measurements, 2 different types of detector were tested: Lumex which is based on a

atomic absorption (AAS) principle with a Zeeman background correction and UT



3000 which is based on a single gold amalgamation step with a AAS detection. The
DGM concentration is calculated using the following equation (1) [12, 13, 14]:

— (C,-CH™= 1)

Where C,? is the concentration of the Hg" in the outgoing sample water; C, is the
concentration in the outgoing air in the top of the inner cylinder; r, is the flow of air

and ry is the flow of water.

A simplified picture of the automated device is given in the Figure 2:

Al
2 |0
AN,

WG

4

l

>

Figure 2: Automated system working principle [15]

Tap water was used to conduct the experiment. The purpose of the experiment was
to monitor DGM concentration close to natural conditions. For this reason,
different volumes of artificial saturated Hg water were introduced to the system
constantly by using a peristaltic pump. A 5 litre bottle was saturated with Hg".
Appropriate dilutions were to match concentrations of DGM in the range between
20 and 1500 pg/L. In parallel, aliquots of water samples wete taken in the inlet of
the bubbling system and measured in the manual method for comparison purpose.
In the automated system, the detectors are measuring the concentrations of DGM in
the outlet gas of the bubbler in ng/m?. The latter is further converted in pg/L using
Equation 1.

3 Results and discussion

The data collected from the comparison of both methods is presented below

and the degree of agreement between measurements is evaluated.



In the automated method, different air: water rations were used, different sampling
time, different Hg amounts were introduced to the system (this is why we were able
to make an evaluation of the correlation between the methods), and different
detectors were used. While, for the manual method, the standards procedure was
tollowed (as described in the section 1.1.1). Both methods showed high precision of
the data obtained, good reproducibility and repeatability. Also, the blanks of the
manual system were always under control and constantly very low with low limit of
detection (LODmanua = 3 pg)

The Figures 3, 4, 5 and 6, show the comparison between the results obtained with
the manual and automated method by using 2 different detectors, different Hg
concentrations measured in different days. In general, a good correlation between
the methods was observed, except for the results present in Figure 3, where Lumex
was used as a detector. At higher concentrations the agreement of the results was
relatively poor. Moreover, the results obtained by the manual method are
systematically higher in most cases. We should keep in mind that the equation 1 is
quite complicated since it takes in account a lot of parameters and small changes can
lead to differences. We suspect that the systematic error can be due to

unaccountable factors in equation 1.
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Figure 3: Comparison of the results when Lumex detector is used (air: water ratio
is 2.1/2.7)
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A comparison of DGM concentrations obtained by manual and automated methods
and the stability of the two methods within the working day (8 hours) are presented
in Figure 7. Each couple of bars shows the comparison of DGM concentration for
the same sample, measured in the same day, at certain time frequency along the day,

under the same conditions using both methods.

300 1~
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Figure 7: Comparison of the results when Lumex is used (air: water ratio is 2.3/2.7)

The concentration of the DGM is rather stable and the comparison between the

automated and manual method are good.

The repeatability of the measurements for the manual method expressed as
repeatability standard deviation, resulted to be 19 (with a relative standard deviation
of 8%) while for the automated method, about 14 (with a relative standard deviation
of 5%).

The work is still in progress.

4 Conclusions

The main parameter affecting the automated method performance is the air: water
flow ratio of the gas liquid separator. This is the ratio which determines the
necessary time for the equilibrium to be reached. Having a ratio close to 1, assures
comparable results between the detectors for different concentrations introduced in
the system. However, the results obtained from the manual system for the same
sample, are systematically higher for 10 to 30 %, which might be due to unaccounted

factors in Eq. 1. Further development of a method is planned.
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For wider interest

Mercury is a global pollutant. The global cycle of mercury includes the interactions
of mercury between sediments-water-air. In natural aqueous environments it is
found in very low concentration. However, the evasion of elemental mercury from
surface ocean water to the atmosphere represents an important source of Hg in the
environment, after the industrial settings which are so far the biggest source. Its
availability in aqueous samples is affected by a lot of factors such as light,
temperature, bacteria and tectonic activity. Although the manual methods have
shown to give reliable data, in order to follow the daily variations of mercury
oxidation/reduction reactions which leads to mercury loss/production from such

systems, automated systems are needed which provide continuously data.

The presented automatic system can be applied in the industry, especially in thermo
power plants which use a wet flue gas desulfurization technology (wet FGD) for
removal of Hg from the flue gases. Having the detailed knowledge of
oxidation/reduction reactions of DGM occurring in the wet FGD, would be of
great help in improving the capturing of Hg in these systems, and thus reducing in

the emission in the atmosphere.
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Abstract. Increasing consumption and toxicity of cytostatic drugs raises
concerns about their presence in the environment. In the absence of certified
reference materials, interlaboratory comparisons are necessary if laboratories
are to have confidence in their analytical abilities. The objective of this study
was to perform an interlaboratory comparison to determine cyclophosphamide,
ifosfamide, methotrexate and etoposide in surface water, wastewater and
hospital wastewater. Laboratory performances were evaluated using z-score
values, mean and median values, standard deviations (o), repeatability and
reproducibility. Overall, sample preparation was satisfactory. The smallest
absolute differences between spiked values and participant’s results were
observed in surface waters. Repeatability was highest for methotrexate in all
matrices and for three laboratories using LC-MS/MS (CV < 12 %). Overall
reproducibility was poor (CV: 27 % - 143 %) with the exception of MTX in
sample C (CV: 8 %). This may be justified by the low number of participating

laboratories.

Keywords: interlaboratory study, cyclophosphamide, ifosfamide, etoposide,

methotrexate, surface water, wastewater, hospital effluent

1 Introduction

Cytostatic compounds are a group of pharmaceuticals used to treat cancer patients
(chemotherapy) by either inhibiting or preventing the proliferation of cancer cells.
Once administered and further excreted, they can enter the environment iz
municipal wastewater and surface waters. Cytostatics are highly hazardous
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compounds and for that reason deserve special attention since they have the
potential to exhibit adverse effects on non-target organisms including cytotoxicity,
genotoxicity, mutagenicity and teratogenicity. This means that accurate and precise
analysis of these compounds in the environment is necessary if they are to be
monitored and controlled. Currently, only a limited number of laboratories are

analysing these compounds [5].

Laboratories usually check the accuracy and precison of their methods by analysing
certified reference materials (CRMs). In the absence of CRMs, an interlaboratory
exercise can be performed in which participating laboratories determine some
characteristic, e.g. the concentration of analyte in one or various homogeneous
samples under documented conditions [1]. The results from such laboratory
performance studies are of crucial interest for laboratories as these provide clear
information of their measurement capabilities with respect to other laboratories and
leads to improved quality of analytical results. Several interlaboratory studies of
pharmaceutical residues in the environment have been published [2,3,4], but none
regarding cytostatic compounds. The aim of this study was to perform an
interlaboratory exercise for determining four commonly prescribed cytostatic drugs:
cyclophosphamide (CP), ifosfamide (IF), etoposide (ETO) and methotrexate (MTX)

in natural and wastewaters.

2 Experimental

2.1. Experimental design, sample collection and preparation

The participating laboratories were from Czech Republic, The Netherlands,
Singapore, Slovenia, Spain (2 laboratories) and the UK. Each laboratory was
assigned a unique code number: 1, 2, 3, 4, 6, 8 and 9. Three different types of
matrices were sampled including the following: i) surface river water at a location
downstream from a wastewater effluent outflow (A); ii) wastewater effluent from a
wastewater treatment plant (D) and iii) effluent from a hospital (oncological ward)
wastewater (B: non-spiked sample, C: spiked sample). Samples were collected in
polyethylene containers, filtered (0.5 pm glass-fibre filters) and homogenized.
Compounds of interest included cyclophosphamide (CP), ifostamide (IF), etoposide
(ETO) and methotrexate (MTX). All samples, except B, were spiked with selected
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compounds at expected environmental and wastewater levels (Table 1) [5]. Frozen

samples were then shipped on dry ice to the participating laboratories.

Table 1: Spiking levels of CP, IF, ETO and MTX (ng L-!) in various matrices.

Sample/Compound CP IF ETO | MTX
A 53 33 52 31
B * * * *
C 5239 394 | 3420 | 1141
D 23 55 127 432

Note 1: *Non-spiked samples.
Each participant received four 0.8 L samples (A, B, C and D). The laboratories were
asked to filter the samples (0.45 pm) and extract them using solid phase extraction
(SPE) within one week after the sample receipt. They were also requested to
perform at least two independent analyses and submit the results within two months.
Homogeneity of samples was checked for CP, IF and MTX by means of the Chi-

square test using Equation 1:

>—— (Equation 1)

Where O: represents the mean concentration of two parallels in each sample and Ei
is the mean concentration of each batch containing 10 samples. Null hypothesis (Ho)
says that homogeneity of samples is achieved and alternative hypothesis (H1) says
that homogeneity of samples is not achieved. When y2a (x=0.05) is higher than
Y esp, then Hi is rejected or Hy is accepted and vice versa. For the Chi-square test, 10
samples of each sample type (A, B, C and D) were sampled randomly and were
analysed in two parallels. Stability of the compounds of interest (CP, IF, MTX and
ETO) in aqueous samples has been studied by Negreira et al. [6]. Their results show
that the selected compounds are stable for at least 1 month at - 20 °C even in

complex matrices like wastewaters.

2.1 Chemicals and sample preparation

CP and IF were obtained from Sigma Aldrich (Steinheim, Germany), MTX was
obtained from TOCRIS Biosciences (Ellisville, USA) and ETO from Santa Cruz
Biotechnology (Heidelberg, Germany). The solvent DMSO was obtained from

Sigma Aldrich (St. Luis, USA).
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Chemical analysis was performed by either liquid or gas chromatography (LC or GC)
coupled to mass (MS) or tandem mass (MS/MS) spectrometry. Table 2 shows the
different analytical techniques and compounds analysed. In total 3, 4, 6 and 7
laboratories submitted results for MTX, ETO, IF and CF, respectively. All analytical
methods included SPE for sample preconcentration. Laboratory 9 derivatizated their

sample extracts prior to chemical analysis by GC-MS.

Table 2: Applied analytical methods of participants for their selected compounds.

LAB CODE 1 2 3 4 6 8 9
LC/ LC/ LC/ UPLC/ LC/ LC/ GC/
TECHNIQUE MS-MS MS-MS | MS-MS MS-MS MS-MS MS-MS MS
CP, IF, ETO CP, IF, CP, IF, CP, IF,
COMPOUNDS MTX P ETO MTX, ETO | MTX, ETO CP,IF | CP, 1F

2.2 Statistical parameters

Statistical evaluation was performed using MedCalc Software and Excel 2010.
Outlier detection was performed by calculation of z-score values for each data
received according to Equation 2, where x,, is the corresponding laboratory mean,
x, is the known spiked concentration or, if unknown (as in sample B), the average
concentration measured by the participating laboratories, and g, is the corresponding

standard deviation:
— (Equation 2)

Results with calculated z-values higher than 3 would be directly excluded from
further statistical analysis. For suspect outliers (z-score values were between 2.0 <

| z | =< 3), a further Q test was applied (Equation 3):
—— (Equation 3)

Where gap is the absolute difference between the suspected outlier value and the
closest number to it when arranged in increasing order and range is the difference
between maximal and minimal values. When @, , is higher than @, («=0.05), then

this value is referred as an outliet.

After excluding any outliers the following statistical parameters were calculated for

cach series of samples and each selected compound: the mean and the median

values, standard deviations (o), repeatability and reproducibility. Repeatability was

individually determined for each laboratory separately as the CV (Coetficient of
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Variation, in %), which corresponds to the ratio between the standard deviation of

the laboratory’s measurement and its mean concentration (Equation 4):

CV (%) =100 x 22 (Equation 4)

xlab

Reproducibility was determined as the CV corresponding to the ratio between the
standard deviation of the mean wvalues reported by the wvarious participating
laboratories and the corresponding mean concentration for each compound and for

each sample.
3 Results and discussion

Homogeneity was proved for all samples (A, B, C and D) using the Chi-square test
on selected compounds (CP, IF and MTX). In total 219 data were received including
parallels, outliers and <LOD wvalues. The obtained results of z-score values and Q
test gave 3 outliers (outliers are circled in Figure 1). These outliers all belong to the

three parallel measurements performed by laboratory 3 on sample B.
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Figure 1: z-score values for the tested compounds in the different samples.
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Amongst all received results, 210 were applied in statistical evaluation after outlier
exclusion. The following statistical parameters including mean values, median values

and standard deviations (o) were determined (Table 3).

Table 3: Data evaluation for CP, IF, ETO and MTX in samples A, B, C and D.

sjpilied Mean | Median o spild Mean | Median o
value value
CP IF
A 53.00 | 60.17 | 60.00 | 17.40 A 33.00 | 40.94 | 37.50 | 16.70
B / 912.5 ] 790.0 | 281.3 B / 2399 2010 | 778.5
C 5239 | 5909 | 5958 | 3004 C 394.0 | 2582 2485 | 686.2
D 23.00 | 45.55 | 47.00 | 17.66 D 55.00 | 72.41 | 65.40 | 25.09
ETO MTX
A 52.00 1 49.73 | 53.00 | 15.15 A 31.00 | 123.66 | 74.30 | 95.64
B / 5523 | 980.0 | 7893 B / 58.2 1338 | 6859
C 3420 | 8452 | 8917 | 3010 C 1141 2271 2228 | 192.5
D 127.0 1 125.9 ] 90.00 | 62.48 D 432.0 | 631.3 | 447.5 |427.6

The smallest absolute differences between mean or median values and spiked values
are observed in samples A for all compounds. One reason could be because this
sample had the least complex matrix i.e., surface water. As expected, the highest
absolute differences between mean or median values and spiked values are observed

in case of sample C (hospital wastewater).

Repeatability i.e., the variation in measurements taken by a single person and
instrument on the same sample and under the same conditions is shown for each
sample and compound in Figure 2. Due to the lack of data, some CV wvalues are
absent. The lowest CV's were observed in the case of MTX (= 12 % for laboratory 4,
sample C). The CVs for IF were < 35 % (laboratory 6, sample A), while for ETO
calculated CVs were < 25 % for all samples and all laboratories. The highest CVs
were observed in the case of CP (= 72 % for laboratory 3, sample D). These results
indicate good repeatability for laboratories 1, 4 and 6 when analysing MTX in all
samples, while the CVs for CP, IF and ETO strongly depended on matrix type (i.e.
laboratory 3 for CP in samples A, C and D).
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Figure 2: Repeatability as CV for each sample and compound.

Reproducibility is the ability of an entire experiment or study to be reproduced with
the same method on identical test items in different laboratories with different
operators using different equipment [1]. Reproducibility (CV) for each sample and
compound is shown in Figure 3. Most CV values, except for MTX in sample C, are
relatively high (27 % = CV = 143 %). High CV values and the observed large
differences amongst samples, especially for ETO and MTX, can be explained by the
low number of participating laboratories (3 and 4 for ETO and MTX, respectively).
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Figure 3: Reproducibility as CV for each sample and compound.

In conclusion, preparation of interlaboratory samples was satisfactory. The smallest
absolute differences between spiked values and average values for all selected
compounds were observed for sample A (surface water), which has the least
complex matrix. Laboratories 1, 4 and 6 gave the highest repeatability for MTX in all
samples, whereas for other compounds repeatability depended on matrix type. The
reproducibility was relatively poor for all compounds and samples (27 % - 143 %)
except for MTX in sample C. Further, it was shown that poor reproducibility and
large differences in the case of MTX and ETO could originate from the low number

of participating laboratories.
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For wider interest

Cytostatics are a group of pharmaceuticals used extensively for treating cancer. With
modern analytical instrumentation it is now becoming possible to measure their
residues in environmental samples raising awareness about potential detrimental
effects: cytotoxicity, genotoxicity, mutagenicity and teratogenicity, on non-target
organisms at environmental concentrations.

Only a limited number of laboratories are currently analysing these compounds in
environmental samples and the different methods used are yet to be evaluated. The
aim of this study is to carry out an interlaboratory comparison. The exercise
involved laboratories from Czech Republic, The Netherlands, Singapore, Slovenia,
Spain and UK. Participants received four samples of surface water and wastewaters,
which contained various concentrations of cyclophosphamide, ifosfamide, etoposide
and methotrexate, all of which are commonly used cytostatics. Each laboratory was
then asked to analyse the samples. Results were statistically evaluated. Overall, it was
determined, that the performance of participating laboratories is adequate. The
absolute differences between added compounds to samples and participant’s
obtained results were the smallest in case of surface water samples. Further, good
repeatability was observed for methotrexate in all samples for all participating
laboratories, whereas for other compounds repeatability depended on sample type.
Finally, reproducibility was determined as weak for all compounds in all samples,
except for MTX in hospital wastewater. These results revealed the need for a higher
number of participating laboratories determining selected compounds in order to

confirm the obtained results and conclusions.
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Abstract. This study evaluates the occurrence of five benzophenone-type UV
filters in the aqueous environment and their behaviour under the influence of
artificial and natural light. Analysis of fourteen water and sediment samples
from lakes, rivers and sea revealed the presence of UV filters in the majority of
the surface waters < 820 ng L' (2-hydroxy-4-methoxybenzophenone) and up
to 650 ng g!' of benzophenone in sediment samples. The results of
photodegradation studies were consistent with previous studies, indicating a
high photostability of UV filters during 7 h of irradiation using either a
monochromatic low pressure or medium pressure mercury lamp. Solar
irradiation experiments also showed UV filters are photostable compounds,
since no significant degradation was observed after 2 weeks of exposure to
natural sunlight. However, 4 weeks of irradiation did result in elimination of <

80 % of studied compounds.

Keywords: UV  filter, benzophenone, occurrence, environment,

photodegradation

1 Introduction

UV filters are common ingredients in sunscreens, protecting skin from the
deleterious effects of sunlight. They also serve as photostabilizers in other cosmetic
products (e.g. moisturizers, hair sprays, shampoos, lipsticks and fragrances), fabrics,
coatings, adhesives, plastic packaging and optical products [1-3]. Studies have
reported the detrimental effects of benzophenone-type UV filters on aquatic

organisms, since they exhibit estrogenic activity and genotoxic effects [1, 3]. The
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increasing use of UV filters leads to their widespread occurrence in the environment,

where they are recognised as emerging organic pollutants.

UV filters enter the aquatic environment through various pathways, which include
domestic discharges containing UV filter residues from showering and laundering,
excreted compounds after dermal application, and industrial wastewater discharges
from production facilities. Nevertheless, the most critical source of UV filters is the
direct input into surface waters, when they are released into lakes, rivers and seas by
wash-off from the skin during bathing. There exists only limited data on the
occurrence of UV filters in surface waters, but a few do report concentrations as
high as several hundred ng L' [1,3]. The physico-chemical properties of these
compounds including their log Ko (2.9-3.9) indicate their moderate tendency to
adsorb to organic particulate matter. Although sediment, as opposed to water, is less
sensitive to factors such as seasonal variations, rainfall and industrial production and
enables the study of long-term pollution, the presence of UV filters in sediments has

received less attention, but reported concentrations are in the low ng g! levels [1,3].

Photodegradation is one of the most important natural abiotic elimination processes
determining the fate of organic compounds in the environment, yet published data
concerning photolytic behaviour of UV filters are scarce. Environmental fate has
been addressed only recently, where studies show high photostability of UV filters
[2,3].

The focus of this study is to evaluate the occurrence of five benzophenone-type UV
filters (benzophenone, 4-hydroxybenzophenone, 2-hydroxy-4-
methoxybenzophenone,  2,4-dihydroxybenzophenone  and  2,2'-dihydroxy-4-
methoxybenzophenone) in the aqueous environment and to investigate their
behaviour and fate under the influence of artificial UV light and natural sunlight.
The chemical structures and important physico-chemical properties of the

investigated compounds are presented in Table 1.
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Table 1: Chemical structures and physico-chemical properties of the target

benzophenone derivatives

IUPAC name,
INCI name

Q
Benzophenone BP B JH"*-& 18222 3.18
= =
Q

Abbreviation  Chemical structure ~ Mw Log Ko

4-hydroxybenzophenone H-BP i 19822 2.87

Z ' OH

o OH

2,4-dihydroxybenzophenone i gp 4o 317
Benzophenone-1 on
2-hydroxy-4- i 7
methoxybenzophenone HM-BP @]/u\@ 228.24 3.64
Benzophenone-3 = ZocH,

2,2'-dihydroxy-4- OH o  oH
methoxybenzophenone DHM-BP 24424 3.93
Benzophenone-8 OCH,

Abbreviations: ITUPAC: International Union of Pure and Applied Chemistry, INCI: International Nomenclature of Cosmetic

Ingredients, Mw: molecular weight (g/mol), Kow: octanol-water partition coefficient

2 Materials and methods
2.1 Sample collection

Grab water and sediment samples were collected during the summer months from
different locations in Slovenia and Croatia. In total 5 lakes, 3 river sites and 3 coastal
sites on the North Adriatic Sea were selected since at these locations swimming,
bathing and other recreational activities take place. Further, 3 rivers were sampled in

the vicinity of wastewater treatment plant (WWTP) effluent outflows.

2.2 Analytical method

Aqueous samples were extracted and compounds of interest pre-concentrated with
solid phase extraction (SPE) using an Oasis™ HLB reversed phase sorbent (Waters
Corporation, MA, USA). Sample preparation for sediment samples involved
microwave-assisted extraction (MAE) using a Microwave Accelerated Reaction
System (MARS) 5 (CEM corporation, Matthews, NC, USA) and further clean-up by
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SPE. To increase their volatility, the compounds were derivatized prior to GC-MS
analysis. Derivatization of BP was performed at 60°C for 15 h using O-(2,3,4,5,6-
pentafluorobenzyl)hydroxylamine hydrochloride (PFBHA) as derivatization agent,
while the remainder (H-BP, DH-BP, HM-BP, DHM-BP) were derivatized by N-
methyl-N-[trimethylsilyl]trifluoroacetamide (MSTFA) at 60°C for 1 h. Separation
and identification were achieved using an HP 6890 (Hewlett-Packard, Waldbronn,

Germany) gas chromatograph with a single quadrupole mass selective detector (GC-
MSD).

2.3 UV and solar irradiation

Lab-scale UV degradation experiments were carried out in a cylindrical glass reactor
by exposing aqueous solutions of each individual compound (1 pg L) to UV
irradiation. Monochromatic low pressure (LP) mercury UV lamp and a medium
pressure (MP) mercury lamp were used as a source of radiation. The LP lamp emits
predominately at 254 nm, while the MP lamp radiates over a broader range (200 -
600 nm). To determine elimination efficiency of UV treatment, different irradiation

times (0 — 420 min) were studied.

Solar degradation studies were carried out by exposing aqueous solutions of each
compound (1 pg L1) to sunlight. Samples in quartz Erlenmeyer flasks were exposed
to irradiation in Ljubljana, Slovenia (latitude 46.1, longitude 14.5) in August 2012 for
a period of 4 weeks under clear sky conditions with daily air temperature between 12
and 36°C, 15 h of sunshine per day and maximum local sunlight irradiation intensity
of 932 W m-2. Samples were collected after 1, 2, 3 and 4 weeks, when the elimination

efficiency was evaluated.

3 Results and discussion

Fourteen water and sediment samples were collected from sites, affected either by
recreational activities or WWTP discharges, and analysed according to the described
procedure. Tables 2 and 3 show the frequency and concentration range of UV filters
found in these samples. The most frequently detected compounds in both water and
sediment samples were BP and HM-BP, which are also among the most commonly
used UV filters. They were also the most abundant. In addition, DH-BP was found

in most of the water samples and in several sediments. Since DH-BP is a major
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metabolite formed from HM-BP and is also used as a personal care product, its
occurrence may originate from different sources and this could account for the high
frequency of its detection. Compounds H-BP and DHM-BP were less common in
aqueous samples and were not detected in sediments. The occurrence of the
investigated UV filters in surface waters and sediments is clearly more affected by

recreational activities such as swimming and bathing than by WWTP discharges.

Table 2 : Concentration range (ng L!) of benzophenone-type UV filters in surface

water samples

Water (ng L)

UV filter Frequency Lake River Sea River (WWTP)
BP 14/14 33-120 30-88 51-56 54-190

H-BP 5/14 7.2-8.4 <LOD 4.1-5.1 <LOD
HM-BP 14/14 38-820 9.4-120 96-380 5.9-24

DH-BP 10/14 2.9-130 1.9-11 5.6-11 2.9-3.2
DHM-BP 6/14 2.6-6.5 <LOD 2.4-53 <LOD

Table 3 : Concentrations (ng g!) of target UV filters in sediment samples

i 1
UV filter Sediment (ng o)

Frequency Lake River Sea River (WWTP)
BP 14/14 220-360 610-650 270-280 38-190
H-BP 0/14 <LLOD <LLOD <LOD <LOD
HM-BP 14/14 10-17 23-32 10-13 2.5-7.4
DH-BP 7/14 2.5-3.7 2.6-3.5 2.0 3.1
DHM-BP 0/14 <LLOD <LLOD <LOD <LOD

The results of UV treatment were consistent with previous studies [2,3] indicating
the high photostability of UV filters during 7 h of irradiation using either the LP or
MP lamp. The study also demonstrates that in case of the investigated compounds,
the LP lamp is more efficient, making the degradation process faster and leading to
reduced half-lives (Figure 1).
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Figure 1: Photodegradation of investigated UV filters during UV treatment using
MP and LP lamp

Solar irradiation experiments showed high stability of H-BP, HM-BP and DHM-BP
with removal of approximately 40 % after 4 weeks of irradiation. In contrast,
photodegradation of BP and DH-BP followed a pseudo-first-order kinetics and
resulted in approximately 80 % removal after 4 weeks of irradiation. Similar half-

lives of 13.3 and 12.4 days were determined for BP and DH-BP, respectively.

4 Conclusion

Results show that benzophenone-type UV filters are present in the aquatic
environment, both in water and sediments. Photodegradation studies show that they
exhibit high photostability indicating the potential of being persistent in the
environment. Due to increasing consumption and possible toxic effects of UV filters
on aquatic ecosystems, it is crucial to further investigate their presence in different
environmental compartments and to better understand their environmental

behaviour, cycling and fate.
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For wider interest

The increasing use of UV filters is leading to their widespread occurrence in the
environment, where they are recognised as emerging organic pollutants. However,
actual data regarding their presence, effects and fate in the environment is still
limited. UV filters are common ingredients in sunscreens, protecting human skin
from deleterious effects of sunlight. They also serve as photostabilizers in other
cosmetic products (e.g. moisturizers, hair sprays, shampoos, lipsticks and
tragrances), fabrics, coatings, adhesives, plastic packaging and optical products. They
are produced in large quantities throughout the world and their consumption
continues to rise. Consequently, these compounds enter the environment globally.
In recent years there has been an increasing concern regarding the presence and
effects of UV filters residues in the environment as studies have reported their toxic

effects on aquatic organisms.

Among numerous UV filters this study is focused on benzophenone based
compounds and their occurrence and fate in the aquatic environment. For this
purpose, fourteen water and sediment samples were collected from lakes, rivers and
sea, and analysed. Results revealed the presence of benzophenone-type UV filters in
the majority of the surface waters in the concentration as high as 820 ng L (2-
hydroxy-4-methoxybenzophenone) and up to 650 ng ¢! of benzophenone in
sediment samples. Since photodegradation is an important natural elimination
process, behaviour of the target UV filters was evaluated when exposed to artificial
and natural sunlight. Results confirmed high photostability of the investigated UV
filters, which is in agreement with their use in sunscreens and other products. The
results of photodegradation will provide a better understanding of the cycling and

fate of these compounds in the environment.
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Abstract. The dynamics of cave ventilation is interesting for different fields of
science e.g. speleology, paleoclimatology, ecosystem carbon dynamics research
etc. This work is a preliminary research of a bigger project where the influences
of subterranean CO; storage to the adjacent soil CO; effluxes will be studied.
We studied the patterns and possible causes of cave ventilation in Pisani rov, a
dead-end passage of the Postojna Cave. We used CO; concentrations and 222Rn
activity concentrations in cave air as indirect indicators of cave ventilation. To
gain more information on the origin of cave air CO,, stable carbon isotope
analyses of cave air were performed. First results show that CO, and 222Rn
concentrations correspond to the temperature differences between cave and
outside air. Further, the increase in cave CO, concentrations is related to the

CO; derived from remineralized organic carbon.

Keywords: Caves, ventilation, carbon dioxide, radon, 13C, stable isotopes

1 Introduction

Cave ventilation is an interesting process from both, aboveground (atmospheric) and
belowground (speleological) point of view. From the aboveground point of view it is
especially interesting for the studies of ecosystem CO; effluxes. Ecosystem fluxes are
usually considered only as biological flux defined by the difference between the gross
photosynthetic flux and ecosystem respiration [1]-[3]. However, recent studies of soil
and ecosystem CO; fluxes on calcareous areas have shown that also other processes
such as carbonate weathering and ventilation of subterranean caves and cavities can
contribute to soil fluxes [4]-[10]. Therefore, the CO; efflux investigations at such
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areas must also take into account the subterranean storage of CO», which can be
positive in the case of stocking and/or negative in the case of degassing or
ventilation [10]. Stocking into subterranean cavities happens mainly by water
transport of dissolved soil CO, and diffusion [11]. CO; stored in subterranean
reservoirs reaches the outside atmosphere by the means of ventilation processes.
Those processes can in certain cases even surpass the biogenic CO; fluxes in

carbonaceous regions [7], [12].

The drivers for ventilation can be dynamic (moving fluids - water or wind), or static
(variation of pressure, temperature or air composition). Although every cave or even
passage has its own specific characteristics, we can roughly separate two main groups
of caves where different drivers for cave ventilation have to be taken in to account.
In caves with more than one entrance at different elevations the convective air
circulation prevails. That happens because of the difference between external and
internal air densities [13]-[17]. Temperature can explain about 99% of the variation
of the cave air density. However, when pCO, of the cave air exceeds the
atmospheric values by an order of magnitude or more, also the influence of air pCO,
has to be taken into account [18], [19]. In the caves with large volumes connected by
small passages, with one entrance or with very small entrances, the barometric
circulation can also take place. In these cases the ventilation is driven by pressure
difference between the cave and outside atmosphere [13], [17], [20]. Cave ventilation
rates can be measured directly or through variations of cave air density, pressure or
trace gas composition such as CO; concentrations or ?22Rn activity concentrations.
Beside the CO; concentration also the isotopic composition of COa, especially the
stable isotope composition of C is interesting, because it can give us further

information about processes and sources of this gas in the cave atmosphere.

The presented article is a result of preliminary studies of a bigger project, where
influences of abiotic CO; sources to the karstic forest soil CO; fluxes will be studied.
Understanding forest soil CO; fluxes in such regions is important because 44% of
Slovenian territory can be classified as karst area and 60-70% of that area is covered
by forest. Herein our research focused on the patterns and possible causes of cave
ventilation in Pisani rov, a dead-end passage from the Postojna Cave. CO,

concentrations and 2??Rn activity concentrations were measured in cave air as
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indirect indicators of cave ventilation, while stable isotope composition of CO; was

used to determine its possible sources.

2 Materials and methods

Study area. Pisani rov (Colourful Gallery) is a dead-end passage of Postojna Cave.
It is a 920 m long horizontal passage, which deviates from the main Postojna Cave
passage to the north and terminates below the slopes of the Velika Jersanova dolina
(Fig. 1). The collapse of Velika Jersanova dolina disconnected the continuation of
Pisani rov towards north [21]. Pisani rov is developed in Turonian limestone and its
direction and shape is given by bedding planes and joints whose main direction
tollows N-S [22]. At the end of Pisani rov the thickness of the cave celling is
estimated to be around 30 m [23]. In Pisani rov we can find some redeposited flish
and dropstone argil, which is believed to be brought there by Pivka River in the past

when it was flowing through this tunnel and later with occasional flood event [22].

s PIVEA CAVE

MAGDALENA'S
CAVE

izani rov

(Colourful Gallery)

W E
cave i f N

Figure 1: Postojna Cave with marked location of Pisani rov (Colourful gallery)
(adopted from [24])

Pisani rov is interesting for our investigation, because it has limited ventilation
compared to the rest of the cave and the temperature at the end of the gallery is
almost stable at 8.4 °C, with seasonal cycle < 0.015 °C [25]. Here some of the highest

concentrations of CO; and ??2Rn in Postojna Cave were recorded. Maximum values
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of 222Rn activity concentrations were around 45 000 Bq m, while maximum CO,
concentrations reached up to 7000 ppm [26]. Our maximum observed values were
26900 £180 Bq/m™ for Rn activity concentration (3.8.2009) and 6780 ppm for CO»
concentration (17.6.2010).

560 m

550 m

540 m

530 m

820 m 870 m 9200 m

Figure 2: Cross section of the end of Pisani rov with marked sampling points (s.p.)
(adopted from [21])

Sampling and Measurement. All sampling was performed during cave visits twice
a month. The measurements comprise the data from 2009 and 2010 and the data
obtained from October 2013. At the end of Pisani rov we have five locations where
the air was sampled and at the first of those locations the active concentration of

222Rn was monitored (Fig. 2)

CO, concentration was measured with TESTO 435 multi-functional measurement

instrument for Indoor Air Quality with installed IAQ probe. [27].

Samples for stable isotope analysis of CO; from cave air were taken in five replicates
at each location using a 50 ml syringe. Sample was taken directly from the cave air
and injected into closed, pre-evacuated 12 ml vials. Stable isotope composition of
cave air CO; was determined with EUROPA 20-20 continuous flow isotope ratio
mass spectrometer (CF-IRMS) coupled with ANCA-TG preparation module for
trace gases. The accuracy of the measurements was £0.2%o. Results are reported in
usual O-notation against the international Vienna Pee Dee Belemnite (VPDB)

standard in per mil (%0o).
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Air samples for measurements of 222Rn activity concentrations at the sampling point
1 (Fig. 1) were taken directly into alpha-scintillation cells, manufactured at the Jozef
Stefan Institute [28], [29]. Three hours after air sampling, when secular equilibrium
between radon and its decay products has been reached, the activity in the cell was
measured in an alpha counter PRM 145 (AMES, Slovenia).

Outside temperatures data were gathered from the nearby meteorological station in
Postojna [30].

3 Results and discussion

It is seen from Figure 3 that the increase in outside temperature corresponds to the
CO; concentration (Ccop) increase in the cave atmosphere (CO; stocking). On the
other hand, the decrease of the outside temperature causes a ventilation effect in the
cave, which was also reflected in the decrease of CO- concentrations. This pattern is
typical for a convective air circulation created by the difference in air density
between cave and inside air where air temperature is the driving parameter
controlling these differences. As already mentioned, this pattern is characteristic for
caves with more than one entrance at different elevations [13]-[17]. This suggests
that during the winter periods the cold air transported into the gallery raise the
warmer cave air, which exhales through unknown fissures and cracks to the outside
atmosphere. In some cases (red arrows in Figure 3), when the outside temperature
was below 0°C, we observed that the Ccoz concentrations began to increase. The
elevated Ccoz values suggest that the connection with outside atmosphere is closed
due to frozen water in adjacent soils or possible snow cover. According to data

obtained from the meteorological station in Postojna, the snow cower was present in

those days (6-19 cm).
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Figure 3: Average daily temperatures, cave air CO, concentrations (Ccoo), stable carbon

isotope composition of cave CO» (813Ccop2) and radon activity concentrations (C222Rn) during

the sampling periods in 2009, 2010 and 2013.

A positive correlation (R? = 0.62) between Ccoz and radon activity concentration
(C?*?Rn) was observed during the sampling periods in 2010 (Fig. 3). Concentrations
of both gases increase during “stocking” period and decrease towards atmospheric
values (=380 ppm for Ccoz and =10-30 Bq m» for C???2Rn ) during ventilation
periods. These results suggest that during ventilation periods the fresh air was
transported from the outside atmosphere through the main cave passage to the
gallery and, in accordance with results previously discussed, the warm cave air from
the gallery could be lost through unknown cracks and fissures out from the cave.

Similar behaviour was also observed in previous studies performed by Gregoric et al.

[20].

Results from C stable isotope analysis of cave air CO; reveal that higher Ccoo

corresponds to mote negative 8'>Ccoz values. This indicates more pronounced

influence of remineralized organic carbon to CO,, which could come to the cave
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from the adjacent soil air, via diffusion or via percolating water rich in dissolved CO,
from the soil air. Water rich but not saturated with CO. runs through fissures of
carbonate rocks (dissolution of carbonates). When reaching the subterranean cavity,
the degassing of CO; from water takes place until the equilibrium of CO; partial
pressures between water and cave air is obtained (degassing of CO; and carbonate

precipitation).

When low CO; concentrations in the cave air were observed, the 83Cco, values

were more positive (marked with blue colour arrows in Figure 3) suggesting the
mixing of cave air with fresh outside air (813Ccop = -8%o) that was transported to the
gallery from different possible ways e.g. some smaller entrances or even the main
tourist entrance. Another possible mechanism influencing 83Cco; values in cave air
could be the enchased outgassing of CO; from the drip waters. This was possible

when CO; concentrations in cave were low causing less fractionation. In the case of

mote pronounced outgassing higher proportion of CO; influences 83C values in
cave air CO;. The prove of this mechanism in Pisani rov was shown in the work of
Dominguez-Villar et al. [25]. They compared 3'°C values of dissolved inorganic
carbon in drip water (8*Cpic ) against Ccoz in the cave air. It was shown that

d13Cpic values exponentially decay with increasing Ccop.

4 Conclusion

Although Pisani rov is considered a part of Postojna Cave with limited ventilation,
the fluctuations in CO; concentrations and 2??Rn activity concentrations are
relatively high. In fact the time series of those trace gas concentrations indicate
typical ventilation pattern with winter ventilation and summer stagnation periods.
We can conclude that the main factor controlling the ventilation in Pisani rov is the
difference in inside and outside air densities causing convective flow of the cave air.
Further it was found that during ventilation periods the warm cave air was pressed
to the outside atmosphere through unknown fissures and cracks. Stable isotope
analysis of CO; suggested that during high CO; concentrations there is a
pronounced influence of remineralized organic carbon to cave COa. It should be

mentioned that these results are only preliminary results and further investigation is
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needed in order to define more precisely the cave ventilation and its possible

influence to the soil CO, effluxes.

Although concentrations of CO; and ???Rn and CO; stable isotope composition
suggest the fresh air inflow, the high stability of the cave temperature is not in
favour of such explanation. To resolve this problem further research is required
concerning the following issues: measuring of the same cave air parameters in the
main cave passage in front of the entrance to the Pisani rov, studying possible
sources of CO; in the cave atmosphere (including a detailed study of DIC in the drip
waters) and monitoring the fluxes and concentrations of CO; in the soil above the

cave.
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For wider interest

Cave ventilation is an interesting process from both, aboveground (atmospheric) and
belowground (speleological) point of view. From the aboveground point of view it is
especially interesting for the study of ecosystem CO; sinks, sources and temporal
storage of atmospheric CO; in the karstic areas. Long-term studies related to cave
ventilation and their influence on soil CO, fluxes will help us to understand the
mechanisms in the ecosystem C budget and its relation to global environmental

changes.
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Abstract. Industry, traffic and agriculture are main sources of environmental
pollution. Pollutants are released into river and are eventually accumulated into
sediments. Investigation of elements Cr, Cu, Zn, As, Se, Cd and Pb in sediments

was the main goal of our study.

Before the determination, the samples need to be digested, which in not an easy
task. Optimization of acid digestion in microwave oven, using HE, HCI and
HNO; was made. For the determination of elements in sediments from
selected streams in Notranjska and Central regions of Slovenia, optimized
method has been used. Recorded concentration ranges were: 25 - 77 mg Cr
kgl 6 - 48 mg Cu kg!, <LOD - 1102 mg Zn kg'!, 2 - 13 mg As kg'!, <LOD -
0.4 mg Se kg, <LOD - 1.2 mg Cd kg!and 14 - 23 mg Pb kg'!. Investigated
areas are mainly agricultural. Compared to rivers flowing through agricultural
areas higher concentrations of some elements (Cr, Zn and Pb) were noticed

in rivers that flow through industrial area.

Keywords: river sediments, elements, agricultural area, Slovenian streams

1 Introduction

Growing human population and related human activities have caused higher
emission of various pollutants into the environment. Research of pollutants in
different aquatic system is one of the major activities in environmental science [1].
Pollutants are released into aquatic system and they are eventually accumulated into
sediments. They can realise back (change in conditions) and may have an impact on

water organisms [2]. Contaminations of sediments with heavy metals are a

40



consequence of anthropogenic pollution due to atmospheric deposition, industrial
and agricultural activities. Studies had shown that agriculture is also a source of
metals pollution in environment [3]. This pollution has different sources associated
with rainfall and snowmelt runoff, moving over and through the ground, carrying
natural and human-made pollutants into lakes, rivers, streams, wetlands, estuaries and

underground drinking water [4].

Sediments are persistent materials, so the digestion of sediments to determine the
concentration of elements is not an easy task. In literature the mostly used method
for digestion of sediment is acid digestion with various ratio and combination of
acid such as HCl, HNO3;, HF and HCIO4, where hydrofluoric acid (HF) is needed

for silicate compounds dissolution [1-3;5-10].

Commonly determined elements in sediments are: As, Cd, Co, Cr, Cu, Hg, Mn, Ni,
Pb and Zn in different concentration ranges depending on research area [1-3;5-7].
For their detection in sediments often used analytical techniques are electrothermal
atomic absorption spectrometry (ETAAS), inductively coupled plasma atomic
emission spectrometry (ICP-AES), and inductively coupled plasma mass
spectrometry (ICP-MS) [1-3;4-9].

During our research, a modification of the method published by S¢anéar et. al., 2007
was made. The digestion in microwave oven with HCI/HNO3;/HF was used in the
first step and with H3BO; in the second step. After optimization of selected
parameters (time of digestion, volume of H3;BO; and temperature in first and
second step of digestion) determination of elements in sediments, sampled in

selected Slovenia streams in agricultural areas, was conducted.

2 Methods and materials

Sampling sites: The investigation of sediments was conducted on three streams in

Slovenia (P3ata, Lipsenji¢ica and Zerovniséica). Sampling was performed in different
months in 2009, 2010 and 2011.

Psata stream 1s 28.4 kilometres long river in Central region of Slovenia. It is the right

tributary of Kamniska Bistrica River. In 139 km? large catchments two medium-size
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cities Menge$ and Trzin are located. Lipsenjscica and Zerovniscica are streams in

Cerknisko field (Notranjska region). They are tributaries of Strzen River.

On Psata stream two different sampling sites were selected where temperature was
0.0 — 21.6 °C and discharge 0.04 — 0.12 m? s'! (2011). In Lipsenjscica stream one
sampling side was selected with 1.3 — 13.2 °C and discharge 0.05 — 1.05 m? s1, while
in Zerovniddica stream five different sampling sites with temperature 6.2 — 12.0 °C
and discharge 0.04 - 0.12 m3s! were selected [11].

Sample preparation: At sampling sites around 2 kg of sediments were collected,

which were dried in the air till constant mass. Samples were than sieved through 1
mm sieve and the particles smaller than 1 mm were grounded into fine powder by
milling in agate bowls (Fritsch planetary mill Pulverisette 7) at 2500 rps for 7

minutes. The mass of particles < 250 pm was 70-90 % of grounded mass.

Analytical procedure: Around 0.25 g of milled sediments was weighed into Teflon
vessels. Into each vessel 4 ml of HNOj (s.p.), 2 ml of HF (s.p.) and 1 ml of HCl

(s.p.) were added. Solution was carefully mixed. For first part of digestion with

microwave oven (Ethos One, Millstone, USA) the following program was used: 30
minute ramp to temperature 210°C, 60 minute hold with power of 1200 W and then
cooling process was performed. When the vessels were cooled to room temperature,
15 ml 4 % aqueous solution of H3BOj; (s.p.) were added in each vessel and the
following program was used for digestion: 15 min ramp to temperature 220 °C, 30
minute hold with power of 1200W and then cooling process to room temperature.
The solutions without insoluble residue were obtained. The solutions were
quantitatively transferred to 40 ml polypropylene tubes and filled with water.
Digested solution was appropriate diluted (1:100) and detection of elements in
sediments with ICP-MS (7500ce Agilent Technologies, Tokyo, Japan) was applied.
On ICP-MS following parameters were used: power 1500 W, sample flow 0.1 rps,
carrier gas (Ar) 0.9 L min'!, make up gas (Ar) 0.1 L min-!, integration time hydrogen
0.2's (Se) and helium 0.1 s (other elements) and for sample introduction Babington
nebulizer was needed. For calibration curve ICP multi-elemental standard solution
XVI (Merck) was used.
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The accuracy and precision was checked with standard reference material CRM 320R

(Trace elements in river sediment) in every series.

3 Results and discussion
3.1. Optimization of digestion

The procedure (S¢ancar et. al., 2007) prepared for marine sediments was modified.
Time of digestion, volume of H3BOj3 and temperature in first and second step were
optimized (Table 1). H;BO3 was added to react with the excess of HE. The results
obtained with various procedures using CRM 320R are present in Table 2. The good
agreements between certified and obtained values were found with digestion
procedure 6. In the first step 4 ml of HNOs3, 2 ml of HF and 1 ml of HCI were
added to samples, samples were heated in digestion procedure 6 (30 min to 210 °C,
60 min on 210 °C, 1200 W) and 15 ml of 4% H3BO; was added in the second step
of digestion (15 min to 220 °C and 30 min on 220 °C). This digestion procedure
was the best choice due to obtained solution without insoluble residue. 15 ml of 4 %
H3;BO; was added because results were better than in the case where 12.5 ml of 4 %
H3;BO; was added to the samples. Other procedure (1-5) did not give good results
for CRM.

In literature, various sediment preparation and digestion procedures are reported.
Authors sieved sediments through different screens (from 63 to 73 um) [1,2,6,7].
Martinez et. al., 2011 reported, that samples were further homogenized using mortar
and pestle and sieved also through 5 um screen [6]. For digestion they used aqua
regia (HNO3HCI=3:1), Akcey et. al, 2013 wused mixture of four acids
(HF:HNO3:HCIO4HCl=4:1:1:1) and Sun, et. al., 2012 used the same acid mixture as
we did in our study (HNOs, HCl and HF). Digestions of sediment samples from the
Sava River were also conducted with the same acid mixtures and similar procedure
to ours. Detection of selected elements in digested solution was made with ICP-MS
[1,2,6] and ETAAS [7]. Lower limits of detection for Zn were obtained with ETAAS
(0.1 mg kg'!) [7]. In above cited literature limits of detection for other elements were

not given.
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Table 1: Temperature programmes for digestion optimization

Digestion First step of digestion Second step of digestion
procedure | Chemicals Temp. programme Chemicals Temp. programme
30 min to 200 °C
1 45 min on 200 °C 15 min to 200 °C
1200 W 12.5 ml 4 % H3BO3 | 30 min on 200 °C
30 min to 200 °C 1200 W
’ 60 min on 200 °C
4 ml HNO3 | 30 min to 220 °C 15 min to 220 °C
) 2 ml HF 60 min on 220 °C 30 min on 220 °C
1 ml HCI 30 min to 230 °C 15 min to 230 °C
4 60 min on 230 °C 15 ml 4 % H3;BO; 30 min on 230 °C
30 min to 200 °C
: 60 min on 200 °C 15 min to 220 °C
30 min to 210 °C 30 min on 220 °C
¢ 60 min on 210 °C

3.2. Elements in river sediments

Content of elements in sediment through the period 2009 - 2011 is presented in

Table 3.
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Table 3: Determination of elements in river sediments (mg kg!)

# Cr Cu /n As Se Cd Pb
Limits of detection 3.15 4.81 66.9 0.19 0.36 0.25 1.01
Stream Year

2009 |4 ] 60.4+11.9 11.8+1.7  808+10.7  4.00+0.88 <L.OD 0.29 +0.06 194+ 39
Psata 2010 |2 | 775+56  31.4*11.1 <LOD 5.29 + 0.34 <LOD <LOD 144 £ 1,0
2011 |4 ] 513+17.3 10.5 £ 2.2 <1.OD 4.57 +0.34 <1.OD <1.OD 189 + 7.7
2009 2] 644+39  882+132 <LOD 122 + 0.4 <LOD 032+0.08  234+1.1
Lipsenjscica | 2010 |2 | 67.0+3.0 13.9 £ 1.0 <L.OD 12.6 £ 0.6 <LOD 0.39 + 0.01 188 + 1.1
2011 |2 | 654%05 31.4+0.2 1101 * 58 11.0+08  044+017 1.18%+008  51.2%09
2009 |4 ] 25.0+13.8 123+ 1.7 <1.OD 2.37 + 1.00 <1.OD 0.27 + 0.11 142 + 5.6
Zetovnidcica | 2010 | 4| 313+23 482+ 9.8 722453  358%0.82 <LOD 0.63+ 049  16.6 = 10.6
2011 |4 ] 39.0+£282 451 +153 <1L.OD 4.07 + 1.67 <1.OD 037 +0.14  21.8+20.7

#-number of determination

Results are given as average values with standard deviation or absolute error (n=2)
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Concentrations of elements in PSata stream have not changed much between
consecutive years (2009 - 2011). The only exception was Zn, where its concentration
is under limit of detection. Concentration of selected elements in Lipsenjscica
sediments in general did not change much. Concentrations of Cu, Zn, Cd and Pb
were higher in 2011 than in previous years. Concentration of Zn in 2011 was high in
comparison to previous years (1101 mg kg!). Sampling in Zerovnis¢ica stream was
conducted at five sampling sites (less than 1 km distance). Comparison between
concentrations in different years showed no significant difference with exception of
Cu. Concentrations of Cu varied between 4.51 and 482 mg kg'!. Large
concentration range was possible due to different conditions at every sampling site.
Concentrations of Cr and As were the highest at Lipsenjscica sediments comparing
to other three river sediments. In Slovenia the addition of 0.5 mg of Se per kg in
feedstuff is allowed (Slovenian legislation and European Union) and it can be
released into environment by liquid and slurry manure [10]. In our case, almost in all
sediment samples, concentrations of Se were under limit of detection.

A comparison between obtained and literature data was made. Concentrations of
elements in steams on Notranjska and Central regions of Slovenia were lower than
any other compared literature data (Table 4). In the area, where literature
investigations were made, there are no industries and big cities. Near Psata stream, a
cattle farm and fields are located, near Lipsenjscica stream meadows and minor

human impact can be seen and near Zerovniscica stream there are a village, neatly
fields and daily farms with cattle [11].

Concentrations of selected elements in Sava River sediments were investigated by
Milaci¢ et. al., 2010 [1]. Sampling was made at twenty locations along Sava River
where different anthropogenic sources (industry, traffic, agricultural and urban
activities). Concentrations of Cr, Zn and Pb in their study are higher than obtained
values of selected elements in our (concentration of Zn was high only in one
sample). Similar concentration ranges (exceptions are Cd and Pb) were also found in
the study performed by Martinez el. al. [6]. Investigated locations on Gillians River
have minor human impact (recreational, seasonal cattle grazing, willows). High
concentrations are a result of sampling below City's wastewater treatment plants.
Another research was performed in Gediz and Buyak Menderes, two rivers in Turkey
[7]. Industrial sources, sewage and agricultural sources have made consequences in
higher concentrations of selected elements. Comparison to obtained values reviled
that these two rivers in Turkey are probably contaminated with industrial sources.
The river Xiangjiang in China has the highest concentrations of investigated
elements comparing to other studies. River flows through two heavily polluted areas
(metallurgical and chemical plants), which may cause high concentrations of selected
elements. Exception is Cr, which was classified as geogenic components [2].
Concentrations of Se in sediments were not determined in none of the used
literature.
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Table 4: Concentration ranges of selected elements (mg kg1

Cr Cu /n As Se Cd Pb

our study 25-77 6-48 <LOD-1102 213  <LOD-04 <LOD-12  14-23

Sava River (Milaci¢ et. al,, 2010) | 23-381 11-50 55-361 3.25 / 0.2-1.4 12-122

Gallians River, USA (Martinez et. / 16-50 79683 5.9 / 0.3.6.7 1763
al., 2011)

Rivers in Turkey (Akeayet.al, | 40 o 108-152 85-185 / / / 35-140

2013)
Xiangjiang, China (Sun et. al, 34-130 19-162 53-1099 1-47 / 1-56 40-431

2012)
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4 Conclusion

Good agreement between certificated and obtained values of CRM 320R was
obtained, when 4 ml of HNOs3, 2 ml of HF and 1 ml of HF was heated with sample
in microwave oven in the following temperature programme: 30 min to 210 °C, 60
min on 210 °C with power of 1200 W and then cooled to room temperature. In the
second step 15 ml of 4% H3;BO; was added and the following temperature
programme was used: 15 min to 220 °C, 30 min on 220 °C with power of 1200 W
and then the samples were cooled down. Obtained solutions had no insoluble

residue.

Concentrations of investigated elements in sediments in selected streams are similar
in all three years of investigation. In Psata sediments the only exception was Zn
(under limit of detection). On the other hand, in Lipsenjscica stream high
concentration of Zn (1102 mg kg?) in sediments in 2011 and in Zerovnis¢ica

sediments various Cu concentrations were obtained.

Lower concentrations of Cr, Zn and Pb were determined in sediments of selected
Slovenian streams in comparison to the Sava River sediments [1]. Sava River flows
through industrial areas where higher concentrations of selected elements could be

released into the environment.
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For wider interest

The main aim of this study was to determine concentrations of elements in river
sediments in selected streams on Notranjska and Central regions of Slovenia. In
these areas there are no industries and big cities present. Near selected samplings
sites mainly cattle farms, fields and small villages are located. The main goal of this
study is to investigate the impact of agriculture on the concentrations of the selected

elements Cr, Cu, Zn, As, Se, Cd and Pb on river sediments.

First task was to modify the digestion procedure, which was used for marine
sediments. With optimized digestion, selected elements in sediment samples from
selected streams were determined during the three consecutive years. Our results
were in a good agreement with the data obtained in sediments not influenced by
industry. The contents of Cr, Zn and Pb were higher in the Sava River compared to
our study. Sava River flows through industrial area, where larger amounts of selected

elements could be released into the environment.

According to our knowledge, investigated areas were not researched before. In this
study basic data was obtained, which could be used for further research of pollution
in agricultural areas. In the future work the selected elements will be also determined
at the same sampling sites in water and macrophytes as well. With the obtained data

bioaccumulation factor for selected elements in macrophytes could be calculated.
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Abstract. The concentration of methane and carbon dioxide of coal seam gas,
molecular and stable carbon isotope composition of methane and carbon
dioxide, and stable hydrogen isotope composition of methane was investigated
in the Velenje Basin. The aim was to obtain a better understanding of its origin
and behaviour in advancement of the longwall face due to the high risk of CO,
gas outbursts, and to obtain knowledge on the distributional behaviour of coal
seam gases with advance of the longwall face. The average coal seam gas
composition in the Velenje Basin is approximately CO»:CHy = 2:1. The study
revealed that at a distance of around 100 m from the working face, the
influence of face dynamics causes gas to migrate. Stable carbon isotope
composition of methane and CO; indicates that methane was generated via
acetate fermentation and reduction of CO,. Secondary processes were induced

by active mining causing the enrichment of residual methane with 13C isotope.

Keywords: Velenje Basin, coal seam gas composition, stable isotopes, coal

seam gas origin

1 Introduction

Velenje Coal Basin is one of the basins with the thickest coal seam (up to 160 m) in
the world and represents a large reservoir for coal seam gas with a mixture of carbon
dioxide (CO,) and methane (CHj4) in addition to nitrogen and higher hydrocarbons
in minority. High coal seam gas content can cause coal gas outbursts (especially

COy), which present a high risk in mining throughout the world coal mines.
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Outburst of gas is a dynamic phenomenon occurring when gas is suddenly released
through fissures and cavities or from tectonic fault zones when uncovered by
boreholes or mining processes. Active mining causes dynamic changes in the coal
seam especially in stress distribution and coal seam gas pressure around longwall coal
faces. Lignite at the Velenje Coal Mine has an average coal gas mixture of
approximately CO2:CH4 = 2:1 [1], where a high proportion of CO; is adsorbed on
the lignite structure or is captured in the coal matrix, while CHy is mostly present

free in coal fractures.

An improved understanding of the geochemical processes that control the
occurrence and composition of coal seam gas is an important contribution not only
to remediation of potential environmental or mining hazards, but also for
exploration and development strategies for utilizing coal seam gas as an energy
resource [2]. The stable carbon isotopes of coal bed methane are usually applied for
the identification of its genesis [3]. Set of geochemical monitoring of coal seam gas
was established in Velenje Coal Mine at different active mine areas (Mine Pesje,
Mine South Preloge and Mine North Preloge) with the aim to determine coal seam
gas distribution in advancement of the working face, to determine the isotopic
composition and origin of coal seam gas and to compare the results with other coal

basins.

The isotopic composition of CO; (813Cco») in conjunction with the carbon dioxide —
methane index (CDMI = [CO,/(CO2+CHy)]*100 (%)) is often used to infer the
origin of CO; in coal gases [4]-[6], therefore this index was introduced to decipher
the origin of CO; in the Velenje Basin, as in the Bowen and Sydney Basins, Australia
[7],[8]. Four different types of CO, origin are known: endogenic CO,, CO;
originating from carbonates, CO; of microbial origin and CO, originating from
headwaters recharging the basin [9]. Since production gases from many coal bed
methane (CBM) and some shale gas fields are relatively dry, the ratio of CH4 to the
sum of ethane and propane (C1/(C2+C3)) is widely used to distinguish between
microbial and thermogenic gases. Ratios greater than 1000 and less than 100 are
considered to be typical for microbial and thermogenic gas, respectively, when used

in combination with methane carbon isotope composition [6], [10]-[12].
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2 Materials and methods

Coal seam gas was sampled from 25 m long boreholes drilled in the longwall panel
or in the goaf of the previously excavated longwall panel (Figure 1). Determination
of the concentrations of CH4, CO2, Nz, Oz and Ar was performed by using a
custom-made NIER type mass spectrometer [9] at Jozef Stefan Institute, Ljubljana.
The method of singular decomposition of matrix was used, to obtain the
simultaneous analyses of the gases. The precision of the method was £3%.

The isotopic composition of CHy (8'°Cchs) and CO; was determined using an
Europa 20-20 continuous flow isotope ratio mass spectrometer (CF-IRMS) with an
ANCA-TG preparation module [13]. Working standards calibrated to VPDB
(Vienna Pee Dee Belemnite) were used during measurements with a defined value of
-3.2%0 for CO; and -47.5%o0 for methane [14]|. The analytical precision for analyses
of carbon isotope composition was F0.2%o0 for CO, and F0.6%0 for CHa.
Determinations of the 2H/'H ratio of CH4 were petformed on a Thermo Delta XP
GC-TC/CF-IRMS coupled to a TRACEGC analyser at Istituto Nazionale di
Geofisica e Vulcanologia Sezione di Palermo in Italy. The accuracy and external

precision were better than 0.5%0 and 2.5%., respectively.
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Figure 1: Sampling locations in the Coal Mine Velenje.
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Higher hydrocarbons were analysed with a Shimadzu 2010 gas chromatographic
system with He as carrier gas and equipped with a Poraplot Qcolumn and FID
detector. Detection limit is 10 ppm for ethane, 4 ppm for propane, 3 ppm for n- and
i-buthane and 1 ppm for penthane and exane. These analyses were also conducted at

Istituto Nazionale di Geofisica e Vulcanologia Sezione di Palermo in Italy.

3 Results

The results for CO, and CH4 concentrations and 813Ccop and 813Cchs from the
investigated longwall panels (G3/C-North Preloge area, K.-65/B, K.-65/E, K.-65/F
Pesje area, and K.-130/B, South Preloge atea) and two goaf areas (K.-35/C in Pesje
area and G3/B in North Preloge area) showed heterogeneity in gas and isotopic
composition. Due to possible air contamination of samples, the results were

recalculated on an air-free basis [9].

CH4 and CO; concentrations at longwall panel G3/C (North Preloge area) varied
from 22.2 to 63.9 vol. % and from 36.1 to 77.8 vol. %, respectively. The stable
carbon isotope composition of CHy and CO; varied at longwall panel G3/C from
-65.1 to -51.2%o and from -2.4 to -1.8%o, respectively. At the longwall panel K.-65/B
the concentration of CHy4 varied from 1.8 to 7.5 vol. % and concentration of CO,
varied from 92.3 to 98.2 vol. %. 83Ccps at K.-65/B varied from -65.9 to -51.2%o
and 813Ccop ranged from -2.4 to -1.8%o. At longwall face K.-65/E in the Pesje Mine,
the gas concentrations of CH4 and CO; varied from 6.8 to 59.9 vol. % and from
38.9 to 93.2 vol. %, respectively. 8*Ccps at K. -65/E vatied from -53.3 to -50.8%o
and 3Cco2 from —9.0 to -7.9%o. The concentration of CH,4 and CO; at the longwall
panel K.-65/F varied from 13.6 to 53.0 vol. % and from 47.0 to 86.4 vol. %,
respectively. 8°Ccpg at longwall panel K. -65 /F showed variation between -54.3 to -
43.3%0 while 613Cco2 varied from -9.0 to -6.5%o. Stable hydrogen composition of
CH4 showed variable values, ranging from -298.8 to -291.4%o at longwall face K.-
65/F. At longwall face K.-65/B it varies from -301.7 to -223.1%o. Values of 8*Hcr
at G3/C longwall face range from -343.5 to -292.5%o, which shows the highest
difference between the maximum and minimum values in the mine. 82Hcp4 at the
longwall face K.-65/E varies from -319.8 to -297.9%so.
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Calculated gas dryness index (C1/(C2+C3)) range from 340 to 23273 ppm.
Investigated concentrations of higher hydrocarbons in Velenje Basin range as
follows: ethane concentrations range from 0 to 122 ppm, propane concentrations
range from 0 to 158 ppm, iso-butane concentrations range from 0-15.3 ppm, n-
butane concentrations range from 0 to 7.6 ppm, iso-pentane concentrations range
from 0 to 12.2 ppm, n-pentane concentrations range from 0 to 5 ppm, and hexane

concentrations range from 0 to 21 ppm.

4 Discussion

Dynamic approach of the working longwall face influences on stress situation in
tront of the longwall face and consequently influences on coal seam gas migration in
the excavated coal panel. This temporal variation of the coal seam gas content is
shown in Figure 2, where the gas concentration at longwall panel K.-65/F was
plotted as a function of the distance from the longwall face. Rate of advancement
affects on the coal seam gas desorption. In previous studies concentrations in
advance of the working face were investigated at -120 B Preloge South, G2/B
Preloge North, and -50/B Pesje and it was concluded that at a distance of 92 m
from the working face (rate of advancement of the working face 2.5 m/d), the
highest concentration of CHy4 and the lowest concentration of CO; were detected. If
the working face advance rate was slow, lower fluctuations in coal seam gases were
observed [13]. Results at the longwall panel K.-65/F showed that de-stressing of the
coal started to affect the coal gas mixing at a distance of around 70 m in front of the
borehole location. CH4 migrates first due to its smaller molecular size compared to
CO; and the fact that it is present free in fractures [2]. Also, CO; in comparison to
CH4 is the most preferred to be adsorbed in the coal structure [15], therefore it can
migrate in the coal structure under stress release changes. At a distance of the
longwall face from 30 to 50 m from geotechnical measurement points the vertical

stresses are so high that the lignite structure collapses [16].
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Figure 2: Distribution of gas concentration in advancement of the longwall face K.-
65/F in Pesje Mine.
The likely sources of CO; in coal depend on its burial and uplift history and may
include dissolved CO; from the atmosphere and soil gas, microbial degradation of
organic substrates, thermal maturation of kerogen, thermal decomposition of
carbonates and magmatic/mantle degassing [17]-[19]. For determination of the CO;
origin in the Velenje Basin, CDMI index versus 8'*Ccoz chart was used (Figure 3).
CO; of microbial degradation is associated with a relatively low CDMI index (CO-

content less than about 5.0%). Typical 8'*Cco. values of endogenic CO; are about -

7.0%0 with a high CDMI index (>90%). 813Cco2 derived from carbonates is
dependent on the 8C value of the carbonates and the temperature of their
degradation [20], where values of 8'3Cco, range from -10.0 to -6.0%o. At all four
tields the high values of the CDMI index and 8'3Cco, values between -7.0 to -1.8%o
indicate endogenic CO; and microbial CO;. Area of North Preloge Mine (longwall
face G3/C) lies on the carbonate floor strata and the isotopic values of 8'3Ccoy
indicate CO» origin from thermal decomposition of dolomites. High CDMI index
(up to 98.2 %) and 83Cco2 values between -2.4 and -1.8%o0 show that the origin of

COs; in the longwall panel K.-65/B in Pesje area is endogenic mixed with microbial
COs..
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Figure 3: Interpretation of the origin of CO; from the analysed coal seam gas
samples from the Velenje Basin using the 6°Cco2 versus CDMI index in the lignite
seam ahead of the working face at the longwall faces K.-65/F, G3/C, K.-65/B and

K.-65/E.

In most cases CH4 is the dominant component of coalbed gas in high-volatile
bituminous and higher rank coals, with secondary amounts of higher molecular
weight hydrocarbons and CO» [21]; on the other hand in the Velenje Basin the
dominant component in coal seam gas is CO,. Microbial CHy4 has a wide range of C
and H isotope ratios, varying in 63Ccpy from -110%o to -50%o, and in 6?°Hcpg from -
400 to -150%o [22]. Typical 813Ccns values of thermogenic CHy range from -50 to -
20%o, whereas biogenic CH4 from microbial acetate fermentation ranges from ~-65
to -45%o. CH4 from microbial CO; — reduction is even more depleted ranging from
~-110 to -60%o [23]-[25], while values of 613Cco2 in the case of microbial methane
from CO; reduction range from ~ 0 to 20%o. Thermogenic CHy (8'*Ccns between -
50 and -20%o) in Velenje Basin could be generated in the Oligocene marine clays
containing high concentrations of organic matter, which were overheated at a depth
of over 2000 m and afterwards might have migrated through the main faults
Smrekovec, Velenje Fault and fractures in the lignite strata at the time of formation
of the Basin [14]. The second explanation of thermogenic CHj is likely to be
connected with secondary chemical processes, which are the results of mining
activities in the Velenje Basin. It seems that in the Velenje Basin the reservoir of

CO; was not depleted by methanogens (recently formed CHy) since contact with the
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headwaters recharging the Basin is prevented by impermeable strata [14]. Results of
01B3Ccns and 62Hcps for coal seam gases in the Velenje Basin reveal that the 813C
signal in the Velenje Basin has mixed origin (microbial, thermogenic and mixed).

Considering gas dryness versus 813Ccng in comparison to other coal basins (Bowen
Basin, Powder River Basin, Michigan Basin, Illinois basins, northern Appalachian

Basin) Velenje Basin fall within 100 % of biogenic and thermogenic gas (Figure 4).
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Figure 4: Gas dryness (C1/(C2+C3)) versus 8'°Ccpys in coal seam gases in Velenje
Basin. Gas origin in comparison with the Bowen Basin [19], [26] and the Powder
River Basin [27], [10] after [12]

5 Conclusion

The study of the Velenje Basin showed that CH4 desorbs more quickly than CO; as
can be observed in the gas composition distribution in advance of the longwall faces
from the excavation fields. Interpretation of the CH4 origin in the Velenje Basin is
much more complicated (secondary processes) due to excavation of coal and
migration of gas, which could lead to additional isotopic fractionation, especially of
CHj. Characterization of CH4 from the Velenje Basin is similar to CHy4 from low
rank coal basins such as the Powder River Basin and the San Juan Basin, USA, while

completely different from the Lower and Upper Silesian Basins, Poland. When
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interpreting the origin of coal seam gas, especially CHy4 in a dynamic system such as

the Velenje lignite Basin, all aspects should be taken into account (distance from the

longwall, advancement rate of the longwall, location of the excavation fields with

depth, pre-mining area and stress state) besides the gas isotopic content (8'3Ccpy,

d13Cco2, 6°Hcna) and gas dryness values. Further research is required to determine

the origin of coal seam gases and higher hydrocarbons in the Velenje Basin, which

should be correlated with the hydrogeochemical characteristics of the Basin.
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For wider interest

In underground coal mines high coal seam gas content can present a potential risk
for miners. The aim of this study was to determine coal seam gas composition and
its origin, which is one of the tasks of Clean Coal Technologies research group at
Velenje Coal Mine. The results were analysed and compared with other coal basins
from the world. Knowing the composition and origin of coal seam gas we can
predict and prevent coal seam gas outburst. Also understanding of the geochemical
processes occurring in the coal seam in addition to the geotechnical characteristics of
the coal can help to establish the coal seam gas drainage system. The drainage system
in the Velenje Coal Mine will reduce ventilation costs and improve safety in the

working place for the miners.
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Abstract. Polybrominated diphenyl ethers (PBDEs) belong to the group of
brominated flame retardants, which are added to different industrial products
such as plastics, textiles, electronic equipment and building materials. Due to
their widespread use PBDEs are frequently present as pollutants in all parts of
the environment. They belong to lipophilic poorly degradable persistent organic
pollutants (POPs) that are via food chain bioaccumulated or biomagnified in
living organisms. In human, PBDEs may disrupt thyroid hormones and
reproductive organs.

In the EU Water Framework Directive (WFD) six PBDE congeners (BDE 28,
BDE 47, BDE 99, BDE 100, BDE 153 and BDE 154) are listed as priority
substances. To prevent pollution of the aquatic environment, WFD
recommends their regular monitoring. To meet the WFD requirements, highly
sensitive analytical procedure for the determination of six PBDEs in
environmental water samples by gas chromatography — inductively coupled
plasma mass spectrometry (GC-ICP-MS) was developed. To demonstrate the
applicability of the newly developed GC-ICP-MS procedure, PBDEs were

determined in river and sea water samples.

Keywords: polybrominated diphenyl ethers; environmental waters; gas
chromatography-inductively coupled plasma mass spectrometry; water

framework directive

1 Introduction

Polybrominated diphenyl ethers (PBDEs) belong to the group of brominated flame
retardants, which are added to different industrial products such as plastics, textiles,

electronic equipment and building materials [1]. After use such products are
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disposed of to landfills. PBDEs can be easily released from these materials, to which
they are not chemically bonded, into the terrestrial or aquatic environment and, to a
lesser extent, to the air [2]. PBDEs belong to a class of lipophilic poorly degradable
persistent organic pollutants (POPs) that are bioaccumulated via the food chain or
biomagnified in living organisms. Increasing concentrations of PBDEs in human
tissues have caused worldwide health concerns due to their tendency to disrupt the

functioning of thyroid hormones and reproductive organs [3].

The European Union (EU) banned the use of their commercially available mixtures
in 2004 and 2008). Despite the bans PBDEs will continue to be released from
existing products into the environment for many years and will remain

environmental problem for the foreseeable future.

The European Union Water Framework Directive (WFD) included six BDE
congeners (BDE 28, BDE 47, BDE 99, BDE 100, BDE 153 and BDE 154) in the
group of priority hazardous substances [4]. For their determination highly sensitive,
selective and accurate analytical methods should be used that can meet the required
limit of quantification (LOQ) set by the WFD. To prevent pollution of the aquatic

environment, WEFD recommends regular monitoring of the six PBDE congeners.

The aim of our study was to develop an analytical procedure that would meet the
requirements set by the WEFD for very sensitive and reliable determination of the six
PBDE congeners in environmental water samples by GC-ICP-MS. For this purpose
the parameters influencing GC-ICP-MS detection and the extraction procedure were
optimised. To improve the extraction efficiency of PBDEs from water into iso-
octane by liquid — liquid extraction, the use of sodium acetate — acetic acid or Tris —
citrate buffer was tested. The accuracy of the analytical procedure was checked by
spike recovery tests and by applying species-specific isotope-dilution (ID) GC-ICP-
MS quantification. The stability of PBDEs in acidified and non-acidified spiked
surface water samples was checked over a time span of more than 30 days. To
demonstrate the applicability of the GC-ICP-MS analytical procedure developed,

PBDEs were determined in river and sea water samples.
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2 Materials and methods
2.1 Instrumentation

The analysis of PBDEs was carried out on an Agilent 6890 gas chromatograph (GC)
(Agilent Technologies, Santa Clara, CA, USA) equipped with an Agilent 6890 Series
Autosampler Injector. The GC was coupled to an Agilent 7700x ICP-MS via a
heated transfer line and fitted with a 15 m x 0.25 mm DB-5MS capillary column
(film thickness 0.25 um) coated with 5 % phenylmethylpolysiloxane (Agilent J&W
Scientific, Palo Alto, CA, USA). Control and operation of the coupled system was
performed using Agilent MassHunter software.

For the separation of PBDEs on a 15 m column, the following GC temperature
program was applied: at the start the column temperature was raised from 120 °C to
300 °C at a heating rate of 30 °C min' and held there for 5 min. The inlet
temperature and transfer - line was held at 280 °C. Helium at a flow rate of 1.5 mL
min! was used as carrier gas, the injection mode was split-less and the injection
volume 2 pL.. The operating parameters of the GC-ICP-MS system are presented in
Table 1.
Table 1: ICP-MS and GC operating parameters

ICP-MS Unit

RF power 1300 W
Sample depth 7.0 mm
Carrier gas (Ar) 1.50 L min-!
Optional gas (20 % ¥/, O in Ar) 10 %
Integration time per isotope 0.1s

Isotopes measured "Br, 81Br
Tune gas 100 ppm Xe in Ar
Total acquisition time 066 s

GC Unit
Injection volume 2 ul.

Mode Splitless
Carrier gas (He) 1.50 mL min-!
Inlet temperature 280 °C
Transfer line temperature 280 °C

2. 2 Analytical procedure
Liquid — liquid extraction of PBDEs from water samples was used prior to their

determination by GC-ICP-MS. Briefly, a 300 mL sample aliquot, acidified with nitric
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acid to pH 2 (1 mLL HNOj; per 1 L of water), was transferred to a 1 L glass reactor
vessel. As internal standard BDE 77 was added, followed by the addition of 300 mL
Tris — citrate buffer solution (pH 6). Then 2 ml. of iso-octane was added as
extracting agent. Samples were mechanically shaken for 6 h. After that the organic
phase was collected and concentrated under a gentle nitrogen flow to a final volume
of approximately 25 pL. Finally the organic phase was collected in a 2 ml. amber vial
by a Pasteur pipette and 2 pL injected into the GC. Analysis was made by GC-ICP-
MS and the concentrations of PBDEs calculated by both the standard addition
calibration method and isotope dilution GC-ICP-MS procedure. Blank samples were

determined under the same analytical protocol.

3  Results and discussion
3.1 Optimization of the GC-ICP-MS operating parameters

By applying a 15 m chromatographic column, the GC temperature programme and
GC operating parameters described under 2.7. Instrumentation, all PBDEs were
efficiently separated. In order to obtain the best signal intensities for the
determination of the separated PBDEs, ICP-MS operating parameters were further
optimized by modifying the ICP RF power, the flow rate of carrier gas and by

addition of oxygen as optional gas. The results are presented in Figure 1.

The highest signal intensities for all the PBDEs investigated were obtained at an ICP
RF power of 1300 W (Figure 1A). At this RF power, the flow rate of carrier gas was
then optimized. As can be further seen from Figure 1B the most intensive signals
were obtained at a carrier gas flow rate of 1.5 L min-!. Finally, the influence of the
addition of optional gas was examined. The data in Figure 1C demonstrate that
addition of oxygen in optional gas substantially improved the signal sensitivity. This
phenomenon is related to carbon removal, which was the most efficient on addition

of 10 % of optional gas containing 20 % v/, O in Ar.
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Figure 1: Influence of ICP RF power (A), the flow rate of carrier gas (B) and
addition of optional gas (20 % ¥/, Ozin Ar) (C) on signal intensities of PBDEs (400
ng L.
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3.2 Optimization of the extraction procedure
Influence of different sample treatments on extraction efficiency

Signal intensities of PBDEs for different sample treatments are presented in Fig. 2.
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Figure 2 : Influence of different sample treatments on signal intensities of spiked
river water sample containing PBDEs (400 ng I.°1). 1: Non-acidified sample. 2: Non-
acidified sample followed by the addition of acetate buffer (pH 4.8). 3: Non-acidified

sample followed by addition of Tris-citrate buffer (pH 6). 4: Sample acidified with

HNO:s; (pH 2). 5: Sample acidified with HNOj3 to pH 2, followed by addition of
acetate buffer (pH 4.8). 6: Sample acidified with HNOj3 to pH 2, followed by
addition of Tris-citrate buffer (pH 0).

From the experimental results, it is evident that the use of Tris-citrate buffer
facilitates the extraction of PBDEs from the matrix of the water sample analysed, as
it almost doubles the signal intensities for both non-acidified and acidified samples
in comparison to those samples where no Tris-citrate buffer or acetate buffer was
used. Hence, in further experiments the stability of PBDEs over a time span of 30
days was followed in non-acidified and acidified water samples using Tris-citrate

buffer in the liquid — liquid extraction stage.

Data from Figure 3 clearly demonstrate that non-acidified samples are stable only for
one day, while samples acidified prior to Tris-citrate buffer addition are stable for at
least 20 days. Acidification of the sample prevents adsorption of PBDEs on the

surface of the glass bottles, while citric acid enables efficient desorption of PBDEs
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from SPM. For that reason, acidified samples, buffered to pH 6 with Tris-citrate

buffer, were used in all the following experiments.
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Figure 3 : Stability of acidified (A) and non-acidified (B) river water samples spiked
with PBDEs (400 ng L1).

3.3 Limits of detection and quantification

Samples of Milli Q water and saline water (3.8 % NaCl) containing 35 mg Ll of
suspended particulate matter (SPM) and 5 mg L' of humic acids (HA) were
prepared. The corresponding LODs and LOQs are presented in Table 2. They are
below 0.15 ng L1, the LOQ for the Y PBDEs required by the WFD [4].
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Table 2: LODs and LOQs of analytical method for the determination of PBDEs in
water and saline water (3.8 % NaCl) samples containing 35 mg I.-'of SPM and 5 mg

Llof HA.
Water Saline water
LOD LO L.OD L.O
BDE congener (ng L) e L) (ng L) e L)
BDE 28 0.0054 0.018 0.0052 0.017
BDE 47 0.0048 0.016 0.0054 0.018
BDE 100 0.0052 0.017 0.0047 0.016
BDE 99 0.0059 0.020 0.0051 0.017
BDE 154 0.0051 0.017 0.0054 0.018
BDE 153 0.0064 0.021 0.0051 0.017
>PBDEs / 0.109 / 0.103
YXPBDEs set by WFD / 0.15 / 0.15

3.4 Analysis of PBDESs in environmental water samples

The newly developed GC-ICP-MS analytical procedure was applied for the
determination of PBDEs in several Slovenian river water samples. For the water
samples from the river Drava sampled at Brezno, the river Krka at Otocec, the
Gradasdica at Sujica and the Hrusevnik rivulet at Hrugevo, the concentrations of the
six BDE congeners were below the LODs. In addition, sea water samples from the
Northern Adriatic were also analysed. A chromatogram of sea water from the Izola
Marina is presented in Fig. 4, while the results of the analyses of sea water samples

are presented in Table 3.
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Figure 4 : Chromatogram of PBDEs in marine water sample from Izola Marina

(sample volume 300 mL.)
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Table 3 : Concentrations of PBDEs found in sea water samples from the Northern

Adriatic (Slovenia)

PBDE listed by = Bele skale  Strunjan Nature Izola Marina Port of
WED (ng L) beach Reserve Koper
BDE 28 1.14%0.03 <0.0052 0.053£0,004  0.540%0.016
BDE 47 <0.0054 <0.0054 <0.0054 <0.0054
BDE 99 <0.0051 <0.0051 0.094£0.003  0.125%0.004
BDE 100 0.160£0.005 <0.0047 0.074£0.002  0.178%0.006
BDE 153 <0.0051 0.213£0.006 0.051£0.002 <0.0051
BDE 154 <0.0054 0.153%0.006 0.085%£0.003  0.108%0.004
> PBDEs 1.3 0.366 0.357 0.951

4  Conclusions

A new analytical procedure was developed for the determination of PBDEs in
environmental water samples by GC-ICP-MS. The instrumental parameters were
optimized for efficient separation and sensitive detection of six PBDEs from the list
of priority substances of the WFD, and the parameters that influence the extraction
efficiency and sample stability investigated. When a 300 mL sample was analysed,
and the organic phase concentrated to 25 uL, the LOQ for Y PBDEs in river water
was 0.109 ng L1 and was below the 0.15 ng L' limit value required by the WEFD.
The analytical procedure developed was successfully applied for reliable

determination of the six PBDEs congeners in environmental water samples.
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For wider interest

Polybrominated diphenyl ethers (PBDEs) belong to the group of brominated flame
retardants. They are lipophilic persistent organic pollutants that are via food chain
bioaccumulated or biomagnified in living organisms. Increasing concentrations of
PBDEs in human tissues have caused health concern since they disrupt functioning of
thyroid hormones and reproductive organs. The EU Water Framework Directive (WFD)
listed six PBDE congeners (BDE 28, BDE 47, BDE 99, BDE 100, BDE 153 and BDE
154) to a group of priority pollutants. In the present work selective, sensitive and reliable
analytical procedure was developed for determination of PBDEs in environmental water
samples by GC-ICP-MS. With limit of quantification < 0.15 ng L-! for the sum of the six
PBDE congeners, the procedure developed fulfils the requirements of the WFD for

their regular monitoring in surface waters.
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Abstract. The present study is an evaluation of the process of biomethylation and
degradation of OTC by microorganisms within leachates. Leachates were each spiked
with another Sn-enriched isotopic tracer: 17Sn-enriched tributyltin, ""Sn-enriched
SnCl, and """Sn-entiched SnCly This allowed simultaneous observation of the
transformation of OTC in the leachate itself and of the added spike. Based on the
analysis of OTC by GC-ICP-MS, The transformation processes in the spiked
leachates were followed for 6 months or 10 days. To discriminate between biotic and
abiotic transformations, data from sterilized leachates was compared with non-
sterilized samples. During the course of the experiment the biotic degradation of TBT
to inorganic tin was clearly observed. Methyltin products were only formed when the
leachate was spiked with concentrations of SnCl, or SnCly, close to that found for total
tin in landfill leachates. Hydrolysis of Sn?* and Sn** species was found to control the

extent of methyltin formation.

Key words: landfill leachate, organotin compounds, Sn-enriched isotopic tracers, gas
chromatography - inductively coupled plasma mass spectrometry.

1 Introduction

Organotin compounds (OTC) are chemicals that possess a tetravalent tin atom, which is
covalently bound to 1-4 alkyl or aryl groups [1]. Organotin compounds (OTC) have a wide
spectrum of physical, chemical and biological properties. That is why a larger number of
organometallic derivatives of tin are commercially used in comparison to any other element.
The most important applications of OTC are as biocides in agriculture, textiles, antifouling
paints and in timber treatment, or as heat and light stabilizers in PVC. Because of the
enormous growth in its industrial production and applications, considerable amounts of
OTC have entered vatious ecosystems [2]. OTC are among the most hazardous pollutants

known so far to be ever introduced in aquatic ecosystems by men. They are highly toxic,
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even at ng 11 concentration levels, with high bioacummulation potential into different
organisms. In the marine environment imposex in dogwhelk populations was obsetrved,

while in mammals including humans, OTC are neurotoxic and endoctine disrupters [3].

In addition to different environmental samples, OTC are also present in plastic materials
and manufactured household products, while tin metal is used mostly in cans for food
packing. [4]. The collection of this products as municipal waste on landfill sites is one of the
most commonly employed waste management systems over the world. In this way, a
landfill can be considered to be an important pool of OTC. Inorganic tin and OTC can be
easily mobilised and likely released in the environment by the percolation of water through
the garbage pile. To prevent that leached water comes in contact with surface or
groundwater, a pond that collects leachates is constructed. The environments in landfills are
generating conditions to transform inorganic tin and OTC by hydridation, methylation,
ethylation, dealkylation or transalkylation reactions [5].

In our previous work the occurrence of OTC in leachates from the landfill Barje, Slovenia,
was investigated [6]. The data revealed that the prevailing OTC found in leachates were
methyltin and butyltin species. To better understand the processes that OTC undergo in
leachates the emphasis in present work was to follow the degradation and biomethylation
processes of OTC in leachate. For this purpose, the leachates were spiked with a different
Sn-enriched isotopic tracers, namely !'"Sn-enriched SnCl, '"Sn-enriched SnCly and '7Sn-
enriched TBT. The transformation processes were followed over a period of 10 days for
the ionic tin species or six months for TBT. Quantification of OTC was performed by GC-
ICP-MS.

2 Materials/ Methods

2.1 Instrumentation

The analysis of organotin compounds was carried out on an Agient 6890 gas
chromatograph (GC) (Agilent Technologies, Santa Clara, CA, USA) equipped with Agilent
6890 Series Autosampler Injector that was coupled to an Agilent 7700x ICPMS via a heated
transfer line and fitted with a 15m x 0.25 mm DB-5MS capillary column (film thickness
0.25 pum) coated with 5 % phenylmethylpolysiloxane (Agilent J&W Scientific, Palo Alto, CA,
USA). Control and operation of the coupled system was performed by using Agilent
MassHunter software.

For the separation of OTC on a 15 m column, the following GC temperature program was
applied: at the start, the column temperature was held at 50 °C for 0.8 min, then raised to
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200 °C at a heating rate of 20 °C min"! and held there for 2 min, then raised to 220 °C at a
heating rate of 40 °C min and held there for 0.5 min and, in a final step, raised to 280 °C at
a heating rate of 50 °C min and held at this temperature for 2 minutes. Inlet temperature
was held at 240 °C and transfer - line at 280 °C. Helium at a flow rate of 1 mIL min' was
used as a carrier gas, the injection mode was split-less and the injection volume 2 pl.

Mechanical shaking of samples during the extraction was performed on orbital shaker
Vibromix 40 (Tehtnica).

2.2 Reagents

The in house synthesized enriched spikes of TBT, SnCl, and SnCls were prepared, starting
from a '"Sn-enriched metal plate (1'"Sn, 97 %) (Cambridge Isotope Laboratories Inc., MA,
USA).

To synthesize the ionic tin spikes, suprapur hydrochloric and nitric acid (HNO3) purchased
from Merck (Darmstadt, Germany) were used.

For the sample preparation prior to ICP-MS analysis, citric acid monohydrate (p.a.) and Ttis
(hydroxymethyl)aminomethane (Ttis) (p.a) were obtained from Merck (Darmstadt,
Germany). Hexane and methanol were from ].T. Baker (Deventer, Holland). Sodium
tetracthyl borate (NaBEty, 98 %) was obtained from Strem Chemicals (Newburyport, MA,
USA). The aqueous solution of NaBE (2 % (w/v)) was prepared just before detivatization.
The Tris-citrate buffer was prepared weekly. Milli-Q water (18.2 M) (Milipore, Bedford,
MA, USA) was used for the preparation of all aqueous solutions.

The standards for quantification, monobutyltintrichloride (MBTCl;, 95%) and
tributyltinchloride (TBTCI, 96 %) were purchased from Aldrich (Milwaukee, WI, USA).
Monomethyltin trichloride (MMETCIs, 98 %), dimethyltin dichloride (DMeTCl, 95 %0)
and trimethyltin chloride (TMeTCL, 99 %) were purchased from Acros Organics (New
Jersey, NY, USA). Dibutyltindichloride (DBTCl, 98 %) and tripropyltin chloride (TPrTCl,
98 %) were obtained from Merck. OTC standard stock solutions containing 1000 mg
(expressed as Sn 1) were prepared in methanol and stored in the dark at 4 °C. Working
OTC standard solutions were prepared daily.

2.3 Preparation of the Sn-enriched spikes

Tin(IV) chloride (SnCly) was prepared by adding 1 mL. of aqua regia to 5 mg of an enriched
7Sn-enriched metal plate. Tin(I) chloride (SnCly) was prepared by adding 1 ml. of
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concentrated HCl to 5 mg of an enriched '"Sn-enriched metal plate and warm it to 160 °C
on a hot plate.

The in-house synthesis of ""ITBTCI was performed starting from a '""Sn-enriched metal
plate, which is first brominated to form SnBry. This process is immediately followed by
butylation to get tetrabutyltin (1!"TeBT) and the final addition of HCI gives ""TBTCL. The
reaction mixture was stored at 4 °C in the dark in 10 mL of methanol. [7]

2.4 Sampling

Sampling of the leachates was performed in the non-hazardous municipal waste landfill
Batje, Ljubljana, Slovenia. 15 L. of sample was taken from a leachate control well of the
active landfill basin by an aluminium bucket from the bottom of the well, poured into 15 LL
polyethylene bottle and directly transported to the laboratory. There 2 L of leachates were
then transferred in 3 L. amber glass bottles and immediately spiked with Sn-enriched
standards.

2.5 Experimental set-up

The experimental set-up consisted out of three duplicates of 3 L. amber bottles, each filled
with 2 L of landfill leachate sample, 6 overall. Spiking was performed with ''"Sn-enriched
TBT, ""SnCl; or 1"SnCl. """TBT was added in a concentration of 920 ng Sn L, containing
190 ng Sn L' of "Sn-enriched dibutyltin ("""DBT), while '"SnCl, and '"SnCls were added
in a concentration of 100 pg Sn L. All bottles were tightly closed with aluminium covered
caps, shaken to get homogeneous samples and/or equilibration of spikes and held at
conditions similar to that on the active landfill basin. The transformations of the Sn-
enriched OTC spikes in the leachates were followed over a time span of six months.

2.6 Speciation analysis

Speciation analysis was catried out under a previously optimised procedure [6]. For
derivatization NaBEt was used. Ethylated OTC were extracted into 2 mL of hexane and
speciation analysis performed by GC-ICP-MS. Calculation of OTC concentrations were
done by the standard addition calibration method.

3 Results and discussion

Concentrations of '"Sn?" and "7Sn** (100 ug Sn L), which were close to the total Sn
concentrations found in the investigated landfill leachate and those reported in the literature

[5], were added. The concentrations of methyltin species were determined 3 and 10 days
after spiking.
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As can be seen in Fig. 1, after 3 days, only ''"MMeT was formed from both, ''"Sn?*
and '"Sn**. During longer incubation time '"DMeT and ''""TMeT were also formed,
most probably from ""MMeT, which was the methyltin species first observed. The
results of our experiments demonstrate that methylation processes in the leachate
are carried out from both, Sn?* and Sn**. Ridley et al. [8] proposed a mechanism in
which Sn?* is oxidised to a stanyl radical in the presence of Fe(Ill) and Mn(IV) in
the leachate, while Sn** can be reduced by the available organic matter, also forming
a stanyl radical. Homolytic cleavage of methylcobalamin by this stanyl radical gives
MMeT. By stepwise methylation DMeT and TMeT species are formed. The transfer
of a methyl group from methylcobalamin to tin is also possible as a carbonium or
carbanion [9]. From Fig. 1 it may be further seen that due to higher of hydrolysis for
Sn**, which is a stronger Lewis acid [10], lower concentration of monomethyltin is
formed.
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Figure 1: Transformation of methyltin compounds in landfill leachates over a time span of 10
days. Landfill leachate was spiked with (A) 100 ug Sn I of 117Sn-enriched SnCl, or (B) 100 pg
Sn L1 of 117Sn-enriched SnCly. The concentrations were determined at m/z 117.

From Fig. 2A it may be seen that in house prepared '""IBT contained also about 20
% of 1'"DBT. Nevertheless, it was possible to follow the transformation processes
of WTBT. Extensive biodegradation of "7IBT through a stepwise debutylation
process is observed during the course of the experiment. Since at the end of the
experiment the sum of concentrations of !'"Sn-enriched butyltins was lower than the
starting concentration of the spike, it means that ''"MBT was, next to its formation,
also progressively degraded to ionic tin. Methyltins were not formed from the added
Sn-enriched butyltin spikes, most probably due to the fact that in aqueous solutions
Sn?* and Sn** have a strong tendency to hydrolyze. Reaction with water yields
sparingly soluble tin hydroxides [10]. So the TBT concentration was far too low to
produce by degradation a sufficient concentration of inorganic tin, which could be
further methylated by bacteria.
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Figure 2: Transformation of OTC in landfill leachates over a time span of 6 months. Landfill
leachate was spiked with !"7Sn-enriched TBT (920 ng Sn L) and the concentrations
determined at m/z 117 for (A) butyltin compounds and (B) methyltin compounds.

To discriminate the biotic and abiotic transformations of '”ITBT and inorganic tin
species, sterilization of leachate was also performed and data compared to non-
sterilized samples. During the course of the experiment no degradation of ''"I'BT is
observed in sterilized spiked samples, while in non-sterilized samples about 40% of
U7TBT added was degraded within 10 days. Based on these observations it may be
concluded that degradation of TBT in non-sterilized samples is governed by
microorganisms activity. After the addition of ''"Sn-enriched Sn?* or Sn** species to
non-sterilized samples of landfill leachate, only ''"MMeT species was formed, while
in sterilized samples ""MMeT was not formed from the added ''”Sn-enriched Sn?*
or Sn** species. These data revealed that also methylation in the landfill leachate is
governed by microbial activity.

4 Conclusions

e Transformation of OTC in the landfill leachate was followed over the time
span of six months or 10 days, under simulated landfill conditions by the
use of Sn-enriched isotopic tracers, which provide new insights into the
mechanisms of methylation and degradation of OTC in landfill leachates
by bacterial strains.

e Biomethylation processes result in toxic methyltins formation, while
biodegradation of butyltins leads to less toxic tin species.

e Under landfill conditions methyltin formation occurred only from
inorganic tin. Butyltin concentration was far too low to produce by
degradation sufficient concentration of inorganic tin, which could be
further methylated by bacteria.

e  Methylation processes were observed from both, Sn?* and Sn** ionic tin
species.

e  Hydrolysis of Sn?* and Sn** species is a limiting factor, which controls the
extent of methyltin formation.
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e Knowledge about the pathways of biomethylation and biodegradation of
OTC in landfill leachates is of significant importance for the managers of
the landfills to assure adequate clean-up before the leachates are released
into the environment.

e Degradation of TBT and formation of methyltins were both biotic
transformations.
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For wider interest

The release of organotin compounds (OTCs) from landfill leachates into the aquatic
ecosystem or atmosphere is still scarcely documented. In order to prevent environmental
pollution, there is a need for estimation of the ecological impact of OTCs, since tin was
found as one of the main leachate contaminants among the metals and metalloids.
Microorganisms may significantly influence the transformation processes of OTCs in
landfill leachates, so it is important to study the pathways of their degradation and/or the
formation of newly formed OTCs. Data of the present investigation importantly contribute
to better understanding of the processes that OTCs undergo in leachates. This information
helps to prevent the release of toxic methyltin species into the nearby environmental
compartments.

The study also shows that the use of enriched isotopes can provide comprehensive
information in investigations of the transformation of OTCs in environmental samples.
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Abstract. This study wants to focus on the chemical, environmental and
economic consequences of climate change on wine products. Some important
vintages of varieties of wine from the North and from the South of Italy are
being analyzed for a specific chemical description. The addition analyses of
wine’s parent musts, rain waters and soils from the grape fields during some
specific vintages will give more information on the effects of climatic
conditions. Stable isotopes of C and O are commonly used to understand the
geographical origin of the wines or to detect illegal sugar additions, but they are
also strictly related to temperature and climate change, which is the main target
of this work. The stable isotope analysis (IRMS), the single elements analysis
(ICP-MS) of metals and Rare Earth Elements in all the set matrices, together
with the organoleptic analysis are going to give a complete description of the

samples. This paper shows some preliminary results.

Keywords: Wine, Climate Change, Stable Isotope ratios, IRMS, ICP-MS, REE.

1 Introduction

The average climate is changing in the Earth, and these changes in global and local

temperatures are already modifying weather patterns, causing a number of impacts
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and increasing the vulnerability of regions, economic sectors and communities. As
we know from a discrete number of prevision models [1], climate change is going to
affect and modity Earth’s environmental conditions. Due to green house gases
(GHGs) emission, temperature is going to increase and in the best scenario the

predictions are talking of a 2°C increase in the next century (Fig. 1).
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Figure 1: Some models of temperature increasing, [1].
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Agriculture is highly exposed and extremely vulnerable to climate change, as

farming activities directly depend on climatic conditions.

Stable isotope ratios of bio-elements have been used for over twenty years for the
authentication of different foodstuffs and derivates. Environmental factors, like
temperature and rain that influence the physiology of the plants contribute to
modify its overall 1*C content [2]. This behavior may be important for plants like

the grape vine, which have very large foliar surfaces and evaporate a great quantity

of water by transpiration. It has been shown that a large range of 6'*C values may
be observed for ethanol from grapes harvested in typical soil and climatic

conditions [3].

The trace element diffusion in the food chain is one of the most important
indicators of environmental conditions. In fact, ground composition influences the
presence of oligoelements in vegetables and directly the organisms in the food
chain. The relationships between environment and food chain are tightly correlated
to both geologic factors such as rock mineralogy, landscape and climate, as well as
to factors specifically correlated to soil chemistry. This argument is also interesting
for its relevance to nutritional quality evaluation of the foodstuff and for the
possible verification of adulteration. For this reason in recent years different works
have been carried out to study trace element content and stable isotope ratios as

indicators of food industry product origin [4], [5].

Study area: Grape fields in the North and South of Italy are respectively located in
different climatic zones, and wine products are generally very different. Three
vintage years of Negroamaro wine (2011-2013) from the Salento areas (Puglia, Italy)
and 4 years (2009-2012) of Valpolicella wine from the Veneto areas (Veneto, Italy)
are under investigation in our study. For each field also musts, soils, irrigation and

precipitation will be analyzed.
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2 Materials and methods

Sampling: The grapes from Valpolicella are Corvina species cultived in a Guyot
system. The musts were sampled and produced by the CRA (Italian Research
Center on Agriculture) choosing grapes at two different steps of maturation: 15 day
before the harvest and during the harvest. Wines were also produced by the CRA.
Samples of rain water were sampled during the same years of harvest, while samples
of soil were taken directly in the fields. The Negroamaro wine and must from

Salento were also sampled by CRA.

Analysis. The methods adopted for all the analysis are the official ones suggested
by OIV (International Organisation of Vine and Wine). Stable isotope analysis of C,
O and H were performed at the Jozef Stefan Institute (JSI) laboratories: musts were
centrifuged to separate the pulp from the juice water. 80 /1°0O ratios were measured
in water, while 1®C/12C ratios were determined in the must pulp. Wine will be
distilled at the Agricultural Institute of Slovenia (AIS) laboratories to obtain the

ethanol at the alcohol grade higher than 96%o.

The following stable isotope analysis will be performed:

- 2H/H ratios will be measured in the water of the musts.

- 180 /160 ratios will be measured in must, wine and in distillation residue.

- BC/12C ratios will be measured from the ethanol obtained by wine distillation and
in the sugar of the must. The measurements will be performed by IRMS (Isoprime
Multiflow Bio and Europa 20-20 with preparation module for solid and liquid
samples ANCA-SL).

- SNIF-NMR analysis will be performed in the ethanol obtained after wine

distillation at the Slovenian Institute of Chemistry (SIC).
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Stable isotope measutrements will be expressed in 0-notation against a suitable
standard in per mil (%o). For C V-PDB is used, while for H and O V-SMOW is
used. The precision of measurements was estimated to be *0.2%o, £0.1%0 and
1+1.0%o0 for C, O and H, respectively.

The experimental part concerning organic compounds will be based on analytical
protocols developed in the laboratory of the Ca’ Foscari University of Venice
(CNR-IDPA) and in the laboratories of CRA. Specifically, determination will be
carried out by HRGC-LRMS and HRGC-HRMS. The analysis of trace elements will
be carried out by ICP-MS through validated and new methods.

3 Results and discussion

Some preliminary results of the analyses of musts are shown in Figure 2. Each point
in the figures shows a sample, the first sample has been harvested in the 2011, the

other 6 samples are from 2012. The all samples have been harvest at the

Valpolicella area.
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Figure 2: Isotope composition of Oxygen and Carbon in must samples from the field num.
5 at Valpolicella area (Italy).
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Preliminary results from musts show that there should be some correlation between

the trends of the two isotopic ratios. The first sample from 2011 has lower e

and 8180 values. These differences could be related to the metrological conditions,
which were different in 2011 comparing to 2012. The amount of precipitation was
higher in 2011 and in addition there were more sunny days in 2012, which could
lead to a higher 6!°C values observed in 2012. However it should be mentioned that
these are only preliminary results that has to be further evaluated in order to obtain

more clear picture on the changes and distribution of stable isotopes in wine and

must samples in relation to year and region of harvest.

4 Conclusions

A statistical approach (Principal Component Analysis) will be used to correlate the
complete set of results to the rain, temperature, and some basic organoleptic
analyses of the wine (made by CRA). The extreme dependency of the wine products
to the climatic situation will allow us to detect the effects of wine quality in these
recent years. We will try to focus on this quality working on prediction models for
the future years. Moreover, our intention is to inform the producer and the
consumer in order to achieve robustness of these important products. This type of
research is considered to be a starting point for the study of climate change in terms
of food in wine sector, in fact there are no particular historical precedents or

information in this study area.
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For wider interest

Environmental changes are currently the subject of important scientific
research, as well as broader political and economic interest, as they can
significantly affect the quality of life and human activities, which adversely may
affect the climate in general. Higher temperatures eventually reduce yields of
desirable crops while encouraging weed and pest proliferation. Changes in
precipitation patterns increase the likelihood of short-run crop failures and long-
run production declines. Although there will be gains in some crops in some
regions of the world, the overall impacts of climate change on agriculture are

expected to be negative, threatening global food security.

This study wants to focus on the chemical, environmental and economic
consequences of climate change on wine products. Future prospects for the
cultivation and production in terms of economic and environmental conditions
will be constructed in order to help companies and local authorities to protect

wine production in Italy.
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Abstract. Milk and dairy products are in considerable demand and relatively
expensive, therefore, the authenticity and determination of geographical origin
of these products are becoming important issues for providers and consumers.
In this study fatty acid (FA) composition is used to obtain information about
the provenience of milk and dairy products and to detect possible adulteration.
Milk samples from different geographical regions (Mediterranean, Pannonia,
Dinaric and Alpine) in Slovenia were collected and used to determine the
content and isotopic composition of individual FA. FA composition was
analyzed using the 7n-situ trans-esterification method and characterized by gas
chromatography with FID detector (GC-FID), while isotopic composition was
determined with compound specific isotope ratio mass spectrometry (CS-
IRMS). In order to verify authenticity of cheese, 26 samples of high price
cheeses in Slovenian market were analyzed. It was found that 20% of them do
not correspond to the declaration. In addition the adulteration of raw milk with

vegetable palm tallow could be detected at 1.1%.

Keywords: dairy products, fatty acids, isotopes, adulteration, geographical
origin, GC-FID, GC-IRMS

1. Introduction

Milk and dairy products are an important everyday nutrition, since they are a source
for many key nutrients including proteins, energy and many essential minerals and
vitamins. In the human diet, milk and dairy products contribute between 18% — 24%
total fat, 30% — 40% total saturated fatty acids (SFA) and 20% — 25% total trans fatty

acids intake. The largest contribution of SFA intake is in cheese consumption [1].
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Quality of milk varies with the diet of dairy cows, which is further reflected in FA
composition. Increasing the proportion of fresh forages compared with conserved
forages or cereal concentrates, enhances the concentration of certain unsaturated FA
and reduces SFA content. Thus, the total SFA concentrations of milk fat are usually
lower in summer comparing to winter [2]. In addition, grassing generally increases
18:3n-3 (a-linolenic acid, ®-3 fatty acid) and CLA (conjugated linoleic acid)
concentrations, but at the same time the increase in frans fatty acids content may
occur due to incomplete biohydrogenation of dietary unsaturated FA in the rumen
[1]. Several studies have already shown that milk products from mountain areas are
reputed to have specific nutritional qualities, so the tracing of milk production sites

is essential for the prevention of fraud. Different effects of feeding, pasture or maize
silage can be also track using stable isotope composition. C3 plants have lower 6'3C
values ranging from —30 and —23%o, while C4 plants such as maize have higher 61°C

values ranging from —11 to —14%o [2 — 4]. These differences could be also observed

in the isotopic composition of FA.

Milk and dairy products are used extensively and therefore vulnerable to economic
adulterations. Food adulteration and fraud profit has been practiced since ancient
times, but nowadays they become increasingly more sophisticated. Therefore there is
a high risk of intentionally mislabeled products especially when price is a factor. In
the production of high quality cheese, the price depends on the type of milk (goat,
sheep, cow’s milk), therefore the correct declaration is very important [5]. FA
composition could be used to detect cow milk in goat and sheep cheese. Goat and
sheep milk cheese exhibited a characteristically different lower chain length fatty acid
pattern than did the cow milk cheeses. The most abundant fatty acids are C6:0, C8:0
and C14:0 comprising around 20% of all fatty acids in goat milk, while C14:0, C16:0
and C18:1 are the most abundant fatty acids in sheep milk. Another important
adulteration of dairy products appearing on the market is admixture of vegetable
tallow with raw milk. Detection of fraud is based on non-milk fat. Palm fat does not
contain butyric acid (C4:0) and contains higher amount of lauric acid (C12:0)
comparing to milk, thus any addition of palm fat to milk would result in the decrease
in concentration of butyric acid (C4:0) and increase in the concentration of lauric
acid (C12:0). Likewise, by addition of palm fat the content of palmitic acid (C16:0)

decreases. At the same time, the concentration of C18:1n9 (oleic acid) decreases,
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while the concentration of stearic acid (C18:0) slightly increases. Based on the FA

composition it is possible to determine very low concentrations, such as 1.2% [0].

The aim of this work is to determine FA composition of milk that has been mixed
with different amount of vegetable tallow and to verify the authenticity of cheese
from cow, sheep and goat milk available on Slovenian market. Another important
part of this research is to examine the effect of season and geographical location on

proportional changes in milk fat content in relation to the diet composition.

2. Materials and methods

Collection and storage of samples

Milk samples. The sampling of cow’s milk was performed four times per year
covering different geographical regions (Mediterranean, Pannonia, Dinaric and
Alpine) in Slovenia. Forty samples were obtained from five Slovenian diary
producers at each sampling period. The samples were stored in a plastic containers
and frozen at —20°C before analysis. For the identification of adulteration cow’s milk
with vegetable palm fat, mixtures of milk of different adulteration percentage were
produced in a laboratory experiment; adulteration of cow milk with 1%, 2%, 4%,
7%, 9%, 11%, 13%, 16%, 18% and 20% of palm tallow were analyzed. Each sample
was analyzed in triplicates.

Cheese samples. Various types of cheese (goat, sheep, cow) of different
geographical origin from different European countries available on Slovenian market

were collected. All 26 samples of cheese were of higher price ranges. Samples were

grated and stored in a freezer at —20°C before analysis.

Analytical methods

For identification and quantification of FA the 7n-situ trans-esterification method was
used. Total lipids from milk and cheese samples were extracted with
dichloromethane and sodium hydroxide in methanol, than purged with nitrogen and
heated for 10 minutes at 90°C. Afterwards samples were cooled. To complete the
reaction fatty acids methyl esters (FAMEs) were formed by addition of 14% BFs-
methanol solution and heated again for 10 minutes at 90°C. After fast cooling, the

fatty acids methyl esters (FAMEs) were extracted into hexane phase. The
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characterization of FAMEs was performed by gas chromatography with FID
detector (GC-FID), equipped with a capillary column (Omegawax 320, 30 m X
0.32 mm, X 0.25 um), with split ratio of 100:1. The temperature program started at
50°C (2 min) and increased by 4°C/min to 220°C (20 min). The catrier gas was
helium at a flow rate of 1mL/min, makeup gas nitrogen at 45 mL/min, hydrogen at
40 mlL./min and air flow rate at 450 ml./min. Total running time was 74.5 min. The
individual fatty acids were identified and quantified by comparing their retention
times with those of standard (Supleco 37 component FAME Mix) and expressed as
weight percent of total fatty acids.

To support the quality of the data, procedural blank were performed with each set of
samples. Standard (Supleco 37 component FAME mix) was analyzed after every 10
samples to verify the stability of the analytical system. Precision of the method,
based on replicate of real samples, was up to 5%.

Isotopic compositions of FA were determined using Isoprime GV GC-C-IRMS
system. Carbon isotope measurements were reported in delta notation (0) relative

to the Vienna-Pee Dee Belemnite (V-PDB) standard and expressed in per mile (%0).

The precision of measurements ranged between 0.3 and 0.5%o.

QA/QC for stable isotope analysis

At the moment there are no standards available with known isotopic composition,
so the following approach was used. FA C19:0 standard (methyl nanodecanoate,
RESTEK Corporation) was first analysed using elemental analyser coupled to IRMS
(EA-IRMS.). The isotope value of EA-IRMS was taken as “true values” of the
standard and was compared with GC-C-IRMS measurements. In order to validate
integrity of analytical system and to monitor the conditions of the chromatographic
and detection system for GC-C-IRMS analysis, a solution containing C20:0 standard
enriched in 1BC (icosanioc acid methyl ester, Indiana University, USA), with the
known isotopic composition, was analysed prior to any sequence of samples. Since
the nonlinearity causes shifts in the isotopic values, evaluation of the potential
occurrence of nonlinearity of the system was performed with C19:0 standard. The
isotopic shift due to the carbon introduced in the fatty acid methylation was then

corrected by mass balance.
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3. Results and discussion

Adulteration of milk with palm fat

For identification of adulteration milk with vegetable palm fat the total
concentrations of individual FA are important, since as little as 1% palm tallow in
milk fat can be detected (Fig. 1). The content of total SFAs in pristine homogenized
milk is 72.9 weight % (wt%), while the content of SFAs in falsified milk with palm
fat is 77.2 wt%. In the sample with the addition of 20% of palm fat SFAs content
reached up to 94.7 wt%. It can be observed, that the total content of MUFAs
(monounsaturated fatty acids) decreased in unadulterated milk from 23.9 w% to
7.8 wt% in the 20% adulterated milk. Thus, the total content of MUFAs can be
another indicator for identification of adulterated milk with vegetable palm fat. The
total MUFAs content in unadulterated milk are 23.9 wt%, while in 1% adulterated
milk content is 19.6 wt%. With the addition of vegetable palm fat, the content of n-3
and n-6 PUFAs (polyunsaturated fatty acids) decreased.
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Palm 0 — unadulterated homogenized milk Palm 11 — adulterated milk with 11% palm fat
Palm 1 — adulterated milk with 1% palm fat Palm 13 — adulterated milk with 13% palm fat
Palm 2 — adulterated milk with 2% palm fat Palm 16 — adulterated milk with 16% palm fat
Palm 4 — adulterated milk with 4% palm fat Palm 18 — adulterated milk with 18% palm fat
Palm 7 — adulterated milk with 7% palm fat Palm 20 — adulterated milk with 20% palm fat
Palm 9 — adulterated milk with 9% palm fat Palm100 — 100% palm fat

Figure 1: Content of fatty acids in addition of different amount of palm fat.
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Adulteration of cheese available on Slovenian market

Authenticity and declaration of individual cheese based products was determined
using fatty acid composition of cheese. Our main focus was related to identification
of milk present in cheese and whether this figure corresponds to that data on the
declaration. The obtained results were compared with results from the literature [1,
7 —9]. The content of palmitic acid (C16:0) in cow’s milk ranges between 27.9 — 32.4
wt% and it is higher that the range in goats and sheep’s milk which ranges between
25 — 26 wt%. The difference between goat, sheep and cow’s milk can be also
identified by total content of caproic (C6:0), caprylic (C8:0) and capric (C10:0) acids.
The total content of aforementioned acids in cow’s milk varies between 5 and 7
wt%o, for sheep about 12 wt% and for goats about 14 wt% and higher. Furthermore,
appreciably higher content of capric acid (C10:0) concentration can be detected in
goat milk. Due to inconsistency between measured FA content and data on the
declaration, we can suspected that at least 20% of high-price cheeses are adulterated.
Results are collected in Table 1. Results indicated that we have sufficient reason to
believe that at least 4 samples are adulterated (shaded in yellow, Fig. 1). The most
significant difference between cow and sheep cheese is that the sum of caproic
(C6:0), caprylic (C8:0) and capric (C10:0) fatty acids is lower in cow’s cheese, while
the content of palmitic acid (C16:0) increases. We can claim with certainty that one
of the tested sheep cheese samples is adulterated (shaded in orange Fig.1), since its
FA composition fells under the range of cow’s cheese. For the remaining sheep
cheeses samples we can only suspect adulteration, due to the sum of caproic (C6:0),
caprylic (C8:0) and capric (C10:0) fatty acids being lower than reference values from
literature data and palmitic acid (C16:0) being higher.

Table 1: Fatty acid composition (%o of total fatty acid methyl esters) of goat, cow

and sheep cheeses, which could be used to determine the correct labelling of the

cheeses.
Fatty acid (%)
Samples * % (C6:0, C8:0,
C6:0 | C80 | Cl10:0 C16:0
C10:0)

cow's milk 2.11 1.21 2.69 6.01 32.39

Reference cow's milk 2.50 1.50 3.20 7.20 27.90
values sheep milk 2.60 2.50 7.50 12.60 25.20
from the sheep milk 2.80 2.70 9.00 14.50 25.40
literature goat milk 2.90 2.70 8.40 14.00 24.60
goat milk 3.17 3.50 10.78 17.45 25.90
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cow's milk 2.04 1.54 3.52 7.10 32.64
cow's milk 3.16 2.00 3.93 9.09 29.58
cow's milk 2.94 1.93 4.23 9.10 30.57
cow's milk 2.64 1.68 3.56 7.88 32.72
cow's milk 2.22 1.48 3.29 6.99 32.25
cow's milk 1.50 1.17 2.95 5.61 32.48
sheep milk 2.81 2.86 8.81 14.48 25.08
sheep milk 2.98 2.78 7.70 13.47 25.46
sheep milk 2.16 241 7.42 11.98 27.00
sheep milk 213 2.53 8.11 12.78 25.63
sheep milk 2.74 2.55 6.84 12.13 26.60
sheep milk 2.52 3.19 9.44 15.15 24.87
sheep milk 3.20 3.34 9.52 16.06 25.61
sheep milk 3.93 4.65 14.58 23.17 21.45
sheep milk 2.04 2.42 7.89 12.35 28.60
sheep milk 2.16 1.31 2.36 5.82 34.07
sheep milk 2.94 3.33 10.00 16.27 24.22
sheep milk 1.69 2.20 7.68 11.56 28.08
EEETTE T
sheep milk 2.15 2.99 10.64 15.79 27.14
cow and sheep milk 241 1.73 4.10 8.23 33.33
goat milk 2.30 3.50 12.88 18.68 26.42
goat milk 2.85 3.32 10.45 16.62 26.93
goat milk 2.12 3.12 10.71 15.95 25.52
goat milk 3.20 3.64 11.56 18.41 25.61
goat milk 2.31 2.72 8.42 13.45 25.10

@ samples of higher price cheese in Slovenia market
suspected adulterated milk
mmm adulterated milk

Geographical Origin

Further it was possible to differentiate between milk from different geographical
origin based on the content and isotopic composition of FA. FA composition in
milk varies according to the environmental factor such geographical origin which is
correlated with the diet. Due to a small amount of unsaturated FA present in corn
silage, diet modification from pasture to a meal dominated on corn silage, results in
increased content of SFA and decreased content of C18:3n3 FA. Where dairy cows
are associated with grazing, high concentration of n-3 and lower concentration of
SFA may be observed as well as increased amount of CLA content [10].

The stable isotope composition in milk reflects the isotopic composition of ingested

food and drinking water. 0'3C values in FAs from Mediterranean were —24.0%o or

95



lower and were statistically different from 6'°C values in FAs from Pannonia (>

—20.1%o) indicating an increased use of corn in the diet (evidenced in Fig 2).
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Figure 2: Stable carbon isotope composition of individual fatty acids for Mediterranean and

Pannonia region.

4. Conclusion

The present study indicates that FA composition could be used to detect
adulteration of milk and dairy products and to determine geographical origin.
Adulteration of raw milk with vegetable palm tallow is easily observed using 7 situ
trans-esterification method, due to the difference in fatty acids composition. If cow’s
milk is adulterated with as little as 1% palm tallow, the content of SFAs observably
increases and MUFAs detectably decreases. Introducing palm tallow in cow’s milk
also decreases n-3 and n-6 PUFAs. Research concluded on high-price cheese present
in Slovenian market indicated that at least 20% of them do not correspond to
declaration. The geographical origin of milk can be also differentiate based on FA
composition. The content as well as isotopic composition of FA is influenced by diet

in dairy cows. Milk originating from Mediterranean region has increased amount of
n-3 FA and CLA content and lower 8"°C values in FAs, since the food in this area is
based on grass silage. Gras silage in the diet of dairy cows reflected decrease level of
SFA.

The performed analyses of FA composition serve as a preliminary research, which

could be used in the future to detect possible adulteration. The results indicated that
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FA composition is suitable for qualitative determination of cow’s milk presence in
goat’s and sheep’s milk or cheeses. In addition the presence of palm tallow in
pristine milk and dairy products could be detected. Even though method showed
that is suitable for qualitative and possible quantitative analyzes, further research is

still needed to evaluate its real potential.
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For wider interest

Milk and dairy products are known in diet as a complete nutrient, since they are a
source for many key nutrients, including proteins, energy and many essential
minerals and vitamins. Thus the quality of this products is very important for
consumer. Due to the high prices on the market, they are vulnerable to adulteration
or false denomination. For this reason, the need to monitor the authenticity and
quality of dairy products has led to increase in the demand for methods to provide
the geographical origin and adulteration. Information obtained during this research

could be used to protect consumers and high-quality Slovenian dairy products.
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Abstract. Environmental stressors such as climate change, change in land use
and anthropogenic pollutants have a great impact on freshwater ecosystems.
Nitrate (NOj3) is one of the special concerns since large amounts in the
environment leads to several problems such as reduction of the water quality,
eutrophication and creation of overall imbalance in the ecosystem. In this
presentation we investigated the distribution and origin NOj at selected
locations in the Sava River Basin in Slovenia. Basic statistical analyses NOs-
concentrations and &N values according to the year, season, water
temperature and discharge have shown that the Sava River is not polluted by
anthropogenic NOj-. Its concentrations are yearly depended. Intra-annual
changes of the concentrations and isotopic composition of NO3- was observed
as well. These data extend our knowledge in understanding the hydrological

cycle of the Sava River, which would be helpful to evaluate its future changes.

Keywords: stressors on aquatic systems, nitrate, Sava River Basin.

1 Introduction

Environmental stressors can be divided into two categories: those that act globally
but with varying intensity; and those that act at a local to regional level but occur
globally [1]. Impacts on freshwater are shaped by interactions between both of them.
These may lead to complex, irreversible changes in ecological structure, functioning
and the delivery of ecosystem services [2]. At the top of all stressors is climate
change that influences shifts in temperature, precipitation, run-off patterns, and in
nitrogen deposition. Numerous other anthropogenic stressors impact on water
quantity and quality, including acidification, pollution (e.g. by nitrates), land use and
land cover change (Fig. 1) [3].
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Figure 1: Effect of multiple stressors in freshwater ecosystems under strong

pressure for water resources in Slovenia (adapted from Cooper et al., 2013) [4].

Anthropogenic stressors derive from domestic, agricultural and industrial activities.
They, compromise the quality of water resources, particularly from microbial [5, 6,
7], sediment [8, 9], nutrient [10, 11] pollution, and contamination with especially
pesticides and heavy metals [12]. After the evaluation of Falkowsky et al. (2000)
significant human activities impacts on global nutrient cycles have occurred [13]. Yet
human activities have enhanced global cycles of global nitrogen by on average 100%.
Increases in river nutrient loads generally lead to increases in the production of algae
and aquatic plants, loss of biodiversity and are at the same time associated to water

quality problems [14].

Nutrient sources operate through both point and diffuse pathways linking land to
water. Diffuse pollutants pose a particular problem because they are hard to detect
and their fluxes are highly variable in time [15, 16, 17]. Understanding human driver
of changes to biogeochemical cycles, particularly nutrient cycles, and tackling the
multiple stressors that lead to diffuse pollution are important for sustaining the long-

term quality and hence availability of water from rivers and groundwater. Recent
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studies have shown that stable isotopes are useful tools in identifying nitrate sources
in water systems [18, 19, 20, 21, 22, 23].

The aim of our work is to evaluate the changes of nitrate in the Sava River at
selective locations in Slovenia. This research represents the start of the international
European project GLOBAQUA — Managing the effects of multiple stressors on
aquatic ecosystem under water scarcity (EU Project 7 OP). The study area of the
project is full Sava River Basin (SRB) and represents one of the steps to the better
understand multiple stressors effects on freshwater ecosystem and thus to better

predict their responses to future changes.

2 Data analyses

NOs concentrations were investigated at two locations Litija and Jesenice na
Dolenjskem in the period from 2006 to 2012. Therefore daily averaged flow rates
(m3 s1), river’s water temperature (°C) and concentrations of NOj™ at these two
locations were provided by the Environmental Agency of the Republic of Slovenia
(ARSO) [24]. The locations are shown in the Figure 2.
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Figure 2: Map of sampling locations in the SRB.

Samples for 8" Nnos analyses were taken only in Litija in the period from June 2010
to April 2011. The 8°Nyos values were measured by continuous flow isotope ratio

mass spectrometer (CF-IRMS). The detailed procedures of field sampling and
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analyses are described in related studies, in which 8"®Nnos values were used to

describe NOj sources in the Sava River Basin in Slovenia [25-27].

Data were analysed by ANOVA to test for the differences in NO3- concentrations
and 6N wvalues according to the year, season, water temperature and discharge.
Both the one-way ANOVA and two-way ANOVA were performed on ranked data.
The F-statistic or F-value is a random variable that has an F distribution [28]. A
probability (P) value is determined by F-statistic value. In all statistical test P-values
of less than 0.05 were used to indicate the significance level. All statistical analyses
were run using OriginPro software package 8.5 (Originlab Corporation,
Northampton, USA).

3 Sava River Basin

The study key of the topic of the effects of multiple stressors on aquatic ecosystem
is the Sava River Basin (SRB). Sava River is the largest river in Slovenia, including
Sava Dolinka with headwater in Zelenci. Sava is also a major tributary of Danube
River.

SRB has a very heterogeneous climate and exceptional diversity in terms of
morphology, geology, pedology and vegetation. The area is influenced by four
different climates: Continental, sub-Alpine, Alpine and Mediterranean climate. Sava
watershed is composed of Permo-Carbonian clastic sediments, Triassic carbonates,
Miocene sandstones, clay and gravels, and Pleistocene sediments [29]. After all, land
is diverse and complex, reflecting the difference in relief, climate and stream flow
[30]. Therefore land use changes along Sava River. Steep river banks are covered by
forest in the northwestern and central part of Sava’s watershed, where Sava flows
through Alps and Posavije hills. On the other hand agriculture plays a dominant role
in the southeastern part of the watershed, where the topography is lower and flat.
Some industrial towns were built along Sava: Jesenice, Kranj, Brezice and Krsko,

even the capital Ljubljana.

4 Results and discussion

Figure 3 shows that there are differences between NOj  concentrations in both
locations. There are substantial intra-annual variations in NO3 concentrations,

which could be described by the fitting of simple harmonic curves in Jesenice na
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Dolenjskem. A very strong seasonal pattern (P = 2.71-10¢, F = 9.09) was noted with
the maximum occurring in the winter months from December to March. The timing
of this maximum reflects factors such as the leaching of nitrate, which accumulated
in the soil in the summer and autumn, by high rates of soil water movement in the
winter months and the absence of nitrogen uptake by plants due to low
temperatures in winter period. In contrast, diminished soil water movement,
increased plant uptake of nitrogen and the occurrence of denitrification during low
flow conditions cause NO3™ concentrations to decrease to a minimum in July and
August [30]. Differences of NOs  concentrations in different seasons were not
observed in Litija (P = 0.82, F = 0.38). The reason might be in land use. Forest
predominates in Litija, on the other hand much more agricultural areas and artificial

surfaces are present around Jesenice na Dolenjskem.
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Figure 3: The annual mean discharge, temperature and nitrate concentrations since

2006 at Litija and Jesenice na Dolenjskem.
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A significant difference was observed between the year and NOs™ concentrations at
Jesenice na Dolenjskem (P = 1.87-108 F = 9.09) and Litija (P = 0.03, F = 2.54).
Further, it was found that NOj3  concentrations decrease linearly with time (Fig. 3).

The temperature does not play a significant role in the distribution of the NOjs
concentrations at both locations.

Higher NOj  concentrations were observed during low river discharges in autumn
than in spring at both locations [30]. Larger effect of dilution is present at Litija

comparing to Jesenice na Dolenjskem (Fig. 4), although much higher discharge of
Sava is present.
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Figure 4: The relationship between discharge and NOj- at Jesenice na Dolenjskem

and Litija. The diagrams shows that dilution effect is presen at both locations.

O Nnos analyses show that at Litija predominant source of the NOs is not
seasonally dependent (P = 0.98, F = 1.58). However, the mean 6"°Nyo3 value of
5.6%o indicates that NOj3  dynamics of the Sava’s ecosystem is influenced manly by
natural inputs and only by negligible anthropogenic inputs. It can be concluded that
the main stream of the Sava in Slovenia is not affected by pollution with
anthropogenic nitrogen. Some problems were mainly related to its triburtary
Kamniska Bistrica. Higher concentrations of up to 0.69 mmol I'!; in parallel with
higher 8" Nno3 values (up to +16.7%o0) determined at the month of the river,
indicate an organic fertilizer source of N or the influence of N derived from animal
manure from the large pig farm (Than) [30]. Problems with eutrophication were also
not observed in the SRB, but this situation could change, since in the future new
hydroelectric power plants are under construction.
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5 Conclusion

Aquatic systems are increasingly at risk due to land-use changes, population growth,
pollution discharges and excessive groundwater pumping. Our research focused on
the sources and distribution of NO3™ concentrations at selected locations in the Sava
River Basin in Slovenia during 2006-2012.

Based on the basic statistical analyses it can be concluded that NOj3 concentrations

and 0" Nnos3 values depend on the season and year selected locations Litija and

Jesenice na Dolenjskem. The dilution effect is also present indicating that within

SRB the risk of NO3" pollution is low. 8'>Nno3 data indicated that nitrate in the river

is originating mainly from soil.

The plane of our future work is to define how the NOj3 concentrations and other
parameters influence the life of different organisms in the Sava River. This would be

possible by analysing the environmental data by machine learning methods.
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For wider interest
This research was performed within on going EU project GLOBAQUA dealing

with multiple stressors in the Sava River Basin. One of the main objectives is to
improve our knowledge on relationships between multiple stressors and how these
interactions might determine changes in the chemical and ecological status in studied
ecosystem. Such studies are needed in order to improve water protection and

sustainable development.

The plane of our future work is to define how the NOj3 concentrations and other
parameters influence the life of different organisms in the Sava River. This would be

possible by analysing the environmental data by machine learning methods.
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Abstract. A crucial task of world's biggest search engines, which want to make
revenue out of advertising (ads), is to predict impressions of ads, clicks on ads
and Click-Through-Rate(CTR) for ads, so that they could show ads to the
interested users, according to their search queries. So it is not surprising, that
companies like Google and Microsoft invest a lot of money in researches for
this field. This paper analyses, how values of impressions, clicks and CTR vary
over time. The analysis is done on the open advertisement data set, retrieved
from the University College London (UCL). Those three values are also the
main focus of this work. We will test, if markets of US and UK are correlated.
At the end, we will try to predict CTR value of US-market learned from UK-

market, using various machine learning techniques.

Keywords: CTR, impressions, clicks, advertising, predicting, machine learning

1 Introduction

Advertising is one of the most important fields of study for big companies, e.g.
Google, since it highly contributes to their revenue. For example, in 2012 Google
made almost 95% out of its 46.039 billion of dollars revenue out of web advertising
[6]. That is 43.6806 billion just from advertising. Interesting finding is that the most
expensive keyword at the time of writing is "Insurance", which costs the advertiser
around 54 dollars per click. One of the most expensive sites for advertising is the
American website Hulu, which charges around 35 dollars for 1000 impressions.
Number of impressions is number of times the ad was shown. Google has two
systems, AdSense [13] and AdWords [12], which charge advertisers mostly with two
techniques. Those are cost-per-click (CPC) and cost per 1000 impressions, which is
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also known as cost-per-mile (CPM). Therefore we see that predicting a number of
impressions and clicks could be vital information for improving those systems.
Problem lies in the fact, that big companies will not give their studies and
information to the public, so there does not exist a lot of data to study. Still, related
work exists and will be presented in Section 2. Researchers from the University
College London created a freely available computational advertising data set [5]
called "Open Advertising Data set" from publicly available sources, which we will
use in this work and it will be presented in Section 3. One of the most important
values for predicting, how likely the user will click on ad is CTR. CTR is an

abbreviation for Click-through-rate and it is derived as:

#clicks ()
#impressions

CTR=

Predicting CTR is very important for AdWords and other similar systems. Those
systems show ads to the users according to their search queries. When user starts a
search query, system launch an auction, where every advertiser can make only one
entry. Advertiser's ad is then ranked as the product of highest CPC bid and quality
score. Quality score is the relevance and usefulness of an ad to the user, where the
crucial component is the prediction of CTR. In the data set we only have
information about ad title and 3 observed values, so we will focus on markets as
whole and we will try to predict CTR for the whole market. Section 4.1 presents 3
supervised machine learning techniques that are used for predicting CTR and 3
correlation tests that are used for testing, if two markets are correlated. Results of
experimental work with data is presented in Section 4.2, where we also show some
interesting trends of advertisers and users and also some correlations between two

very differently sized markets.

2 Related work

A various researches in this field were already made. Dembczynski et al. [1]
presented an approach to this problem using decision rules. Interesting part is that
Microsoft provided a big set of data, under their program Beyond Search, which is

rather rare for big search companies.
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A Microsoft research department published their model in [2]. They claimed that
their model is able to improve accuracy at predicting CTR, which also improve
search system revenue and user satisfaction.

Google researchers published their research in [3], where they optimize their existing

models and experiment on them.

3 Data set

Data set was obtained from UCL [5] and is divided into 3 parts, but we use data sets
number 2 and 3, because they have a new format, which includes all data we need.
Data set 2 contains information about ads from 24th of May 2012 to 14th of
February 2013, while data set 3 contains information from 25th of July 2012 to 14th
of February 2013. Each data set covers US and UK market. Data set 2 contains 546
ads for both markets; data set 3 contains 747 ads for both markets. In each file,
which represent one day, the first line sums up all values (impressions and clicks)
and also derives CTR value according to those sums. Following lines represent a
keyword, number of impressions, number of clicks, CTR and cost per click. Because
of very truncated information about the ads (the keyword is the only information
about the ad's content) we will only use the first line of a file, which is a

generalization of a day.

4 Experimental setup and results
4.1 Experimental setup

Focus of the paper is on 3 most important values, which are impressions, clicks and
CTR. First, we looked how the number of impressions and clicks vary throughout
the year. This was done to detect the variation of numbers and analyse the best and
worst timing to advertise according to the time of the year. We analyse UK and US
markets separately on both data sets, so we get 2 graphs with 2 curves for each
observed value, where time is independent variable and observed value is dependant

variable. We grouped data in 7 consecutive days, so that the graph is more readable.

Because of the very interesting visual results of CTR in the US and UK markets, we
set the hypothesis that those two markets are correlated. We measured their

correlation with 3 different correlation tests: Pearson product-moment correlation
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coefficient, Spearman's rank correlation coefficient (Spearman’s p) and Kendall tau
rank correlation coefficient (Kendall’s 1) [11], which are all implemented in R library
stats [10]. They measure the correlation between two variables, meaning they test
null-hypothesis if two variables are independent. We tested null-hypothesis, that US
and UK market are independent, with confidence interval of 0.05. We reject the null
hypothesis, if p-value [14] is less than 0.05. Furthermore, we tried to predict CTR
value on the US market, using CTR values of the UK market. Note that this is
conceptually wrong, because data is obtained at the same time. For training the data
we omitted unknown values. We used 3 supervised machine-learning techniques. We
worked with the statistical programming language R and respective libraries that
were needed for executing algorithms. Regression methods were used since we had
to predict continuous class. We used linear regression, regression decision tree and

random forest with regression values [9].

We trained a model and evaluated it on every data set separately, using UK market as
training set and US market as test set. As we could see from the graph on figures 5
and 6, a month has a rather big influence on CTR, so we decided that a month
should always be treated as an attribute. At first we tried only with one attribute.
Then we also added a day of week. Here the problem becomes more complex so it
would be interesting to see, if random forest predicts better than the two other

models.

4.2 Results

4.2.1 Graphs and overview
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Figure 1: Number of impressions of ads per week for data set 2 on both markets
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Figure 3: Number of clicks on ads per week for data set 2 on both markets
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Figure 4: Number of clicks on ads per week for data set 3 on both markets

Number of impressions for both markets is presented on figures 1 and 2. Number
of clicks for both markets is presented on figures 3 and 4. On figures 1, 2, 3 and 4

we can see, that in the US-market there is more data and therefore higher values for
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number of impressions and number of clicks. We labeled x-axis with the number of
months for better understanding, though units on axis represent weeks. As for data
set 2, on figure 1 we can see that the number of impressions is rather steady for the
UK market. On the other hand, we can see that in the US market, there is a growth
of impressions in July and August, and towards the end of the summer, there is a
visible fall. That could be because advertisers end their advertising campaigns and
are preparing for December, where we can again see the growth of impressions. If
we look at the figure 3, there is about the same trend for the US market, which is
rather logical, if number of impressions fall, then also the number of clicks should
fall. Although what we could see is, even if the number of impressions in the UK is
constant, the number of clicks falls at the end of the summer and then slightly
increases until December. Number of impressions on data set 3 on figure 2 is much
noisier for the US market, but still, we could see, that number of clicks on figure 4 is
acting very similar as on data set 2. For the UK market we can see on figure 2 that
number of impressions has almost the same trend as clicks on figure 4, only with a
little delay, so we can see that advertisers have to quickly adapt to new
circumstances, to avoid spending money for impressions, which do not bring

SucCcess.
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Figure 5: CTR of ads per week for data set 2
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Figure 6: CTR of ads per week for data set 3
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Only reliable way to somehow compare the two observed markets are seen on
tigures 5 and 6. Firstly we see that curves on both graphs are rather similar, at least
they have same ups and downs on similar time. Sometimes, CTR of the UK is much
higher than the US but in general the curves are pretty much the same. This is
potentially a very good result, because of the next example. Let's take a look at graph
on figure 1, showing just impressions. We can see, that the US-market has much
bigger numbers of impressions, at one point the difference is 8e+07, calculated over
the thumb. So only for our data set, we looked at around 9 months, which is around
36 weeks, which means that we had to monitor around 36 - 8e+07 impressions more
than on the UK-market. So if we could study only the UK-market, it would save us
time, money and work. And those figures of CTRs per week are showing us exactly
that we could study the smaller UK-market and people here are acting very similar

opposing to the US-market.

Value CTR is probably the most important to advertisers, since it combines
impressions and clicks and it is a great indicator that tells us, when is best to invest
our money to advertise. From this two graphs we can see, that the most appropriate
time to advertise according to our data is in the summer months and the least
appropriate between the end of the summer and start of the fall. Of course we lack

data between January and at least May.

4.2.2 Models for predicting changes of observed values according to the day
of the week

Table 2: Correlation coefficients performed on data set 3

Test p-value correlation coefficient
Pearson’s coefficient 1.6e-13 0.94
Spearman’s Q 2.5e-07 0.96
Kendall’s t 3.3e-15 0.87

On table 2, we can see that all tests have p-value lower than 0.05, so we reject every
single null-hypothesis (which means that two variables are independent) and accept
alternate hypothesis that observed two variables are dependent. All correlation

coefficients are near to 1 and over 0.5, which means that the two variables are
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strongly connected. That result allows us to try to predict the US-market's CTR with
models, learned with the UK-market's CTR.

Table 3: Predicting CTR for US-market learned from UK market, data set 3,
Attributes: Month

Algorithm SE MSE
Regression tree 90.99 0.48
Linear regression 223.97 1.19
Random Forest 89.53 0.47

Table 4: Predicting CTR for US-market learned from UK market, data set 3,
Attributes: Month, Day of week

Algorithm SE MSE
Regression tree 90.99 0.48
Linear regression 223.75 1.19
Random Forest 64.40 0.34

We will only take a look at data set 3, while results on data set 2 are very similar. If
we take a look at table 3, we can see that linear regression is very poor, producing a
high error. On the other hand we see that random forest and regression decision tree
performed well, and produced quite a small error. If we continue and include the day
of week along with the month, results are shown on table 4, we see that regression
decision tree did not even consider this attribute useful and produced the same
model, on the other hand, random forest made a progress and produced a model

with much smaller mistake.

5 Conclusion

Just analysing and visualizing data from our data set showed us some very interesting
trends and correlations. We saw, that advertising is the most active in summer days
until the end of August and after that, it starts to rise again in December. We also
acknowledged that the behaviour of CTR in the US-market is very similar to the
CTR behaviour in the UK-market, which is useful since the UK-market is much
smaller, and it is consequently easier to obtain interesting data. We confirmed that
with various correlation tests. So we learned a model learned from the UK-market

and applied it to the US-market. Random forest gave best and also good results. This
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could be a useful finding for future attempts to predict single ad CTR, since we
could find a similar ads in other markets and try to predict CTR according to those
ads. But probably future researches should be done to discover such dependencies.
We also predicted change of impressions, clicks and CTR according to the day of the
week with various algorithms. In the future, we could try to predict CTR for single
ads and could also try to learn more complex models but for that we would need

more information about ads.
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For wider interest

Big search engines companies e.g. Google and Microsoft provide most of their
revenue from showing ads (Google for example earned 43 billon out of 46 billon $
of their revenue out of showing ads in 2012). So it is no surprise that they have to
show ads, which are interesting for users according to their search queries. Very
important value for algorithms that determine, if an ad will be shown, is Click
through rate (CTR). CTR tells us the rate of how many times ad was clicked
according to how many times was shown. In this work we predict CTR on an
average week basis. We discover some interesting correlations between US and UK
market. We use this knowledge, to learn from much smaller UK market and try to
predict average CTR for much larger US market. We also discover, that users likes to
click on ads much more in summer months and around Christmas, while in the fall,

there are less clicks.
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Abstract. The paper presents a system that recognizes human activities and
detects falls in real-time. It consists of two wearable accelerometers placed on
the user's torso and thigh. The system is tuned for robustness and real-time
performance by combining domain-specific rules and classifiers trained with
machine learning. The offline evaluation of the system's performance was
conducted on a dataset containing a wide range of activities and different types
of falls. The F-measure of the activity recognition and fall detection were 96%
and 78%, respectively. Additionally, the system was evaluated at the EvAAL-
2013 activity recognition competition and awarded the first place, achieving the
score of 83.6%, which was for 14.2 percentage points better than the second-
place system. The competition's evaluation was performed in a living lab using
several criteria: recognition performance, user-acceptance, recognition delay,

system installation complexity and interoperability with other systems.

Keywords: Activity recognition; Fall detection; Ambient assisted living;

Machine learning; Rules; Accelerometers.

1 Introduction

The world’s population is aging rapidly, threatening to overwhelm the society’s
capacity to take care of its elderly members. The percentage of persons aged 65 or
over in developed countries is projected to rise from 7.5% in 2009 to 16% in 2050
[1]. This is driving the development of innovative ambient assisted living (AAL)
technologies to help the elderly live independently for longer and with minimal
support from the working-age population [2][3]. To provide timely and appropriate
assistance, AAL systems must understand the user’s situation and context, making

activity recognition (AR) an essential component [4][5][0]. Fall detection (FD) is an
121



important component of many AAL systems because approximately half of the
hospitalizations of the elderly are caused by falls [7]. Fear of falling is an important
cause for nursing home admission [8], and “the long lie” (not being able to get up

and call for help) is an important predictor of death within six months [9].

This paper presents the RAReFall system, which recognizes the user’s activities and
detects falls in real time. The architecture of the system combines rules to recognize
postures (static activities), which ensure the behavior of the system is predictable and
robust, and classifiers trained with machine learning (ML) algorithms, to recognize
dynamic activities, for which the rules are not sufficiently accurate. For the FD, rules
are used that take into account high accelerations associated with falls and the

recognized horizontal orientation (e.g., falling is often followed by lying).

Initially, the RAReFall system was evaluated offline, on a dataset containing a wide
range of activities and different types of falls. Its recognition performance was very
high, encouraging us to take part in the EvAAL-2013 activity recognition
competition [10], which evaluates AR systems in a living lab. The RAReFall system
was evaluated best on a combination of criteria: recognition performance, user-
acceptance, recognition delay, system installation complexity and interoperability

with other systems.

2 Related Work

AR approaches can be divided into those using non-wearable sensors and those
using the wearable type. The most common non-wearable approach is based on
cameras [11]. Although this approach is physically less intrusive for the user
compared to the wearable sensors, it suffers from problems such as low image
resolution, target occlusion, time-consuming processing, and often the biggest issue
is user privacy: the user has to accept the fact that a camera will record him/her. The
most exploited and probably the most mature approach to AR is using wearable
accelerometers, which are both inexpensive and effective [12][13]. This is also the

reason why wearable accelerometers were used for our RAReFall system.
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There are two common types of wearable-sensor approaches to AR that have
proved to be successful: using domain knowledge encoded with rules, and using ML.
The first approach uses rules applied to accelerometer's data in order to recognize an
activity. This approach proved to be successful for static activities such as: standing,
sitting and lying [12]. The second approach is based on known classification
methods, e.g., decision trees, Random Forest, SVM, kNN, Naive Bayes, etc., which
are applied on the accelerometer's data [13]. The problem with this approach is that
the training data should include each activity of the user performed in all possible
ways, e.g., lying backwards, lying sideway, lying on the back, etc. This makes the ML
approach unpredictable and less-attractive for real-life usage. In our approach we
overcome this issue by combining the two approaches, thus we use domain rules for
some of the static activities and ML for the others. This way, we increase the
understandability of the system and also making it more predictable and robust for

situations that are not included in the training data.

3 System Implementation

The RAReFall system is shown in Fig. 1. It consists of two accelerometers, placed
on the user's torso and the thigh. The accelerometers can be attached to the uset's
body in several ways, making the system more user-acceptable and also adjustable to
the occasion (e.g., worn indoors or outdoors). Some examples of how and where the
sensors can be worn include, but are not limited to:

e torso: worn on a cord around neck, elastic strap, pockets sewn into garment

e thigh: in the pocket, elastic strap, pocket sewn into garment
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Figure 1: RAReFall system overview.

123



The placement of the sensors was chosen as a trade-off between the physical
intrusiveness and the performance in preliminary tests [14][15]. The Shimmer
accelerometer-sensor platform [16] was chosen because it has a reasonable battery
life, compact size, 3-axis accelerometer and uses Bluetooth communication. In

general, any sensor with 3-axis accelerometer and Bluetooth module can be used.

The sensors' data are received and processed on a Bluetooth-enabled processing
device which processes the data in real time. The current implementation of the
system is developed for indoor usage (a house, a flat, etc.); therefore a
laptop/desktop PC is used for processing. Additionally, the PC is equipped with a
long-range Bluetooth antenna in order to ensure the maximum reliability and signal
strength (theoretically covering up to 300 meters radius, which is more than enough
tfor indoors coverage). However a smartphone implementation is technologically

possible and considered for future work.

4 Methods

The AR and FD pipeline is shown in Fig. 2. First, the sensors transmit the raw
acceleration data over Bluetooth to the processing unit, i.e., PC. The data from both
sensors are then preprocessed: synchronized, filtered and segmented. Then the
pipeline splits in two. On one side, the segmented data are transformed into feature
vectors for the AR module, which recognizes the uset's activity. On the other side,
the FD module checks the acceleration for falls. If a fall pattern is recognized, the
user's orientation is checked. If the orientation corresponds to lying, a fall is
detected. Both the AR and FD modules are evaluating the user’s situation every 250
milliseconds using the last 2 seconds of sensor data. For instance, if the current
system time is denoted with t, the FD module evaluates fall events in the [t —2's, t —
1 s] interval, and the [t — 1 s, t] interval is used to check if the user's orientation
corresponds to lying. If the fall event is detected and the orientation is correct, the
reported activity is falling, otherwise the reported activity is computed with the AR
module in the [t — 2 s, t] interval. The system thus reports the user’s activity and
detects falls with a two-second delay. In the following sections, the AR and FD
methods are briefly described. More technical details can be found in our previous
work, [17] for AR, and [18] for FD.
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Figure 2: The data and recognition flow in the RAReFall system.

4.1 Activity Recognition

In the AR module, the activities are recognized by a three-level scheme [17]. The AR
scheme was developed after empirical analysis of the data, which showed that some
activities (such as cycling) are better recognized by a classifier trained only to
distinguish that particular activity from the others. Therefore, on the first level the
feature vector is fed into a Random Forest classifier, which is trained to distinguish
cycling from the other activities. If the activity is not classified as cycling, the feature
vector is passed to the second level, where the activities are recognized by rules. On
this level, only the features that the best represent the sensor orientation are used
(using component of the acceleration that corresponds to the gravity). The following
activities are recognized at this level: sitting, lying, bending, and upright posture. If
the recognized activity is the upright posture, the third level of AR is used to
distinguish between standing and walking. The feature vector is again fed into a

Random Forest classifier, which is trained to separate these two activities.

4.2 Fall Detection

A typical acceleration pattern during a fall, measured by an accelerometer placed on
the abdomen, is a decrease in acceleration followed by an increase [18]. This is
because an accelerometer, when stationary, registers 1 g (the Earth’s gravity) and

during free fall O g. When a person starts falling, the acceleration decreases from 1 g
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to around 0.5 g (perfect free fall is never achieved). Upon the impact with the

ground, a short strong increase in the acceleration is measured.

To detect acceleration fall patterns, we used the length of the acceleration vector to
ignore the direction of the acceleration. The minimum and the maximum
acceleration within a one-second window were measured. If the difference between
them exceeded 1 g and the maximum came after the minimum, a fall pattern was
found. We augmented the fall-pattern detection with the measurement of the user’s
otientation after a potential fall. We assumed that the orientation of the uset's body
after a fall cannot be upright. Therefore, a fall was detected if a fall pattern was

detected and the orientation in the next second was not upright.

5 Evaluation

5.1 Offline Evaluation

The offline evaluation of the RAReFall system was performed in order to check the
recognition performance of the methods, using a pre-recorded dataset (publicly

available at:  http://dis.js.si/ami-repository/). A 90-minute, test scenario was

designed in cooperation with a medical expert to capture the real-life conditions of a
person’s behavior, although it was recorded in a laboratory. The scenario was
performed by 10 volunteers. It included the following elementary activities: standing,
sitting, lying, on all fours, bending (standing leaning), walking and cycling. These
activities were selected as they are the most common elementary, everyday-life

activities.

Table 1 shows the offline performance of the RAReFall system on the pre-recorded
dataset. The performance of the AR is high, achieving 96.36% F-measure score
averaged over all activities. The performance of the FD shows that 93.3% of the
falls were detected (recall value), and 66.7% of all the fall detections were actually
falls (precision value), giving the final F-measure of 77.8%. The detailed FD results
(Table 2) show that the first event — tripping (quick uncontrolled fall) was detected
each time (15 out of all 15 events). The next event, fainting, was detected 13 out of
15 times. The next two events were the non-fall events that are difficult to

distinguish from the fast falls because of the high acceleration. Because the FD
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module also checks the uset's orientation after a potential fall, it was able to
distinguish quickly sitting on the chair from the falls, since the user ended up in the
upright posture. However, this was not the case for quickly lying in the bed (13 false
detections). For correct recognition of this event, additional information about the

user would be needed, e.g., uset's location.

Table 1. RAReFall system - offline Table 2. RAReFall system -
performance. Fall detection detailed results.
Performance Activity Fall Events Detected/All
Recognition | Detection Tripping 15/15
Recall 96.19% 93.33% Fainting 13/15
Precision 96.53% 66.67% Quickly lying 13/15
F-measure 96.36% 77.78% Quickly sitting 1/15
Other 0

5.2 Online Evaluation - EVAAL Competition

The initial results were promising, but they were performed offline, on pre-recorded
dataset and not in real-life situation. Therefore, we decided to participate in the
EvAAL-2013 activity recognition competition [10], which evaluates AR systems
intended to be used by the eldetly using the following criteria:

e Recognition performance — how accurately the system recognizes the activities.

e Recognition delay — elapsed time between the time at which the user begins an
activity and the time at which the system recognizes it.

e User acceptance — how invasive the AR system is in the user’s daily life; this and
the following two parameters were evaluated by an evaluation committee.

e Installation complexity — how much effort is required to install the AR system in
the living lab.

e Interoperability with AAL systems — the metrics used are: the use of open-source

solutions, availability of libraries for development, integration with standards.

EvAAL-AR is a live competition taking place in a living lab, where the competitors
install and run their systems, recognizing the activities of an actor. An evaluation
committee oversees the competition and evaluates the systems using the
aforementioned set of usability criteria. The '12 and '13 competitions were held in

the CIAmlI Living Lab in Valencia, Spain.
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Table 3 shows the scores on the scale of 0—10 for the five criteria (accuracy, delay,
installation time, user acceptance and interoperability) for the '12 and '13 editions.
Due to the change in the weights of the criteria for the 13 edition, the final scores
for the both years' rules are included. Our RAReFall system was evaluated as best,
achieving the score of 83.6%, which was for 14.2 percentage points better than the
second-place system (CNR-Italy). Moreover, our system obtained the highest final
score for the both years, by achieving not only high accuracy, but also scoring very

well on the other criteria.

Table 3. EvVAAL-AR 12 and '13 teams and results (score: from 0 to 10).

Team Accuracy Delay lnstallati'on User Intel:o.per- Over?ll Over‘:lll

complexity | Acceptance ability score '12 score '13
;’ RAReFall (Slovenia) 6.94 10 10 8.55 7.2 8.45 8.36
E‘F CNR (Italy) 4.04 10 10 7.04 6.15 7.19 6.94
g Seville'13 (Spain) 4.68 9 10 6.99 5.54 7.05 6.89
2 Chiba'l3 (Japan) 443 10 0 5.44 2.24 4.8 4.86
= Seville'12 (Spain) 433 9 10 7.47 7.63 7.39 7.07
é CMU&Utah (USA) 7.17 9 0 7.93 6.15 6.5 6.51
E Chiba'l2 (Japan) 1.44 5 0 5.6 5.09 3.52 3.13
2 Dublin (Ireland) 0 0 10 52 1.25 2.99 2.67

6 Discussion

This paper presented a system for real-time AR and FD, called RAReFall. It was
designed for robust performance in real life, so it uses a combination of relatively
mature but finely tuned methods. Similar implementations of our system are widely
used in the observational studies (evaluated by hundreds of people) of two
European projects: Confidence and Chiron. In the first one, the AR module is used
to detect falls and daily behavior change of elderly. In the second the AR is used in

order to estimate the energy expenditure of users which have heart-related problems.

The competition setting is closer to real life than most AR evaluations, so our result
at the competition is evidence of RAReFall's practical applicability. Current
implementation of the system is intended to be used indoors; however a smartphone
implementation is considered for future development, which will make the system

usable for outdoors as well. We are also working on a system that will have only one
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wearable device comprising several sensors (accelerometer, ECG, body temperature,

body humidity, etc.). Using these sensors' data, the system should not only recognize

the activity of the user, but also should reason about the uset's behavior and health

in general.
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For wider interest

The world’s population is aging rapidly, threatening to overwhelm the society’s
capacity to take care of its elderly members. This is driving the development of
innovative ambient assisted living (AAL) technologies to help the elderly live
independently for longer and with minimal support from the working-age
population. To provide timely and appropriate assistance, AAL systems must
understand the user’s situation and context, making activity recognition (AR) task an
essential component. Detection of falls is also another important component of
many AAL systems because approximately half of the hospitalizations of the elderly

are caused by falls.

This paper presents the RAReFall (Real-time Activity Recognition and Fall
detection) system, which recognizes the user’s activities and detects falls in real time.
The RAReFall system consists of two wearable sensors (accelerometers), placed on
the user's torso and the thigh, and a laptop that receives the data through Bluetooth
and analyzes the data in real-time using artificial intelligence algorithms. The
algorithm architecture combines domain-expert rules to recognize postures (static
activities), which ensure the behavior of the system is predictable and robust, and
classifiers trained with machine learning algorithms, to recognize dynamic activities,
for which the rules are not sufficiently accurate. For the fall detection, rules are used
that take into account high accelerations associated with falls and the recognized

horizontal orientation (e.g., falling is often followed by lying).

Initially, the RAReFall system was evaluated offline, on a dataset containing a wide
range of activities and different types of falls. The accuracy of the activity
recognition and fall detection were 96% and 93%, respectively, encouraging us to
take part in the international EvAAL-2013 activity recognition competition, which
evaluates AR systems in a living lab. The RAReFall system was awarded the first
place, achieving the score of 83.6% (over all criteria), which was for 14.2 percentage
points better than the second-place system. The evaluation was performed in a living
lab using several criteria: recognition performance, user-acceptance, recognition

delay, system installation complexity and interoperability with other systems.

130




Network-Coding-Based Retransmission Scheme for Real Time
Streaming Applications in Wireless Broadcast Networks

Melisa Junuzovié!2, Kemal Ali¢!, Ale§ Svigelj'2
I Department of Communication Systems,Jozef Stefan Institute, Ljubljana, Slovenia
2 Jozet Stefan International Postgraduate School, Ljubljana, Slovenia

melisa.junuzovic@ijs.si

Abstract. In this paper, the real-time streaming applications over wireless
broadcast networks are considered. Deployment of real-time streaming
applications into the wireless networks poses more challenges than deployment
of non-real-time applications. Real-time streaming applications in wireless
systems must cope with time-varying bandwidth, jitter, delay and must be
resilient to packet loss. We propose a Network-Coding-Based Retransmission
Scheme integrated into the application layer that maintains the required
reliability and Quality of Service while posing lower bandwidth demands in
comparison to the traditional approaches. In the proposed Retransmission

Scheme, Network Coding is used to encode packets tended for retransmission.

Keywords: Network Coding, wireless network, broadcast, retransmission

1 Introduction

Real-time streaming applications such as Voice over IP (VolP), video and voice
conferencing, multimedia streaming etc. play an important role in today’s world of
Internet-based services. However, providing efficient and reliable communication in
particular in wireless environments is challenging since these applications have
requirements that differ from traditional data-oriented applications [1]. They must
cope with the Quality of Service (QoS) parameters such as delay, bandwidth, packet
loss, jitter, which all heavily influence the Quality of Experience (QoE). Moreover,
lossy nature of wireless networks may result in violation of those parameters which
cause degraded quality. For example, in the real-time video streaming applications
packet loss results in a video with blocky, mosaic-like appearance. Furthermore, User
Datagram Protocol (UDP) is preferred over the Transport Control Protocol (TCP)
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in the transport layer for the real-time streaming applications because it favours time
delivery over reliable delivery [2]. UDP is transport protocol without connection
setup delays, flow control and retransmission providing applications more raw
interface to the network. Therefore, UDP is often used in delay-sensitive real-time
streaming applications. UDP has no mechanisms to deal with packet loss, delay and
packet reordering which makes it an unreliable protocol. Thus, in order to be
resilient to packet loss UDP needs appropriate retransmission mechanism. So in this
paper an application layer retransmission scheme is proposed with packet loss
detection at the end-user side and with the retransmission mechanism at the server
side. Moreover, all retransmitted packets are potentially coded using Network
Coding (NC) technique, thus improving efficiency by reducing the number of

retransmissions.

The NC technique was originally proposed by Ahlswede et al. [3], to increase the
capacity of a single-source communication, such as a multicast stream. In opposite
to traditional networks where data packets are transmitted by store-and-forward
mechanisms in which the intermediate nodes only repeat data packets that they have
received, the NC source or intermediate node is allowed to code together several
packets that it has generated or received into one or several outgoing packets. Those
packets are then decoded by the receivers (in our case end-users). Hence, a typical
NC mechanism is composed of two main operations: coding outgoing packets on
the source node and decoding of incoming packets upon their reception on
destination nodes. Coding and decoding can be performed via the simple algebraic
coding functions such as XOR [4]. There are many different coding approaches used
in NC but the XOR operation is simple and low demanding in terms of

implementation and complexity.

The aim of this paper is to describe our approach to Network-Coding-Based
Retransmission Scheme, to compare it to the related work and to show the value of
the approach on an illustrative example. This paper is structured as follows. Related
works are presented in Section 2 where similar existing architectures are presented
with their respective advantages and disadvantages. Section 3 describes the network
model used for the implementation of the experimental testbed. Section 4 describes

our approach to the retransmission scheme in the synergy with NC. Section 5
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describes preliminary results of the network model. Finally, Section 6 gives

conclusion and directions to our future work.

2 Related Work

Since the pioneering work of Ahlswede et al. [3] numerous papers (e.g., [3]—[9]) have
appeared on the subject of NC and significant progress has been made in applying
NC to different wireless networks. The proposed works distinguish in network
model used (single-hop or multi-hop), coding and decoding algorithms (Random
NC, Linear NC etc.), retransmission schemes (ACK and/or NACK-based schemes),
OSI layers in which NC is implemented (network layer, application layer), and
applications in which NC can be applied: real-time streaming applications, [5] file
distribution, security etc. Coding Opportunistically (COPE) [4] is the first practical
NC implementation which demonstrates the practical gains obtained with NC.
There are several studies that build on top of COPE such as Efficient
Retransmission Scheme for Wireless LANs (ER) [6] but do not address the real-time
streaming applications. Nguyen al.et. [7] propose an approach for broadcast, single-
hop wireless networks with time-based retransmission scheme for real-time
streaming applications. The Network Coding Wireless Broadcasting Retransmission
(NCWBR) [8] extends the work from Nguyen et al. [7] to cover also multi-nodes
situation with envision to focus on application with NCWBR in the future. In paper
by Weiwei Fang et al. [9] they claimed that Nguyen et al. [7] paid little attention to
the solution for packet selection algorithm for coding and decoding so they
proposed novel vertex colouring-based heuristic algorithm. However, this approach
does not consider delay constraints in real-time applications neither do they pay
attention to the retransmission scheme. The possibility of maximizing throughput

through retransmission scheme in dense Wil spaces has been addressed recently in

[10].

3 Network Model

NC has proven as a promising approach for increasing throughput by reducing the
number of retransmissions. Combining the NC with the retransmission scheme the

performance in terms of efficiency, quality and reliability can be improved. The
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abstraction of the network model used in this paper is depicted in Figure 1 and is
consisted of three main parts: server, wireless router and end-users. In a real-time
system, application server transmits streamed data which is received by the end-users
application. Stream is divided into data packets with fixed sizes. Packets are sent to
the end-users in sequentially order with equal inter-arrival time using multicast
technique. Multicast technique has been selected as it is more selective since only a

group of end-users are receiving the stream [11].

Streaming

Multicast group of end-users Wireless Router Real Time Streaming Server

Figure 1. Network model

One of the solutions would be a unicast technique where every packet is unicasted
to each end-user. Although the wireless medium is inherently broadcast in nature,
there are a number of key differences between the handling of unicast and
multicast/broadcast frames. In order to cope with the higher frame loss and
collision rates in the wireless network as compared to a wired network, the 802.11
Medium Access (MAC) protocol mandates Acknowledgments (ACKSs) of received
unicast frames and retransmission of non-acknowledged frames. In contrast, the
802.11 MAC does not provide retransmission mechanism for multicast/broadcast
traffic so that the packet delivery is not guaranteed. On the other hand multicast and
broadcast techniques conserve bandwidth of a network because only the
transmission of a single packet is necessary rather than sending packets individually
addressed to each node as in unicast technique. This is especially important with
wireless networks having limited throughput available. If a large group of wireless
end-users need to receive a particular video stream then unicasting to each user
individually would require many separate video streams, resulting in inefficient use of

the available bandwidth. In contrast to the unicast, multicast and broadcast
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approaches permit a much more efficient use of bandwidth by sending just one copy
of the packet to all or a group of end-users. As we want to improve bandwidth to
get more end-users per Access Point (AP) multicast scheme has been selected.
Moreover, retransmission scheme is needed to guarantee reliability and desirable
QoS and QoE. Negative Acknowledgement (NACK)-based retransmission
approach has been selected over the Positive Acknowledgement (ACK) approach. In
ACK approach each end-user has to send an ACK for each received packet which
may lead to numerous ACK packets at the server side and to additional occupation
of the wireless channel. Instead of acknowledging every successfully received packet,
NACK is used to detected missing packet. NACK-based protocols generally require

less frequent feedback to the server which improves protocol efficiency.

4 The proposal of Network-Coding-Based Retransmission Scheme

Proposed scheme that is considered has been depicted in Figure 2. Sequence
diagram in Figure 3 describes the same concept. For simplicity reasons, only two
end-users are shown in the presentation, though the concept can easily be
extrapolated to multiple users. In the planned testbed the number of end-users will
be increased to test the capacity limits of the system. Real-time server sequentially
transmits packets to a multicast group of end-users as depicted in Figures 2 and 3.
Stream 1s divided into packets A, B and C, respectively. Due to wireless link quality
variations, End User 1 has not received packet B. In addition, End User 2 failed to
receive packet C. Missing packet are identified at the End User side with the help of
a sequence number. End-users request retransmission of lost packets with NACK
packets. Thus, as depicted in our case on Figures 2 and 3, the End User 1 sends
request for retransmission of packet-B, while the End User 2 requests the

retransmission of packet-C.

Streaming
End User 1 vl -
sy ()
-

fmm= g

0

|
ind Us N
End User 2 | A ‘ B <] NS
Wireless Router Real Time Streaming
Server

Figure 2. Streaming over lossy wireless network
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Figure 3. Sequence diagram for Network-Coding-Based Retransmission Scheme

When the server receives the retransmission requests it selects appropriate packets
tfor coding as depicted in Figure 4. The goal of coding is that encoded packet can be
decoded by as many end-users as possible. In our case the server codes packets B
and C together into packet BEOC and multicasts it to both users. Upon receiving the
encoded packet end-users can decode it only if they have received and stored one of
the original packets. Decoding is presented also in Figure 4. For example, End User
1 has stored packets A and C. When he receives encoded packet BEOC he will take
the original packet C from his buffer and perform decoding XOR operation
COBDC) = B. As we can see, decoded packet is B, which is exactly the requested
one. The same process is applied at End User 2 where content of packet C is
received. In the case of traditional retransmission approach server would need two
retransmissions to deliver the lost packets. By applying the NC principle and coding
the two packets together bandwidth required by the retransmission mechanism is in
our case reduced by 50%. By increasing the number of end-users also higher gains

can be obtained.
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Figure 4. Retransmission request, coding and decoding procedures

By introducing NC the question of addition delay arises naturally. In comparison to
unicast mechanism the confirmation messages cannot be synchronous, thus
introducing additional delay. Furthermore, the coding and decoding process require
processing time. Still, we expect that the additional delay introduced by NC will not
affect the QoE on the end-user side as all the operations will be carried out within

the buffer time of the stream.

5 Preliminary evaluation of the proposed wireless multicast

network model

In this section we describe preliminary results that were collected on the

experimental wireless multicast network consisting of server, wireless router and two
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end-users. The environment is based on IEEE 802.11 Wireless Local Area Network
(WLAN). Server is connected to the wireless router via Ethernet cable while end-
users are connected via WLAN interfaces. Both applications for server and end-
users were written in C programming language using UDP multicast sockets. Router
must also support multicast traffic. Server was streaming a text file divided into
packets of 512 bytes to the end-users which were part of the multicast group. End-
users were storing the received text file packet by packet and detecting lost packets.

Preliminary results show that packet loss at end-users is unpredictable and highly
varies, from 20% to 50%. Based on these measurements we conclude that wireless
channel is lossy and prone to errors and thus very suitable for the proposed
retransmission scheme. Moreover, performed experiment showed that packet loss is
asymmetric which means that diversity of lost packets is represented across different
users. This is a prerequisite for Network-Coding capable wireless network. Thus,
applying Network-Coding-Based Retransmission Scheme to wireless packet

networks seems a great way of achieving the appreciable efficiency gains.

6 Conclusions and Future Work

In this paper we presented our approach to improve quality in real-time streaming
systems using NACK-based retransmissions scheme in the synergy with the NC.
The proposed approach will be implemented for the real-time streaming application
at both, the server and the end-users sides. Appropriate packet selection algorithm
will be developed for coding and decoding purposes in order to take into account
delay constraints in real-time streaming systems and to reduce the number of
retransmissions. Thus, not only the network throughput will be improved, but also,

more importantly, quality of real-time streams in wireless network.
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For wider interest

Real-time streaming applications such as VolP, video and voice conferencing,
multimedia streaming etc. play an important role in today’s world of Internet-based
services. Those services have stringent requirements in terms of delay and quality
which are sensitive to packet loss and delay. Due to the lossy nature of wireless
networks it is challenging to deal with those requirements so two techniques are
combined to overcome these problems. The first one is Retransmission Scheme and
the second is Network Coding (NC).

Retransmission scheme is implemented because the majority of real-time streaming
applications are based on the unreliable transport protocol which has no
retransmission scheme to deal with the packet loss. Retransmission scheme on top
of the transport protocol will be implemented to detect lost packets and retransmit

them in order to provide better quality.

Moreover, NC is used to improve the throughput of the wireless network. NC
combine different packets together and instead of retransmit them one by one, it
codes them together and transmits them in one retransmission. However, the end-

users must also have the support for decoding those packets.

The advantages of the proposed schemes over the traditional wireless broadcast are

in the improved network performance in terms of reliability, quality and throughput.
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Abstract. This paper presents the performance evaluation of the ITU-R
P.1546 propagation model implemented in an open source network planning
tool GRASS RaPlaT. The ITU-R P.1546 propagation model is implemented as
a separate path loss module r.ITUR1546. The path loss predictions obtained by
the r.JTUR1546 module were compared with path loss predictions calculated
by the WinProp propagation modelling tool and the rhataDEM GRASS
RaPlaT module. We noticed high agreement between the WinProp and
r.JTUR1546 model results for distances up to 100 km and between the
r.hataDEM and r.ITUR1546 model results for distances up to 10 km.

Keywords: Propagation prediction, path loss, field strength.

1 Introduction

Software tools for radio signal coverage prediction and network planning are
essential for network design and maintenance. The prediction of signal levels at a
particular location is based on path loss propagation models. The conventional
propagation models for the UHF frequency band are the Hata and Okumura-Hata
models for mobile networks, and the ITU-R Recommendation P.1546 for TV
broadcasting. The ITU-R Recommendation P.1546 is implemented by several
propagation tools and it is actually a standard model for radio coverage prediction

tor TV broadcasting.

Existing commercial radio propagation prediction tools use dedicated computer
software for simulation of signal loss in conditions very similar to the real world

environment, but they are intended for specific tasks and in general do not allow
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users to add new propagation models or modify the existing ones. Since radio
propagation depends on geographical data (e.g. terrain profile, vegetation data), a
possible approach is to take an existing open-source modular GIS (Geographic
Information System) tool and create additional specific modules for radio
propagation calculations [1]. Our tool, GRASS-RaPlaT (Radio Planning Tool for
GRASS), is based on the open-source Geographical Resources Analysis Support
System (GRASS). It uses the GRASS support for geographic environment (terrain
relief) and other functionalities (displaying, etc.) important for radio coverage

computations and display [2].

The paper is organized as follows. In the next section we describe the ITU-R P.1546
model and its implementation. Our implementation of the model, ie. the
r.JTUR1546 module for the GRASS RaPlaT network planning tool, is described in
Section 3. The performance evaluation of the implemented I'TU-R P.1546 model is

given in Section 4. The paper concludes with final remarks and future work.

2 ITU-R P.1546 Propagation Model

The ITU-R P.1546 propagation model describes point-to-area signal path loss for
terrestrial services in the frequency range from 30 MHz to 3000 MHz over land and

sea paths up to 1000 km length for effective transmitting antenna height less than
3000 m.

The Recommendation provides a method for point-to-area predictions for terrestrial
services based on empirically determined field-strength curves, as functions of
distance 4 between the transmitter and the receiver and other parameters such as
catrier frequency f, transmitting/base antenna height 4, time percentage 7 of the
service availability at 50% locations, and the receiving antenna height 4, at the
representative clutter height. The field-strength curves in Figure 1 represent an
example of land path field-strength values for 1 kW effective radiated power (e.r.p.),
where f= 600 MHz, 7= 50%. For land paths, there are nine such collections of
curves that define field strengths for different frequencies and percentage of time.
The reliability of the model depends on the accuracy of the measurements and on
the similarity between the environment considered in the model and the

environment in which the measurements were actually carried out.
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Figure 1: An example of ITU.R P.1546 electrical field strength curves

For the implementation of the method, we used tabulated field strengths available
from Radiocommunication Bureau [3]. The actual field strengths values are obtained
by interpolation or extrapolation of the tabulated values. The field strength
calculation includes also corrections concerning terrain clearance and terminal clutter

obstructions.

2.1 Interpolation/extrapolation of fields

If actual parameter values do not coincide with tabulated parameter values
={1,10,50}, /={100,600,2000}, h,={10,20,...,300,600,1200}, d={1,2,3,...,975,1000},
the interpolation or extrapolation of the field strength is to be performed. The
Recommendation  specifies the interpolation/extrapolation procedures and

limitations of parameter values. First, the distance 4 between the transmitter (Tx)
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and receiver (Rx) is calculated. Next, the average terrain height between Tx and Rx is
estimated using the terrain digital elevation model. If 4 <15km, the terrain is
averaged between 0.2* and distance 4, while for distances larger than 15 km the
terrain is averaged between 3 km and 15 km from the transmitter. The average
terrain height is applied to determine the effective transmitter antenna height 5,
which is the difference between the antenna height above sea level and the average
terrain height. Next, the inferior and superior values of the input (4 f, 5, d)
parameters are calculated: Tinf, Tsup, Finf, Fsup, Hinf, Hsup, Dinf, Dsup. Inferior and
superior mean the nearest tabulation values smaller and greater, respectively, from
the actual value. Knowing the distance 4 between Tx and Rx, height /,, carrier
trequency f, percentage of time 7 and inferior and superior values, interpolation or

extrapolation is performed according to the standard procedures and formulas [3].

2.2 Electrical field corrections

In order to improve the precision of the model, additional corrections to the
calculated field strength E from the interpolation/extrapolation in section 2.1 are
applied, namely, the terrain clearance angle correction, correction of the
receiving/mobile antenna height, correction for short urban/suburban paths and

correction based on tropospheric scattering.

The most important correction of the field strength is the terrain clearance angle
correction, which improves the prediction accuracy by taking into account the
obstacles near the receiver that are obstructing the direct line from the receiver to
the transmitter. The terrain clearance angle is defined as an angle between two lines,
namely () a horizontal line from the top of the receiver antenna and (ii) the line
connecting the top of the receiving antenna with the point of the highest obstacle in
the direction toward the transmitter but no further that 16 km from the receiver (if
d 2 16km). The angle must be limited to the range between 0.55 and 40 degrees. The
electrical field correction that depends on this angle lies between 0 and -37 dB for

small and large clearance angles, respectively.

Beside this correction, tropospheric scattering also contributes to the received signal.
Additionally, correction for the receiving antenna height has to be added to the

model if the receiving antenna height is below the height of the surrounding
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obstacles R. For transmitters located in the urban and suburban areas, the cotrrection

over short urban and suburban paths must be added.

3 Implementation of the r.ITUR1546 module

The RaPlaT module r.JTUR1546, written in the C programming language, calculates
radio signal path loss according to the ITU-R P.1546 propagation model. For its
computation, the module needs DEM (Digital Elevation Map), i.e. a raster map
describing the terrain profile (heights above sea level in [m]). The signal path loss in
[dB] is calculated for each raster point, representing a possible receiver location.
DEM data is used to calculate the transmitting/base antenna height, and (for each
point) the receiver antenna height, terrain clearance angle, and other necessary
variables including all the corrections. The result is a raster GRASS map (Figure 2)
with circular surface with the transmitter in its center, with each point having the
value of the signal fading in [dB] in that point relative to the transmitter (the
situation corresponds to the isotropic radiation diagram with 0 dB gain). We limit
our implementation of the module rITUR1546 only to propagation over land. The
sea path propagation will be included in the future.

DEM MAP

Input parameters:
t, f, ha, h2,
coordinates of transmitter (X,Y),
type of area, radius

< =

PATH LOSS MAP

GRASS RaPlaT

r.ITUR1546 computes:
[ (d, h1, E, Otca, Beff,
Eeq, Loss, etc)

EN

Figure 2: The principle of creating path loss map from module r.TTUR1546

4 Performance evaluation of the model ITU-R P.1546
4.1 Comparison between r. ITUR1546 and WinProp

Performance and accuracy of the developed module for the signal path loss
prediction was investigated by comparing simulation results from the GRASS-
RaPlaT module r.JTUR1546 and the WinProp simulation tool [4]. An example of a
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path loss map obtained with r.ITUR1546 is shown in Figure 3 (a) for a transmitter
located on the Krvavec mountain, Slovenia. Figure 3 (b) shows path loss computed
with WinProp for the same transmitter and parameters: transmitter antenna height
ha =70 m, frequency f= 562 MHz, time percentage 7= 50%, receiving antenna
height 4, = 20 m, calculation radius 100 km [5].

Loss [dB]

100 km

(2) (b)
Figure 3: Path loss at 562 MHz: (a) computed with rITTUR1546,
(b) computed with WinProp

Table 1 shows the mean error and standard deviation of the difference between the
path loss maps produced by rITUR1546 and WinProp. The comparison includes
four TV transmitters in Slovenia located at Krvavec, Krim, Kum, and Trdinov vrh,
with the same parameters: /= 562 MHz, #= 50%, b, = 20 m, radius of calculation
100 km. Since WinProp does not take into account the correction due to the
receiving antenna height defined in section (2.2), all comparisons are done by
neglecting this correction to the field strength also by the rITUR1546 module. For
all transmitters, the path loss prediction results from both modules agree rather well.

Good agreement is also confirmed by Figure 4 showing a path loss segment from
loss maps from r.ITUR1546 and WinProp.
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Table 1: Statistical error data of the difference between the path loss maps
from r.ITUR1546 and WinProp

Location ha (m) mean error (dB) standard deviation (dB)
Krvavec 70 -0.685876 0.590472
Krim 50 -0.562168 3.57949
Kum 50 0.342717 3.2903
Trdinov vth 70 0.62162 2.24569
180 ha=70 m, f=562 MHz, h2=20 m, t=50 %, radius=100 km
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Figure 4: Path loss segment from rITUR1546 and WinProp

at distance 0-100 km from transmitter at Krvavec

4.2 Comparison between r.ITUR1546 and r.hataDEM

According to Recommendation, ITU-R P.1546 produces results similar to the
Okumura-Hata method for distances up to 10 km, /,=1.5m, R=15m [3]. For
comparison with the Okumura-Hata method, we used the rhataDEM module
developed at Jozef Stefan Institute (JSI), which implements a modified/extended
Okumura-Hata model that additionally takes into account the ground cover
surrounding the receiving/mobile antenna. The comparison has been done for two
locations, JSI in Ljubljana and Krvavec, with the same parameters: sz = 70 m,
/=900 MHz, 7=50%, h,=15m, radius=10km. Statistical analysis of the
difference between the maps created by both tools shows that the path loss
prediction results from both tools agree rather well for the transmitter at the JSI
location for short distances up to 10 km, but not for the transmitter at the Krvavec

location, even for short distances below 10 km.
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Figures 5 and 6 show path loss segments created by r.hataDEM and r.ITUR1546 for
both locations. For the flat terrain around JSI with the transmitter at the JSI location,
both models produce very similar results (Figure 5). In the case of a hilly terrain like
the one at the location Krvavec (a mountain with the transmitter 1740 m above sea

level), the differences between both models are much more pronounced (Figure 6).

ha=70 m, h2=1.5 m, f=900 MHz, radius=10 km
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Figure 5: Path loss segment from r.ITTUR1546 and r.hataDEM
at distance 0-10 km from the transmitter at JSI
ha=70 m, h2=1.5 m, f=900 MHz, radius=100 km
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Figure 6: Path loss segment from r.ITUR1546 and r.hataDEM

at distance 0-100 km from the transmitter at Krvavec
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5 Final remarks and future work

The main purpose of creating the rJTUR1546 module was to be able to use the
RaPIaT tool also for TV broadcast propagation prediction. The correctness of our
implementation has been verified by comparison of the results with the results of the

commercial WinProp tool.

ITU-R P.1546 describes a method for point-to-area radio coverage prediction for
land services in the frequency range 30 MHz up to 3000 MHz and as such it could
also be used for umbrella cells in mobile networks. Comparison with the Okumura-
Hata model (using the RaPlaT r.hataDEM module) for distances up to 10 km (as
specified by ITU-R P.1546) confirmed that both models produce very similar results
for a flat terrain, while for a hilly terrain the differences between both models are

noticeable.

Currently, the r.ITUR1546 module computes only land path loss and does not
support clutter maps, which would be used to specify various types of the terrain in
the coverage area (urban, suburban, etc.). In the future, the module will be improved

by adding computation over sea and support for clutter maps.

Another future improvement will be implementation of the Recommendation I'TU-
R P.1812, which complements ITU-R P.1546 and specifies a path-specific
propagation prediction method for point-to-area terrestrial services in the VHF and
UHF bands.
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For wider interest

Radio network planning and dimensioning have significant impact on wireless
system performance and capacity. Various commercial network planning and
dimensioning tools with different radio signal propagation models are implemented
and available on the market. Their price and especially inflexibility led us to look for
an open-source solution. At JSI we developed our own GRASS-RaPlaT tool, which
is an open-source radio planning tool, especially designed for radio coverage
calculation of GSM/UMTS systems, but can be applied also to other wireless
systems. Its structure is modular and characterized by high level of flexibility and

adaptability.

The paper describes the performance evaluation of the ITU-R P.1546
Recommendation method, implemented in a particular new module, suitable for
modelling propagation path loss in broadcasting, land mobile and certain fixed
services in the frequency range 30 to 3000 MHz and for the distance range 1 km to
1000 km. The propagation module is based on interpolation or extrapolation from
empirically derived field strength curves as functions of distance, antenna height,
frequency and percentage of time. The calculation procedures also include

corrections for terrain clearance and terminal clutter obstructions.

The path loss predictions obtained by the rITUR1546 module were compared in the
paper with the path loss predictions calculated by the professional WinProp
propagation modelling tool, and the r.hataDEM GRASS RaPlaT module based on
the well-known Okumura-Hata propagation model. The rITUR1546 model
simulation results show considerable matching with the WinProp tool for distances

up to 100 km and with the r.hataDEM module for distances up to 10 km.
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Abstract. The paper presents a case study on adaptive nonlinear model
predictive control (MPC) based on a Gaussian process (GP) model. MPC
requires a model of the controlled system. We identify a NARX GP model
using only 15 measurements of inputs and outputs. The model prediction itself
is a normally distributed random variable. The information from a normally
distributed prediction is used for implementation of probabilistic model
predictive control. Our goal is to illustrate the effects on the controlled system
performance. By examining the empirical results under the specified

requirements, we can infer that the control performance is acceptable.

Keywords: Adaptive model predictive control, Gaussian process model.

1 Introduction

Control systems are most often based on the principle of feedback, whereby the
signal to be controlled is compared to a desired reference signal and the discrepancy
used to compute corrective control action. The term named closed-loop contro/ comes
from the information path in the system: process inputs have an effect on the
process outputs, which is measured with sensors and processed by the controller to
form a control signal. This signal is “fed back™ as input to the process, closing the
loop. Methods such model predictive contro/ (MPC) were developed to make control of
nonlinear systems to perform as close as possible to optimality. The idea of MPC is
that a control performance test is measured on a model by finding the optimal input

signal. The control performance relies on a criterion to be minimized which is called
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a cost function. When finding an optimal control performance according to the cost
function, a part of this input signal is applied to the real process. We will focus
specially on the variance obtained from the probabilistic model and we will use this

information inside a cost function.

2 Model predictive control

Model predictive control (MPC) is an intuitive and advanced approach for the
control of dynamical systems. It requires a model of the controlled process and this
model can be as simple as a step response in time-domain or a first-principle one,
described with partial differential equations. The model is used by an optimization
algorithm which simulates the process output to find a suitable control input which
is then partially applied to the process. The devotion to output response optimality is
expressed in terms of cost function minimization under some feasibility constraints
but it always depends on the model accuracy. A cost function takes three arguments
in general: the reference point where the process is wanted to be driven, the

simulated output from the model and input to the model.

The usual way of computer-aided control design restricts the process output
sampling and input control action to be taken at discrete-time intervals!. In a similar
way we are dealing with the discrete model. We can present the values of a simulated
output signal for a given input as discrete-time values for a finite number of discrete-
time steps as shown in Figure 1. H), is called the predictive horizon and is the number
of total time steps we take into account for predicting the future signals. MPC
control is called also receding horizon control because the optimal control input is
recalculated by each new discrete-time instant. Another point of MPC is how an
input signal is chosen. A possible simple design is to set a parameter for each step till
the end of control horizon H,, is reached and the sequent input signal is set to a

constant value till the end of prediction horizon.

! We omit the discretization problem of continuous systems
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Figure 1: Illustrative example of input optimization
within the receding horizon context

From a practical point of view, the concept of receding horizon uses the predictive
horizon as a moving frame inside which a sequence of future H), discrete input
values is chosen to optimize the simulated (model) response with same initial state as
the current state of the controlled process. By matching the current state of process
with the model, we apply a feedback from the process state to the model and form a
closed-loop control. The closed-loop concept occurs because using the state of process
is a persistent observation of the system output and this information is fed back to

the regulator part.

Adaptive controller is the controller that continuously adapts to some changing
process. These are meant for the control of time-varying nonlinear systems or for
time-invariant nonlinear systems that are modeled as parameter-varying simplified
nonlinear models. The designed scheme used for adaptive MPC is shown in Figure
3. The optimizer uses a model to simulate, searching the desired response T by
finding a suitable input which will be then partially applied to the plant.
Furthermore, the control algorithm is altered to an adaptive one which repeatedly
updates the model online. This structure is shown as wodel identification block. The
data for identification is made by taking the process input u and output y. A
problem occurs when such control system starts without any identification data to

build a model. We override this by giving an initial model.
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3 Model identification

The MPC control algorithm requires a model of the controlled system. We consider
a black-box dynamic model in the NARX representation [1-2], where the output at

time step k depends on the delayed outputs y and the exogenous control inputs u:

y(k) = f(y(k = 1), .., y(k — L), u(k — 1), ..., u(k — L)) + €(k), (1)

where f denotes a function, € is white noise and the output y(k) depends on the
state vector x(k) = [y(k —1),..,y(k = L),utk —1),..,u(k — L)]* [1].
Assuming the signal is known up to k, we wish to predict the output of the system [
steps ahead, ie, we need to find the predictive distribution of y(k + 1)
corresponding to x(k + 1), if a probabilistic model is taken into account. Multi-
step-ahead predictions of a system modelled by (1) can be achieved by iteratively
making repeated one-step-ahead predictions, up to the desired horizon [1]. One of
possible implementations of a NARX model is the Gaussian process model which

will be presented in subsection 3.1.

3.1 GP model

GP model is a probabilistic, non-parametric model based on the principles of
Bayesian probability [3]. It is probabilistic because its prediction is normally
distributed and it is non-parametric because it has no structural evidence of a
modeled system. This kind of modeling is classified as supervised learning and
during the building phase it depends on a learning set. In our case, the learning set
can be percieved as the model itself. The learning set U of our model is composed

from delayed input and output signal measurements of the process. This kind of

154



data is followed from the NARX model form. Fach element {x;,y;} € U is split
into an input vector X; and its predictive target y; for i = 1, ..., N where N is the
size of learning set U. The output values y; are assumed to be noisy measurements
of an undetlying function f(x;) with conditional probability distribution p(y;|f;) =
N(fi,0%). Let f=[f(x1), .., f(x))]" and f = [yy, ..., Yn]" , then the learning

set U is used to form a joined Gaussian distribution of function values f [4]. This is
a Gaussian process and it is defined as a collection of random variables with joined
Gaussian distribution p(y;|U) = N (0,K) where K is a (semi-positive definite)
covariance matrix which inherits the input part of the learning set U by mapping its
paired inputs X;,X; with a covariance function kK(x;, X;). Intuitively, the covariance
function K returns a scalar value, representing how two inputs from U ate related to
each other. For now, we keep in mind just what covariance function does, but not
how it is made. A common aim in regression is to predict the output ¥* from a new
input X given the learning set U and a known covariance function k(xi, xj). It can
be shown that the single postetior distribution p(y*|U,x™) can be analytically

solved [4], hence we get the form of GP model prediction:
p*lx*, W) =Ny KTKly [ k(x*,x*) — KTK k") (2)

where K* = [k(xq, x*), ..., k(xy, x*)]T is the vector of covariance function values
between the inputs x; € U, i = 1, ..., N and the prediction input x*.

The covariance function design was omitted but it is essentially the main part of GP
model structure along the learning set U. Inference in GP firstly involves finding the
form of covariance function k(xl-, xj) to provide a Bayesian interpretation of &erne/
methods °[3]. Tts value expresses the correlation between the individual outputs y; and
y; with respect to inputs X; and X;[3]. Usually, the covariance function is used along
with some parameters, i.e. hyperparameters. The use hyperparameters can highlight or
neglect the regressors from an input vector X;. Assuming stationary data is

contaminated with white noise, most commonly used covariance function is a

composition of the square exponential (SE) covariance function with “automatic

2 The theory of kernel methods will not be discussed here. For more information,
some surveys into kernel methods are provided [4-0].
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relevance determination” [7] (ARD) hyperparameters and an additional term &;; for

the white noise assumption [3]:

D
1
k(xi,x;) = v exp <—§ Z Va(Xig — xjd)2> + V184, ()
d=1

where ¥, are the automatic relevance determination hyperparameters, v, and Vg are
hyperparameters of the covariance function, D is the input dimension, and §;; = 1
if i =j and §;; =0 otherwise. The method of setting hyperparameters 6 =

[Vo, V1,91, ..., Ugq] will not be discussed here, but can be further provided in [3-4][7].

3.2  Evolving GP model

This subsection is summarized from [3]. The Evolving GP model (EGP) is inspired
by Evolving systems [8], which are self-developing systems, adapting on-line both,
structure and parameter values of the model from incoming data [8]. We use the
term Evolving GP models in sense of sequential adapting of both, the “structure” of
GP model and hyperparameter values. This enables fast and efficient GP model
adaptation to the time-varying system. In comparison with the learning set U of a
GP model, the learning set of an EGP model Uy, is said to be an active set with the
property that only a subset Uy € U of entire learning dataset U is used for
modeling with EGP.

Similarly as in [9] we decided to use fixed squared exponential (SE) covariance
function with ARD (3) because its functionality is able to find influential regressors.
With the optimization of the hyperparameter values, uninfluential regressors have
consequently smaller influence to the result. Therefore, all available regressors can be
used and consequently, only the active set U, and hyperparameter values 0 are to be
adapted sequentially. In general the proposed method consists of three main steps to
adapt the GP model sequentially: Update of active learning set, hyperparameter

optimization, covariance matrix inverse calculation.

In our specific case we have an EGP of NARX form whose incoming data consists
from an input vector X; of delayed inputs and outputs and its target value y; of the
current output. For every new incoming data, the novelty of the data according to

the current GP model is verified. This is simply done by predicting the output mean

value E[y;] of the incoming input vector x; and compating to the measured value
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yi. If the condition |E[y;] — y;| > {ggp is true for a pre-set threshold {g¢p, the
element {x;,y;} € U is added to the active set U,. A method for excluding elements
must be used if the active learning set has to be limited to a maximum size. This
methodology will not be discussed here but more information about excluding

elements from an active set is available from [3,9-10].

4  Case study

4.1  Bioreactor
The adaptive MPC-GP method will be examined with a simplified model of
bioreactor [12]. It is an open-loop stable, nonlinear and second order system,

desribed with difference equations:

x1 (k)5 (k)

x;(k+1)=05 () + 24,00 — 0.5 u(k) x,(k), (4)
B x1 (k)5 (k)

x,(k+1)=0.5 100 T 24, (0 — 0.5 u(k) x,(k) +0.05u(k), (5)

y(k) = x,(k) + e(k), (6)

where u is system input, limited to [0,0.7], x; and x, are system states, and the

output y is contaminated with a normally distributed noise € with p(€) =

N (0,0.001).

4.2  Control design
The cost function:

Hp

J= ) @G+ D= Ely (k + D) + y, varly (k + )] )
i=1

is used to find the optimal control input u.

Because we need an initial GP model to perform effectively a simple proportional
(P) regulator was used to train a GP model in closed-loop in the first 0 < k < 30
time steps. At k > 30 the adaptive MPC-EGP regulator was activated and replaced
the proportional one. The error threshold for EGP model update is set to {ggp =
0.021 and we restricted the EGP active learning set U, to a maximum of 15

learning points.
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Just a representative segment of the closed-loop performance is shown in Figure 3
for prediction horizon Hp, =8, control horizon H, =1 and cost function

parameter ¥, = 0.14.
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Figure 3: Closed-loop control of bioreactor. The upper window
contains a reference signal (blue), process output (red) and one-step
prediction mean with double std. deviation (black with gray gap). The
lower window is control input.

5 Conclusion

Our goal was to illustrate the controlled system performance using an EGP model
with a limited learning set to 15 data inputs. The results from Figure 3: Closed-loop
control of bioreactor. The upper window contains a reference signal (blue), process
output (red) and one-step prediction mean with double std. deviation (black with
gray gap). The lower window is control input. show that the performance is
acceptable. Using a larger prediction horizon is unnecessary for this specific case.

One should note that we implemented an adaptive control algorithm which adapts
the GP model on-line and its prediction could predict a much smaller uncertainty

compared to an offline GP model.
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For wider interest

Bioreactor processes are the core manufacturing process in the biotech industry.
Delays and process upsets can result in the loss of money in revenue through lost
product and downtime. Because the bioreactor is such a critical component, keeping
it running is essential to the profitability of a biotech operation. For the efficient
operation high-quality control is necessary. Processes demonstrating highly nonlinear
behaviour such bioreactors can be operated in regimes closer to the process
optimum, where simple controllers may fail. Unfortunately, the precise and
appropriate model for MPC requires significant time and effort to construct and the
proposed adaptive MPC using a probabilistic black-box model might be an efficient

solution.
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Abstract. Energy consumption and occupant’s comfort are key factors when
evaluating smart home environments. The focus of this paper is on thermal
comfort, which is highly affected by environmental factors (temperature,
humidity, radiation of elements and air movement), as well as by occupant-
related factors (occupants’ level of activity and clothing insulation). To satisfy a
thermal comfort objective, energy is needed for heating and cooling. However,
the energy saving aspect should not be omitted. This papet's contribution is
two-fold: (i) a proof-of-concept analysis of smart home control based on
occupants’ activity level, which was estimated using an activity monitoring
method and (if) a trade off analysis between the energy consumption and
thermal comfort when the activity level is served as an input into an intelligent

home energy management systern.

Keywords: HVAC, energy saving, occupants' comfort, occupants’ activit
yw 5 gy g, P > p y

level.

1 Introduction

Research focused on regulation of the smart home environment has already been
looked at from various perspectives, such as economic, ecological, assistive, etc.
Common to each of them is that they all take into account the occupants’

satisfaction and comfort, both depending on the environmental and personal factor.

The regulation of the temperature in a building environment is a complex problem.
The room heating process is (i) slow due to room's thermal inertia, (ii) time delayed,
since the effect of actions take time to feel the results (iif) multivariable, since indoor

temperature is affected by various heating bodies, such as occupants, the sun shining
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through the window, as well as mechanic heaters, and (iv) non linear, 1.e. the rise
time of indoor temperature varies at different outdoor temperatures [1]. In
development of temperature control strategies it is highly important to have a good
building model. The building model can be either a black box model, a pure
machine-learning model in which the physical relations are result of a machine-
learning process, a white box model in which the physical relations are given

according to laws of physics, or a combination of both [2].

It is a well-known fact that the lack of time of active population has taken certain
tasks from the dedicated facilities to our homes, one of such being the scheduled
physical activity. Such task has an increased impact on the temperature and quality of
air either in the dedicated facility or, as in our case, at home, change of which affects
the comfort of the occupant. For example, if the occupant is resting and watching
television, the temperature of the room should be higher than in the case when the
occupant exercises. This indicates that smart home systems would positively benefit
if a measure of occupant's activity level were one of the inputs to the system. Can

we measure the activity level?

The term used to quantity physical activity is energy expenditure (EE) and is usually
expressed in metabolic equivalents of task (MET), where 1 MET is considered as
resting metabolic rate (RMR), defined as the energy expended at rest. MET values
range from 0.9 (sleeping) to over 20 in extreme exertion. EE can be directly
measured using approaches such as direct or indirect calorimetry, or doubly labelled
water [3]. These methods are expensive and cumbersome for free-living applications.
Commercial devices for estimation of EE come in a form of one- [4][5] or multi-
sensor wrist or armbands [6] that can be used in every-day life. They are based on
the concept of high correlation between movement of inertial sensors and activity
level. Shortcomings of these devices are high price and low estimation accuracy
when it comes to non-sport activities. Our research on activity monitoring has
proved that similar or even better results can be obtained utilizing commercial
inertial sensors. For example, smartphone inertial sensor [7], which can be easily
integrated into the smart home architecture as a software agent. An example of
multi-agent architecture for smart building control can be seen in literature [§],
where the occupant chooses the strategy, either to minimize the energy
consumption, energy costs or to maximize the comfort. The referenced system is

adopted as an initial system in this paper.
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2 The notation of thermal comfort experience

Thermal comfort experience is the notion of the thermal sensation of a person in a
conditioned environment. The predicted mean vote (PMV) index expresses the
thermal sensation on a 7-point scale ranging from -3 to +3, where negative values
denote cold sensation and positive values denote warm sensation. The value O
denotes neutral sensation, which is the target value for indoor air conditioning. The
more distant from O the PMV is, the more cold (if negative) or hot (if positive) is the

sensation.

The PMV calculation is based on environmental factors, such as temperature and
humidity, and occupant-related factors, such as clothing insulation and activity level.
In contrast to environmental factors, the occupant-related factors are harder to
perceive in order to include them into a control system. The following subchapter
presents the environmental and occupant-related factors, which are included in

calculation of the PMV according to the standard ISO-7730 [13].

Several research papers can be found on PMV index regulation. Calvino et al. [12]
developed fuzzy controller and Ciglar ert al. [14] and Liang et al. [15] used the model
predictive controller for PMV regulation. Experiments were done either in simulated
environment or in the real living environments, but all of them assume the clothing

and activity of a person as a static, predefined value.
2.1 Parameters, used to compute PMV

According to ISO-7730, the PMV is calculated according to the following
parameters: clothing insulation (clorace [clo]), activity (metrae [MET]), air temperature
(Tin [°C]), relative air velocity (var [m/s]), relative humidity (RH [%]) and mean
radiant temperature (Tw, [°C]). The units important for this research are defined as
follows: 1 clo=0.155 m?°C/W and 1 MET =582 W/m?2 We analysed how the
parameters influence the value of PMV. For this analysis, we fixed the value clogae at
0.5 clo and vy at 0.1m/s. Figure 1 shows the PMV petr metrae, where the Ti, is a
parameter ranging from 14 to 28°C; Ty, equals Tip; RH is fixed at 60%. Figure 2
shows the PMV per metrae, where RH is a parameter ranging from 10 to 90%; Ti,
and Th: are fixed at 22°C. Comparing Figure 1 and Figure 2, we can observe that
the Ti, has significantly stronger influence on the PMV than RH. Therefore we
decided to regulate PMV using Ti,.
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3 Control system

The control system is implemented in Java Agent Development Environment
(JADE) [8] as a part of hierarchical agent architecture, based on our previous
research [9] and is roughly presented in Figure 3. The right part of the figure
presents a model of a building and its occupant. The weather and person dataset
present the data used for simulation. The top side presents a sensor network, which
performs environmental state sensing and estimation. The left side presents a
heating controller, which controls the temperature in the building (Reg) by
minimizing the difference between the reference temperature Ti, and the indoor
temperature ti; and operates only during occupancy. Tj, is delegated by a set-point
delegation module (Setpt. deleg.) of the heating controller in a way to minimize the
difference between the value of PMV and PMV,.. The PMV,f is set according to

the occupants’ requirements for comfort and energy consumption. The value of

Control system Sensor network Simulation environment
based on agent state sensing i
architecture and estimation

Building model

Heating controller Chiller

Heater

o Reg > S.Heater

—~
=1

DI:IE

—

states

| Weather and personal dataset |

Figure 3: Control schema. The left side of the figure presents the control

system and the right side the controlled environment.
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PMV.,s is an absolute threshold value for PMV regulation, which should be satisfied
during room temperature control. For example, if the value of PMV. is set to 0.5,
than the comfort threshold is set to -0.5 for heating and +0.5 for cooling, and the
desired interval of PMV is therefore [-0.5, +0.5].

4 Case study

The system was examined using a simulation model of a building, where the weather
data and occupant clothing were prepared in advance. The data about occupant's
activity was estimated by an activity monitoring method, which runs on the regular

smartphone [7].
4.1 The thermal model of a building and the HVAC system

Thermal model was created using EnergyPlus [10] and simulated using BCVTB
environment [11]. The building contains a heating, ventilation and air conditioning
(HVAC) system, composed of a packaged terminal heat pump system with direct
expansion heating coil, direct expansion cooling coil and supplementary heater, with
capacities of 8kW, 5.5kW and 3 kW respectively.

4.2 Activity monitoring

The activity monitoring of the occupant was performed using an application on the
occupants’ smartphone. The application uses a regression model over the inertial
sensor signal to estimate the EE. The stream of data is collected and split into 10
seconds windows, each window overlapping with the previous one by one half of its
length. For each overlapping window a set of attributes is computed. The reader is
referred to [7] for details on the computed features. The model was trained using
SVR algorithm as implemented in Weka machine learning suite [16] and cross-
validated using leave-one-person-out approach. The dataset used for training the
model was collected in a laboratory environment where activities, such as walking,
running and cycling, were performed under speed control for ten healthy volunteers.
The scenario for the dataset was designed to contain activities of normal daily living.
The activities range from resting, cooking, cleaning and office work to sports
activities such as fast walking, running and cycling. In addition to smartphone, each
person was also equipped with Cosmed indirect calorimeter for reference energy
expenditure and a commercial device SenseWear for comparison of the results. The
result is expressed using a typical performance measure, the mean absolute error

(MAE), and it shows that our approach slightly outperforms the costly commercial
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device and proves sufficient to be used in our simulation of a smart home. Our
approach performed with MAE of 0.83 MET and SenseWear performed with MAE
of 0.86 MET.

5 Demonstrative results
5.1 The dataset collection

The purpose of this paper is a proof-of-concept of smart home control based on
thermal comfort experience. Occupant's perceived thermal comfort is highly
affected by his/her activity level. To satisfy the thermal comfort goal we have
collected a dataset comprised of two-day data of a single occupant (male). One day
presents a normal week-day (Friday, February) and the second day presents a normal
day over a weekend (Saturday, February). The occupant’s timetable for the two
collected days can be observed on last graph of Figure 4 and goes as follows. Friday
is less active day; the occupant sleeps until 7:00; prepares for work and leaves at 8:00;
returns at 17:00 and does some regular home chores before engaging in regular
exercise comprised of stretching and running on treadmill for 45 minutes; the day
ends with shower, meal and rest while watching TV. He goes to sleep at 22:00.
Saturday is active day; the occupant sleeps until 8:00; has morning chores until 8:30;
does exercise for one hour which includes stretching, running and cycling; regular
chores as cleaning and some office work until 12.00; showers at 12:30 lives home;
returns at 15.00; does regular home chores as cleaning until 15:10; rests for 40
minutes; office work is done until 17:00; 30 minutes of running on a treadmill until
17:30; normal evening activities until 22:00 when the occupant leaves home. The
dataset was analysed by the activity monitoring method running on a smartphone
(Section 4.2) to produce estimation of occupant's EE every 10 seconds. The
showering activity was estimated according to the atomic activities performed during
the task (standing walking, leaning), since it is impossible to use smartphone while
showering. The aggregated one-minute values were presented as input to the heating

control system.
5.2 Control System

The presented dataset served as an input for the control system simulator. The
results of the control system demonstrate the heating control of a building with one
occupant, which is presented on Figure 4. It presents the two days operation of
heating, where the PMV, Tj,, metrate, clorate, 0ccupancy and power of heater, chiller

and supplementary heater operation are presented in time. The first graph presents
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the PMV over the respective two days of the dataset. The threshold is set to 0.5, so
it PMV is not in the range of the PMV,y, the controller adapts Ty, in order to
achieve the range defined with PMV,.r. The system controls the PMV only in case
when the occupant is at home, which is denoted as occupancy is 1. The Ti, can be
seen on the second graph of Figure 4. The third graph presents occupancy and
clorae. The fourth graph presents the power rates of the heater, the supplementary
heater and the chiller. The last graph presents the occupant's activity level (metrac)-
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Figure 4: Simulation of two days control, environmental and person states presented
in time.
We can observe that when the metrae is low (1-2 met), Tin does not fluctuate and the
PMV is always in interval [-0.5, +0.5]. When the metrae rises (over 3 MET, such as
for example at 18:00 on first day) the PMV also rises and the controller starts to
lower the Tin. It can be seen, that the Ti, should be low, to achieve the PMV in

interval [-0.5, +0.5], for example, when the occupant is running (high activity level),

the control system has trouble compensating by decreasing Ti,. The minimum value
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for cooling is set to 15°C. Furthermore, we can observe the end of the first day,
when the person goes to sleep; the clorae is set to sleeping (it changes from 1 to 2
clo). The controller decreases the Ti, from approximate 25°C to approximate 18°C
and keeps PMV in the interval [-0.5, +0.5].
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Figure 5: Energy consumption according to average PMV during occupancy at
different PMVref threshold values

Figure 5 presents the simulations results, where the x axis represents energy
consumption by the HVAC system in GJand y axis represents the average value of
PMV, which is computed only for the moments, the person is present. Each point
presents simulation result for PMV,., where PMV, varies from 0 to 4.5 with 0.5
steps. The value next to the point denotes the PMV.. for the current simulation run.
It is obvious, that lower the PMV.., higher the energy consumption and vice versa.
According to the trade-off between the energy consumption and the comfort

experience, the occupant can choose the strategy, which will satisfy his needs.
6 Discussions and conclusions

This paper presents a smart building control system, which regulates the PMV. The
PMV is highly dependent on occupants’ activity level in a controlled environment
and is compensated with the indoor temperature. Our system estimates the activity
level as energy expenditure expressed in MET, which is the important factor for
computing the PMV. Our system is able to compensate the comfort experience,
perceived by occupant, with the indoor temperature control, using the HVAC

system.
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We have demonstrated the advanced HVAC control system, which utilizes an
integrated model for EE estimation. The comfort system allows the occupant to
specify a desired trade off between the thermal comfort and energy consumption for
HVAC operation. The results show (i) how the energy expenditure of a person
influence the room temperature at which the person feels comfortable and (i)
demonstrates the feasibility of smart regulation of PMV to achieve the desired trade-

off between energy consumption and thermal comfort experience.
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For wider interest

Energy consumption and occupant’s comfort are key factors when evaluating smart
home environment. The focus of this paper is the thermal comfort, which is highly
affected by the environmental temperature, humidity, radiation of elements, air
movement and nevertheless the occupants’ level of activity and clothing insulation. To
satisfy the thermal comfort objective, additional energy has to be used for heating and
cooling, but the energy saving is an important factor from various aspects and is not to
be omitted. This papers contribution is two-fold: (i) a proof-of-concept analysis of smart
home regulation based on occupants’ activity level, which was estimated using the
activity monitoring method and (ii) a trade off analysis between the energy
consumption and thermal comfort when the activity level is served as an input into

the intelligent heating control system.
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Abstract. Different structure types of alcohols were proceeded with silanes,
such as chlorotrimethylsilane (TMSCI), bromotrimethylsilane (TMSBr),
azidotrimethylsilane (TMSN3) and trimethylsilylcyanide (TMSCN) without the
catalyst under solvent-free reaction conditions. Various primary, secondary and
tertiary benzyl alcohols and tertiary alkyl alcohols were directly transformed to
corresponding benzyl or alkyl halides using halogen atom bearing silanes
(TMSCI and TMSBr) with quantitative conversion and high selectivity, while in
the case with TMSN;and TMSCN under the same conditions we got silylation
of hydroxyl substrates.

Keywords: green chemistry; trimethylsilanes; alcohols; halogenation; silylation
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1 Introduction

The concept of green chemistry, based on twelve basic principles [1], represents one
of the most important trends in chemical sciences, in organic chemistry particularly.
In this view it is one of the major challenge in organic chemistry planning organic
reactions and processes involving the principle of atom economy, efficient catalytic
methodologies, suitability of a safer reaction media (water, ionic liquids, fluorous
liquids...) or solvent-free reaction conditions (SFRC) in place of volatile organic

solvents, low energy consumption and low waste leaving behind.

Hydroxy functional group is one of the most abundant functional groups in organic
compounds, thus transformations of it under green reaction conditions represents
considerable challenge and interest among organic chemists. Reactions of alcohols
with silanes are widely used methodology for transformation of hydroxyl group in
organic molecule. Many silanes such as  chlorotrimethylsilane,  3,4-
hexamethyldisiloxane, hexamethyldisilazane have been used for the transformation
of oxygen-hydrogen bond in hydroxyl group to oxygen-silicon bond, i.e. for the
silylation of OH group [2], while trimethylhalosilanes were found to be useful for
halogen substitution of OH group in various alcohols [3]. Halogenation of alcohols,
following nucleophilic substitution process, is an important transformation in
organic chemistry and has attracted significant interest over the years. Due to the
lower leaving ability the hydroxyl moieties are hardly substituted under mild
conditions. So, it should be activated before the treatment with the nucleophiles.
The most recent introduced methods for chlorination of alcohols using silanes
utilize  HSiMe,Cl/InCls/benzyl as a  selective and mild system [4],
dichlorodiphenylcyclopropene [5], and chlorodimethylsilane catalysed by a gallium
trichloride/tartrate system [6]. Some alternative reagents reported for bromination of
alcohols  are:  hexamethyldisilane/pyridinium  bromide  perbromide  and
chloromethylsilane/lithium bromide [7]. However, these synthetic procedutes for
preparation have several disadvantages: such as multiple step synthesis, toxic and

expensive reagents, problematic manipulation, and long reaction time.

The aim of this work is to achieve direct transformation of the hydroxyl group in
alcohols wusing different substituted trimethylsilyl derivatives under reaction

conditions which follow as much as possible the principles of green chemistry. We
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now report the transformations of various structure types of alcohols following their
reactions with trimethylhalosilanes, trimethylsilyl azide and trimethylsilyl cyanide

under catalys-free and solvent-free reaction conditions.

2 Results and discussion

We chose phenyl(p-tolyl)methanol (1, Figure 1) as the basic model compounds for
the investigation of reactions of alcohols with silanes and treated it with
trimethylchlorosilane (TMS) under solvent free reaction conditions, and after 4
hours at room temperature found out that the reaction quantitatively resulted in the
formation of 1-(chloro(phenyl)methyl)-4-methylbenzene (2) accompanied with the

small amounts of the dimeric ether (3) of the starting alcohol.

Ph

(Me)381C1
o)
SFRC, r.t., 4h
2

2 (94%) 3 (6%)

Figure 1: Chlorination of secondary benzyl alcohol with trimethylchlorosilane

(TMSCI) under solvent-free reaction conditions

Encouraged with this result we checked the reaction of naphtalen-1-
yl(phenyl)methanol (4, Figure 2) with TMSCI under SFRC and established the
quantitative formation of the corresponding chloride 5, but in this case after 24
hours at 70-75 °C.

We further investigated the corresponding reactions of primary benzyl alcohols with
TMSCI and results are collected in Table 1. In the case of performing the reaction
with benzyl alcohol (6a) we observed high conversion of starting material into
corresponding chloride (7a) as the main product which also accompanied with a
small amount of dimer (8a). In the case of p-methoxybenzyl alcohol (6¢) the
quantitative conversion of starting material to the corresponding chloride (5¢)
wasobserved, while in the case of 4-methylbenzyl alcohol (6b), 4-chlorobenzyl
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alcohol (6d) and 4-fluorobenzyl alcohol (6e) we observed high conversion of starting
materials resulting in the formation of the corresponding chlorides (7b, 7d and 7e)
as the main products, accompanied with a small amounts of dimers (8b, 8d and 8e).
In the case of 3-nitrobenzyl alcohol we did not observe any conversion of starting
material. FElectro donating substituents on the phenyl ring thus supported
considerably the course of the reaction, while nitro group, as strong electron
withdrawing group, supressed the transformation. The pathway of these reaction is
thus connected with the stabilization of benzylic carbocation intermediates what
represents a basic characteristic of nucleophilic substitution transformation
tfollowing the SN reaction course. In order to verity this assumption we chose 1-
phenyl-1,2-ethanediol (9, Figure 3) as the additional testing compound. We
established the quantitative formation of 2-chloro-2-phenylmethanole (10) when 9
was treated with TMSCI under SFRC thus proving the SN reaction pathway of the

substitution.
HO Ph cl Ph

(Me);SiCl

SFRC, 24h,

70-75°C

4 5 (100%)
Figure 2: Chlorination of naphthalen-1-yl(phenyl)methanol (4) with TMSCI under

SFRC
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Table 1: Chlorination of varions primary benzgy! aleohols with TMSC/ under SEFRC

OH OH
X (Me);SiCl X
’ > ’ +  (R-Ph-CH,),0
A SFRC A A
6 7 8
Entry R Conv.(%)”  Relative  distribution(%o)”
of 6
7 8
H (6a) 78 68 10
2 4-Me (6b) 100 87 13
3 4-OMe (6¢) 100 100 /
4 4-F (6d) 100 88 12
4-Cl (6e) 84 75
6 3-NO; (6f) / /

“Reaction conditions: Benzyl alcohol 1 (0.5 mmol), TMSCI (0.55 mmol), 70-75°C, 2-24 h.
» Determined from '"H NMR spectra of isolated crude reaction mixtures

<rt,

OH Cl
OH OH
| SFRC
+ SII_ _——
_ (o]
5 710-75°C
2h
100%
9 10

Figure 3: Chlorination of 1-phenyl-1,2-ethanediol (9) with TMSCI under SFRC
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Similarly to secondary and primary benzyl alcohols, effective transformation was
observed in the reaction with tertiary alkyl alcohols under the same conditions. In
the case of a,a-dimethylbenzenepropanol (11a, Figure 4) and triethylmethanol (11b)
we observed quantitative conversion of starting materials resulting in the formation
of corresponding chlorides (12a) and (12b). Since we found that primary and
secondary alkyl alcohols were resistant towards transformations mediated with
TMSCI, the SN reaction course was found to be the most probable mechanistic

characteristic of these valuable transformations.

OH | SFRC cl
/f\ toTSie Ly /*\
R RS & r24h  R7TICR
R2 R?
11 12
11a:R'"=R?=R3=Et 12a (100%)
11b : R" = R? = Me, R® = -(CH,),Ph 12b (100%)

Figure 4: Chlorination of tertiary alkyl alcohols with TMSCI under SFRC

In order to expand the utility of silanes mediated transformations of alcohols we
studied reactions of trimethylbromosilane (TMSBr) with some benzyl and alkyl
alcohols and the results are shown in Figure 5. Trimethylbromosilane readily
converted under SFRC phenyl(p-tolyl)methanol (1) to 1-(bromo(phenyl)methyl)-4-
methylbenzene (14a) and 4-fluoro benzyl alcohol (13b) to 4-fluoro benzyl bromide
(14b), as well as o,a-dimethylbenzenepropanol (11a) to (3-bromo-3-
methylbutyl)benzene (10).
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R! OH R! Br

/

X (Me),SiBr
| ~ |

/ = SFRC, r.t., 5h / =

R R

1. R=4-Me;R'=Ph 13 (99%)
6d: R=4-F,R'"=H 14d (100%)

OH Br
(Me)3SiBr
>
(CHz)Ph SFRC, r.t., 5h (CHz),Ph
11b

15 (100%)

Figure 5: Bromination of benzyl and tertiary alkyl alcohols with TMSBr under
SFRC

Based on transformations of alcohols with TMSCI and TMSBr we were curious to
know if it is possible to introduce in the similar way various other functional groups,
such as cyano or azido into organic molecules. We performed the reactions of
phenyl(p-tolyl)methanol (1) as a model compound under the mentioned reaction
conditions using cyanotrimethylsilane (TMSCN) or azidotrimethylsilane (TMSN3) as
the sources of cyano or azido functional group. The course of reactions were found
to be different and the formation of trimethylsilyl ethers as the sole products were
observed.

HO Ph R TMS—O Ph

Si
pd ‘ ~
—>
SFRC, rt., 239-3h,

R: CN or N3

1 16 (100%)

Figure 6: Trimethylsilylation of phenyl(p-tolyl)methanol with TMSCN or TMSNj3
under SFRC
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3 Conclusions

We have demonstrated a novel and efficient method for direct conversion of
benzylic and tertiary alkyl alcohols to corresponding chlorides or bromides by
nucleophilic substitution of hydroxyl group using trimethylhalosilanes as
sources of halogen moiety. Reactions performed under solvent-free reaction
conditions gave high to quantitative yields of halogenated products, while under
similar reaction conditions using cyanotrimethylsilane or azidotrimethylsilane

resulted in the trimethylsilylation of the hydroxyl group in target molecules.

From the green chemical point of view newly developed methods represent a

significant improvement of related known methodology.
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For wider interest

Aim of this work is to achieve direct conversion of alcohols to other functionalized
derivatives using silanes under reaction conditions which follow as much as possible
the principles of green chemistry We showed that various primary, secondary and
tertiary benzyl alcohols and tertiary alkyl alcohols could be directly selectively and
efficiently transformed to corresponding halides using trimethylhalosilanes (TMSCI
or TMSBr) under solvent-free reaction conditions, while in the case with TMSNj3;
and TMSCN under the same conditions silylation of hydroxyl group in target
compounds took place..

These discoveries represent considerable contribution to the green chemical

approach for transformation of alcohols into various valuable derivatives.
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Povzetek. V prispevku porocamo o pripravi porozne keramike s sestavo
Pb(Tio5321047) O3 (PZT) s homogeno mikrostrukturo, ki bi bila uporabna kot
podporni dusilec v ultrazvo¢nih pretvornikih. Keramiko smo pripravili iz

mesanice PZT in polimetil metakrilata (PMMA), ki smo ga dodali kot tvorec
por.

Delce PZT in PMMA smo razpssili v vodi pri pH 7, tako da so imeli na
povisini delci PZT pozitivni in delci PMMA negativni naboj. Po susenju smo
pridobili prah z enakomerno porazdelitvijo obeh faz. Prah smo stisnili v
surovce, odstranili PMMA in vzorce sintrali pri temperaturi 1000 °C in 1050
°C. Mikrostrukturo keramike smo preucevali z vrsticnim elektronskim
mikroskopom, koli¢ino poroznosti ter porazdelitev velikosti por pa smo

dolodili z Zivosrebrovo porozimettijo.

Keramika PZT je imela enakomerno razporejene pore okroglih oblik z
velikostjo med 1 in 1,5 pm, kar je ustrezalo obliki in velikosti delcev PMMA.
Poroznost je narascala z vec¢jo kolicino PMMA, zmanjsevala se je z visjo

temperaturo sintranja.

Klju¢ne besede: svincev cirkonat titanat, porozna keramika, metoda z

uporabo tvorca por, hetero-koagulacija

1 Uvod

Ultrazvoéni pretvorniki, ki jih v medicini uporabljajo za preiskovanje oci, koze ali zil,
delujejo v frekvencnem obmocju nekaj 10 MHz [1], [2]. Sestavni del vsakega

pretvornika je piezoelektrik, ki ultrazvocno valovanje oddaja ali sprejema. Debelina
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piezoelektrika v visoko-frekvencnih ultrazvocnih pretvornikih je obicajno nekaj 10
pum. Plast nanesemo na podlago z debeloplastno tehnologijo, obicajno s sitotiskom
[3], [4]. Plast nato sintramo pri temperaturi okoli 950 °C [4], [5]. Med sintranjem
lahko pride do difuzije ionov iz plasti v podlago in obratno. Posledica so nezeleni
reakcijski produkti, ki lahko zmanjsajo ucinkovitost piezoelektricne plasti [6], [7], [8].
Predlagana je bila resitev, da je material, uporabljen za podlago enak piezoelektricni
plasti [3]. Podlaga v ultrazvocnih pretvornikih lahko deluje kot dusilec ultrazvocnega
valovanja (ang. backing), ki se S§iri v nasprotno smer od Zzelene smeri Sitjenja
ultrazvocnega valovanja [1], [9]. Kot dusilec pogosto uporabljajo razlicne polimerne
materiale s kovinskimi delci [10] ali porozno keramiko [3], [9], [11]. Keramika na
osnovi Pb(Zr, T))O; 2z enakomerno razporejenimi porami velikosti nekaj

mikrometrov in debeline okoli 15 mm se je izkazala kot ucinkovit material za dusilec

3], [11].

Porozno keramiko z enakomerno porazdeljenimi mikrometrskimi porami lahko
pripravimo z razlicnimi metodami, kot so metoda direktnega penjenja, replika
tehnika in metoda z uporabo tvorca por (ang. Sacrificial template method) [12], [13].
Slednja temelji na dodajanju tvorca por, naprimer: s$krob, naftalen, polimetil
metakrilat (PMMA), ki mora biti enakomerno porazdeljena med keramicnim
prahom. Po odstranitvi tvorca por in sintranjem dobimo keramiko s porozno,
homogeno mikrostrukturo [12], [14]. Ucinkovita metoda za pripravo praha z
enakomerno porazdelitvijo keramicne in organske faze je hetero-koagulacija [15].
Metoda temelji na flokulaciji delcev z nasprotnim nabojem v topilu [15], [16]. Z
uporabo te metode so pripravili keramiko TiO;, ZrO; in AlOs; s homogeno
razporejenimi porami velikosti med 0,7 pm in 1 pum in poroznostjo okoli 70 % in kot
tvorec por uporabili PMMA razli¢nih velikosti [17], [18].

V prispevku poro¢amo o pripravi porozne keramike Pb(Zros3T1047)O35 (PZT), ki bi
bila primerna za izdelavo podpornega dusilca v visoko-frekvencénih ultrazvocnih
pretvornikih. Opisali bomo nacin priprave praha z enakomerno porazdeljenimi delci
PZT in PMMA z metodo hetero-koagulacije in razlozili vpliv kolicine dodanega

PMMA ter temperature sintranja na velikost por in poroznost.

2 Metodologija
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Prah Pb(Zros53Ti047)O3 (PZT) smo pripravili s sintezo v trdnem iz homogene
mesanice oksidov PbO (99,9%; Sigma, Steinheim, Nemcija), TiO2 (99,8%; Alfa,
Karlsruhe, Nemcija) in ZrOz (99,9 %; Tosoh, Yamaguchi, Japonska). MeSanico
oksidov smo dvakrat kalcinirali pri 1100 °C eno uro. Po drugi kalcinaciji smo prah
mleli v planetarnem mlinu v izopropanolu 2 uri. Kot mlevna telesa smo uporabili z
itrijem stabilizirane ZrO> (YSZ) kroglice premera 10 mm. Zatem smo prah mleli v
atritorskem mlinu v izopropanolu 8 ur. Kot mlevna telesa smo uporabili kroglice
YSZ premera 3 mm. Kot tvorec por smo uporabili prah PMMA (Soken Chemical &
Engineering Co., Ltd, Japonska) z okroglimi delci enakomerne velikosti 1,5 pum.
Delce PZT smo stabilizirali v vodi s polietileniminom (PEI) (Alfa Aesar, Karlsruhe,
Nemcija) s povprecno molekulsko maso 10000. Kolicina PEI je podana kot masa
PEI na gram prahu PZT (ut. %).

Vodno suspenzijo z vsebnostjo 10 vol. % PZT smo pripravili tako, da smo raztopili
0,5 ut. % PEI v vodi in nato dodali prah PZT. Suspenziji smo uravnali pH na 7 z 1
M HNOs in mesali z magnetnim mesalom 1 h. Nato smo suspenzijo homogenizirali
v planetarnem mlinu pri 150 obratih/min eno uro. Vzporedno smo pripravili vodno
suspenzijo PMMA z vsebnostjo delcev 10 vol. % tako, da smo v vodo dodali PMMA
in uravnali pH na 7 z 1 mM HNOs. Suspenzijo smo mesali z magnetnim mesalom 1
h ter jo nato postavili v ultrazvocno kopel za 15 min. Suspenziji PZT in PMMA smo
nato zmesali skupaj, tako da je bilo volumensko razmerje PZT:PMMA 80:20 in
70:30. Suspenziji PZT:PMMA smo homogenizirali v planetarnem mlinu pri 150
obratih/min eno uro. Zatem smo suspenziji posusili pri 105 °C in tako pridobili
prah PZT:PMMA.

Porozno keramiko PZT smo pripravili tako, da smo prahova PZT:PMMA stisnili v
jeklenem modelu s premerom 8 mm enoosno s pritiskom 50 MPa in nato Se
izostatsko s pritiskom 300 MPa. Surovce smo predsintrali pri 400 °C 2 h ter jih nato
zgali v komorni peci pri temperaturi 1000 °C in 1050 °C 2 h v lastnem zasipu. Za
primerjavo smo sintrali tudi tablete, stisnjene iz prahu PZT brez dodatka PMMA.

Vzorci bodo oznaceni kot referencna keramika.

Zeta potencial (§) delcev PZT in PMMA smo merili v 1 mM KNO3; v pH obmodju
2-12 z zeta metrom ZetaPALS (Brookhaven Instruments Corporation, ZDA). pH
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smo uravnavali z raztopinama HNOj3 ali NaOH. Velikost in porazdelitev delcev smo
merili v vodi z laserskim granulometrom Microtrac S3500 (Montgomeryville, PA,
ZDA). Rezultate podajamo kot velikost delcev po volumnu (dy). Prah PZT in
PMMA ter mikrostrukturo porozne keramike PZT smo preiskali z vrstichim
elektronskim mikroskopom SEM JSM-5800 (JEOL, Tokio, Japonska). Poroznost
keramike PZT smo dolocili s kvantitativno karakterizacijo mikrostruktur. Vsebnost
por smo dolocili tako, da smo SEM posnetke pretvorili v binarne z uporabo
programske opreme s slikovno analizo (ImageTools 3.0, Univerza v Texasu Health
Science Center, ZDA). Iz binarnih posnetkov smo dolocili ¢rne in bele slikovne
pike, ki so predstavljali pore in gost material. Koli¢ino poroznosti smo nato
izracunali iz razmerja med ¢rnimi slikovnimi pikami in vsemi slikovnimi pikami.
Koli¢ino poroznosti in porazdelitev velikost por v keramiki PZT, pridobljeni iz
prahu PZT:PMMA smo izmerili z Zivosrebrovim porozimetrom (PASCAL 140 in
440 Series, Thermo SCIENTIFIC, ZDA).

3 Rezultati

Na sliki 1 je prikazan mikroskopski posnetek ter porazdelitev velikosti delcev prahu
PZT po sintezi in mletju v atritorskem mlinu. Prah ima Siroko porazdelitev delcev s
srednjo velikostjo 0,6 pm in najvecjimi delci (dyio0) 4,6 um. Velikost delcev se ujema

z velikostjo delcev na mikroskopskem posnetku.

Na sliki 2 je prikazan mikroskopski posnetek ter porazdelitev velikosti delcev prahu
PMMA. Iz mikroskopskega posnetka je razvidno, da so vsi delci PMMA okrogle
oblike in enakih velikosti. Porazdelitev delcev je ozka s srednjo velikostjo 1,5 um, kar

se ujema z mikroskopskim posnetkom.
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Slika 1: Prah PZT po sintezi pri 1100 °C in mletju v atritorskem mlinu. a) SEM

posnetek. b) Porazdelitev velikosti delcev.
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Slika 2: Prah PMMA. a) SEM posnetek. b) Porazdelitev velikosti delcev.

Prah PZT smo v vodi stabilizirali s PEI pri pH 7. Zeta potencial delcev je znasal
+50(5) mV. Delce PMMA smo dispergirali v vodi pri pH 7, njthov zeta potencial je
znasal -90(5) mV. Pri pH 7 so bili delci PZT pozitivno in delci PMMA negativno
nabiti. Po mesanju obeh suspenzij se delci niso posedali., suspenzija je bila stabilna.
Zaradi nasprotnega naboja na delcih PZT in PMMA je prislo do hetero-koagulacije,
kar je razvidno iz slike 3. Na sliki 3 je prikazan mikroskopski posnetek prahu z
volumenskim razmerjem PZT:PMMA 70:30. Svetlejsi delci velikosti okoli 1 pm so
delci PZT, med katerimi so enakomerno razporejeni delci PMMA temnejse barve

velikosti okoli 1,5 um.

Slika 3: SEM posnetek prahu PZT:PMMA z volumenskim razmerjem 70:30 po

susenju na 105 °C.

Mikrostrukture referenc¢ne keramike in keramike, pripravljene iz prahu PZT:PMMA
z volumenskim razmerjem 80:20 in 70:30 sintrane pri 1000 °C so prikazane na sliki
4, sintrane pri 1050 °C pa na sliki 5.

Iz mikrostruktur keramike vidimo, da so pore homogeno razporejene in imajo
okroglo obliko ne glede na temperaturo sintranja ali kolicino PMMA. Pore so velike
med 1 in 1,5 pm in ustrezajo tako velikosti kot obliki PMMA. Opazimo tudi manjse
pore nepravilnih oblik, ki jih pripisujemo zgosc¢evanju keramic¢ne matrice PZT [5].
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Podobne pore smo opazili v referencni keramiki. Por je sicer v referencni keramiki

manj in so nepravilnih oblik.
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Slika 4: Mikrostruktura porozne keramike sintrane pri 1000 °C. a) Referenc¢na
keramika. b) Keramika pripravljena iz prahu PZT:PMMA z volumenskim razmerjem
80:20. ¢) Keramika pripravljena iz prahu PZT:PMMA z volumenskim razmerjem
70:30.
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Slika 5: Mikrostruktura porozne keramike sintrane pri 1050 °C. a) Referenc¢na
keramika. b) Keramika pripravljena iz prahu PZT:PMMA z volumenskim razmerjem
80:20. ¢) Keramika pripravljena iz prahu PZT:PMMA z volumenskim razmerjem
70:30.

Poroznosti keramike PZT, pridobljene iz volumskega razmerja PZT:PMMA 80:20 in
70:30, dolocene iz SEM posnetkov in izmerjene z zivostebrovo porozimetrijo so bile
primerljive. Pri temperaturi 1000 °C znasa poroznost referenc¢ne keramike 25(2) %,
medtem ko znasa poroznost keramike PZT, pridobljene iz prahu PZT:PMMA =z
volumenskim razmerjem 80:20 in 70:30, 39(3) % in 48(3) %. Pri temperaturi 1050 °C
se poroznost referencne keramike zniza na 8(1) %, poroznost keramike PZT,
pridobljene iz prahu PZT:PMMA z volumenskim razmerjem 80:20 in 70:30, se zniza
na 25(3) % in 29(3) %. 1z dobljenih rezultatov vidimo, da se koli¢ina poroznosti v
keramiki visa z dodajanjem delcev PMMA in je nizja pri visji temperaturi sintranja.
Zato sklepamo, da je PMMA ucinkovit tvorec por.
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Na sliki 6 je prikazana velikost in porazdelitev velikosti por v keramiki pridobljeni iz
prahu PZT:PMMA z volumenskim razmerjem 80:20 in 70:30. Predpostavimo lahko,
da koli¢cina dodanega PMMA manj vpliva na velikost in porazdelitev por kot
temperatura sintranja. Porazdelitev velikosti por v keramiki, sintrani pri 1000 °C, je
bimodalna ne glede na volumensko razmerje PZT:PMMA z velikostmi por med 0,2
in 1,5 pm. Z zvisanjem temperature sintranja na 1050 °C se porazdelitev velikosti

por zozi, velikost por znasa okoli 1 pm.

1050 °C 4004
) 400107 1. prama 70:30 i b) PZT:PMMA 80:20
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Slika 6: Porazdelitev velikosti por v porozni keramiki PZT pri temperaturi sintranja
1000 °C in 1050 °C. a) Keramika pridobljena iz prahu PZT:PMMA 70:30. b)
Keramika pridobljena iz prahu PZT:PMMA 80:20.

4  Zakljueki
Porozno keramiko PZT s kontrolirano velikostjo por in poroznostjo smo pripravili z
dodatkom tvorca por PMMA. PZT in PMMA smo v vodi dispergirali tako, da so
imeli delci nasprotni naboj na povrsini. Zaradi Cesar sta bili obe fazi po suSenju
enakomerno razporejeni v prahu. Iz mesanice prahu smo nato s sintranjem pripravili

keramiko z enakomerno razporejenimi porami v matrici PZT.

Velikost in oblika por v keramiki PZT je odgovarjala velikosti in obliki delcev
PMMA. Prisotne so bile tudi manjSe pore, ki so bile posledica zgoscevanja
keramicne matrice. Ugotovili smo, da na kolicino poroznosti vplivamo s koli¢ino
PMMA in temperaturo sintranja. Z vecjo kolicino PMMA se koli¢ina poroznosti

zvisuje, z visanjem temperature sintranja pa zmanjsuje.

Z.ahvala
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Za §irsi interes

Porozno keramiko lahko uporabljamo v visokotemperaturnih izolatorjih, kostnih
vsadkih, ultrazvocnih pretvornikih, itd. Namen nasih raziskav je pripraviti porozno
keramiko na osnovi svincevega cirkonata titanata (PZT), ki bi bila primerna kot podlaga
v ultrazvocnih pretvornikih.

Ultrazvok je zvoéno valovanje z visjo frekvenco, kot je slusno obmocje pri cloveku (nad
20 kHz). V medicini ultrazvok s frekvencnim obmocjem med 2-10 MHz uporabljajo za
pregledovanje mehkih tkiv ali ploda med nosecnostjo. Za pregledovanje povrsine koze,
cloveskega ocesa ali zil je potrebno uporabiti ultrazvok, ki deluje pri frekvencah visjih od
20 MHz.

Naprava, ki ultrazvocne valove proizvaja, je ultrazvocni pretvornik. Glavni del takega
pretvornika je piezoelektricni material, ki ultrazvocne valove oddaja in jih nato tudi
sprejema, ko se ti odbijejo od preiskovanega vira. Ker se ultrazvok $iri tudi v nasprotni
smeri od Zelene, je potrebno te nezelene valove zadusiti. Zato v pretvornikih uporabljajo
podporne dusilce. Za dusilce uporabljajo razlicne materiale, kot so polimeri ali porozna
keramika.

Pore v porozni keramiki dusijo ultrazvocno valovanje, zato je cilj naSega raziskovanja
pripraviti porozno keramiko, ki bi bila ucinkovit dusilec v visoko-frekvencnih
ultrazvocnih pretvornikih. Da je dusenje ucinkovito, morajo biti pore enakomerno
razporejene v keramiki in morajo biti enakih oblik in velikosti. Zato je namen nasega dela
poiskati metodo, s katero lahko kontroliramo tako koli¢ino poroznosti, kot tudi velikost,
obliko in porazdelitev por.

Porozno keramiko smo pripravili tako, da smo keramic¢nemu prahu PZT dodali organski
material polimetil metakrilat (PMMA). Delce PMMA smo enakomerno razporedili med
PZT delce z metodo hetero-koagulacije v vodi. Metoda temelji na flokulaciji delcev z
nasprotnim nabojem v topilu. Za uspesen potek tega procesa je bilo zato potrebno
urediti pozitivni naboj na povssini delcev PZT in negativni naboj na povirsini delcev
PMMA, da so se delci med seboj privlacili in sprijeli skupaj. Na ta nacin smo po susenju
pridobili prasno mesanico z enakomerno razporejenima fazama. Zatem smo prah
oblikovali in odstranili PMMA delce, pri ¢emer so se tvorile pore v matrici PZT. Nato
smo matrico zgali pri visokih temperaturah in tako pridobili porozno keramiko z
enakomerno razporejenimi porami. Velikost in obliko por smo nadzorovali z velikostjo
in obliko PMMA. Koli¢ino poroznosti smo uravnavali s kolicino PMMA in temperaturo
zganja. Pripravili smo porozna keramiko, ki je primerna za uporabo podpornega dusilca

v visoko-frekvencénih ultrazvocnih pretvornikih.
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Blaz Belec!2, Darko Makovec!?
! Department for Material Synthesis, JoZef Stefan Institute, Ljubljana, Slovenia
2Jozef Stefan International Postgraduate School, Ljubljana, Slovenia

blaz.belec@ijs.si

Abstract. The synthesis of the composite nanoparticles, combining
magnetic spinel cobalt ferrite (CoFexOs) shell with different core
nanoparticles was studied. In our research, the silica (SiO2) nanoparticles
were used as the cores to study the synthesis of cobalt-ferrite shell. The
synthesis method was based on the known synthesis procedure for coating
magnetic spinel iron oxide (maghemite - y-Fe2Os) with heterogeneous
nucleation at the core nanoparticles in an aqueous suspension. The
problem of cobalt ferrite synthesis is in large difference of pH values where
Fe3*/Co?* ions precipitate. The cobalt-ferrite shell was formed with co-
precipitation and heterogeneous nucleation of the solid product onto the
core nanoparticles. The co-precipitation of the Fe3*/Co?" ions was
provoked by addition of solid hydroxide; a mixture of Mg(OH); and CaO
pressed into a tablet. The stoichiometric and nonstoichiometric Co/Fe
atomic ratio was used. Although the pH value for cobalt precipitation was
reached, the stoichiometric composition of cobalt-ferrite shell was not
obtained, even the excess amount of Co was introduced into the starting

suspension.

Keywords: composite nanoparticles, co-precipitation, heterogeneous

nucleation, spinel, ferrites

1 Introduction

Composite nanoparticles are particles where at least one of their dimensions is in
nanometre range and they consist of at least two different materials. Compared with

the single-component nanoparticles, composite nanoparticles have large potential to
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exhibit novel physical and chemical properties. Changes in particle properties can be
observed when the particle size is less than a particular level, called the critical size.
Additionally, novel properties of composite nanoparticles often arise from
interaction of its phases at the interfaces. As dimensions reach the nanometre level,
interactions at phase interfaces become largely improved and this is important to

enhance material properties [1, 2].

The synthesis of composite nanoparticles is complex problem and in recent years
considerable effort has been devoted to prepare such materials. One of the possible
approaches to prepare the composite nanoparticles is to coat the core nanoparticle
with a thin shell, thus producing core/shell structure (CSn). In our work, we
investigated the synthesis of such composite nanoparticles with coting the thin shell
of magnetic spinel cobalt ferrite onto core nanoparticles of different functional
materials with the synthesis method that was proposed by Primc in her thesis [3]. She
proposed an alternative approach to synthesize composite nanoparticles with coating
soft magnetic spinel iron oxide - maghemite (y-FexOs) onto different core
nanoparticles (SiO2 and BaFe2019). The thin maghemite shell was formed with co-
precipitation of Fe3*/Fe?* ions and heterogeneous nucleation and growth of the
solid phase at the cores. To enable exclusively heterogeneous nucleation leading to
formation of the shell the supersaturation of the precipitating species has to be
closely controlled and, above all, homogeneous throughout the whole reaction
mixture. The low and heterogeneous supersaturation needed for heterogeneous
nucleation was enabled by controlled release of the reactants during the precipitation
of the Fe ions in the suspension of the core nanoparticles. The controlled release was
enabled by thermal decomposition of a Fel*-urea complex ([Fe((CO(NH2)2)e)]
(NO3)3]), while the homogeneous release of the OH- ions was enabled by use of
solid Mg(OH); as the precipitating agent. The reactants: Fe’*-urea complex, Fe?*
ions and Mg(OH)2 were admixed into the colloidally-stable suspension of the core
nanoparticles. At increased temperature the Fe’*-urea complex slowly decomposes,
the solubility of Mg(OH); increases and the reactants, Fe3* and OH- ions are slowly
released into the reaction mixture. After 10 minutes of thermal hydrolysis at an
clevated temperature, oxo-hydroxide Y-FeOOH nucleates exclusively at the core
nanoparticles. The oxo-hydroxide phase at the core nanoparticles transform to

magnetic spinel during precipitation of Fe?* ions at higher pH values.
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We choose cobalt ferrite because it exhibits different magnetic properties than
maghemite. Cobalt ferrite is among all spinel ferrites the only one hard magnetic and
has the highest magnetostriction from all oxide materials [4]. Because of his high
magnetostriction it can be used in multiferroic, magnetoeletric composite materials.
Multiferroic materials possess at least two of the ferroic properties (ferroeletricity,
ferromagnetism and/or ferroelasticity). In such materials, the coupling between the
different order parameters could produce new effects, for example magnetoeletric
(ME) effect. ME effect in composite materials is known as a tensor property, that
results from the interaction between the two phases in the composite. It is result of
the product of the magnetostrictive effect (magnetic/mechanical effect) in the
magnetic phase and the piezoeletric effect (mechanical/eletrical effect) in the
piezoeletric phase [5].

The formation of the magnetic shell is the key step in synthesis of CS composite
nanoparticles, combining magnetic shell with different functional cores. In our
research, the silica nanoparticles were used as the cores to study the synthesis of the
cobalt-ferrite shell. The goal of the first part of our research was to repeat the results
from the previous research [3] of heterogeneous nucleation of maghemite on to the
silica core nanoparticles. In the second part, the synthesis of cobalt ferrite shell onto
the silica core nanoparticles with modified method as was proposed for deposition
of the maghemite layer was investigated. The problem of cobalt ferrite synthesis
arises from the large difference in pH values where Fe?* and Co?* ions precipitates,

which is much larger than in the case of Fe3" and Fe?*.

2 Experimental

2.1. Preparation of core nanoparticles

Suspension of silica core nanoparticles was prepared with dispersing the SiO;
powder into 50 mL of deionized water in such amount that the overall surface of
core nanoparticles is 5.45 x 1018, This surface is determined in the previous research
and it was estimated in a way, that the determined concentration of Fe precursor

would form a 3 nm thick spinel shell [3].
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2.2. Synthesis of ferrite shell

Composite nanoparticles with heterogeneous nucleated spinel ferrite shell were
synthesized with co-precipitation of Fe>*/Fe?* or Fe3*/Co?* ions with the method
that is reported in Ref. [3]. Fe’*-urea complex with composition
[Fe((CO(NH2)2)6)](NO3)3] was prepared as is described by Ashua et al. [6] and used
as source of Fe3* ions.

For synthesis of thin layer of maghemite on to the silica core nanoparticles
(Fe@Si0y), firstly the suspension of core nanoparticles (d= 25 nm, n= 0.08 mmol,
V= 50 mL) is heated under argon flow at 60 °C. At the temperature the Fe3*-urea
complex (0.12 mmol) and iron (II) chloride (FeCly, Alpha Aesar, 99.5%) (0.06
mmol) is added. After 10 minutes of thermal hydrolysis at 60 °C we added
magnesium hydroxide (Mg(OH), Alpha Aesar, 95%) (0.24 mmol). The reaction
mixture 1s left with steering at the final temperature for another 2 hours. In the case
of the cobalt ferrite layer onto the core nanoparticles, synthesis procedure was
similar as in the Fe@SiO: case, except use of cobalt nitrate (Co(NO3)2, Alpha Aesar,
98%) (0.06 or 0.12 mmol), instead of iron (II) nitrate. Because the concentration of
OH- ions needed for precipitation of Co?* (pH=8) could not be reached using
Mg(OH),, we used the mixture of Mg(OH), (0.24 mmol) and CaO (0.16 mmol or
0.24 mmol), pressed into tablets. For the synthesis of the cobalt ferrite shell the
stoichiometric Co/Fe atomic ratio of 0.5 (CoFe@SiO,-Mg24C16) and the
nonstoichiometric Co/Fe atomic ratio of 1 (CoFe@SiO,-Mg24C24) was used.

2.1. Characterisation of the materials

Core nanoparticles and spinel ferrite shell were characterized by conventional
transmission electron microscope TEM JEOL 2100 coupled with energy dispersive
X-ray spectroscopy (EDXD). For the TEM investigation the nanoparticles were
deposited on a copper-grid-supported transparent carbon foil. Quantitative analyses
of cobalt ferrite shell were performed using EDS microanalysis system (LINK ISIS
EDS 300) and Oxford ISIS software. For quantification of the cobalt ferrite shell
spectra the CoFe,O4 ceramic was used as a standard (Co/Fegandara = 0.502 £ 0.003).

The &-potential of the silica core nanoparticles in their aqueous suspension was

measured using Brookhaven Instrument Corp. ZetaPALS.
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3 Results and discussion
3.1. Core nanoparticles

Aqueous suspension of silica core nanoparticles was examined with TEM and &-
potential measurements. Figure 1a presents TEM image of the amorphous SiO; core
nanoparticles. From the image it is evident, that the sample consists of agglomerated
particles with average size of 25 nm. From the &-potential measurements (Figure 1b)
it was determined that silica core nanoparticles in the aqueous suspension exhibited
a large negative &-potential at pH values above ~ 3. This enables their colloidal
stability over large pH region. The silica nanoparticles were chosen as the core
nanoparticles, because they are amorphous and making the characterization of the

crystalline product on their surface easier.
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Figure 1: TEM image of silica core nanoparticles (a) and & -potential measurements

of silica core nanoparticles in their aqueous suspension.

3.2. Core nanoparticles

For the synthesis of the spinel ferrite shell, which is heterogeneously nucleated at the
core nanoparticles, low supersaturation is required. To keep the supersaturation low
enough to avoid the homogeneous nucleation, the concentration of the reactants
should be low and their release must be controlled. In our case, the controlled
release of the Fe’* ions can be achieved with thermal decomposition of the Fe3*-
urea complex. Apart from the control of the Fe3* release from the complex, the
release of the hydroxyl ions can also be controlled to improve the homogeneity of

the reaction mixture and to maintain the desired level of the supersaturation [3, 7].
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Synthesis of the composite nanoparticles with maghemite shell on the silica core
nanoparticles was repetition of results from Primc research [3]. Fe**/Fe?* ions were
dissolved into aqueous suspension of core nanoparticles heated at 60 °C under
argon flow. After the suspension remained at the initial pH value of 2.2 for 10
minutes the Mg(OH), was added. The addition of Mg(OH), resulted in increase of
pH during the reaction (Figure 2a). After approximately 17 minutes, the pH value
needed for precipitation of the Fe?* ions was reached (pH=06.2), while in another 90
minutes pH increased to the maximum value of 6.9. Reaction mixture was
maintained at final pH for another 30 minutes that overall reaction time was 2
hours.

Figure 2b represents the Fe@SiO, composite nanopatticles. The TEM image shows
SiO; core nanoparticles with average size of 25 nm that are homogeneously covered
with small spherical nanoparticles with average size of approximately 5 nm. Detailed
TEM analysis revealed that spherical nanoparticles are nucleated exclusively on the
core nanoparticles while the larger homogeneous nanoparticles of maghemite were

never observed. This result showed the repeatability of the procedure invented by

Primc [3].
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Figure 2: pH vs. time curve (a) and TEM image of the Fe@SiO> sample (b)

The cobalt-ferrite shell was coated onto the silica core nanoparticles using similar
procedure as in the case of the maghemite shell. The Fe3*/Co?" ions were added
into the aqueous suspension of the core nanoparticles, heated at 60 °C under argon
flow. After the suspension remained at initial pH of 2.3 for 10 minutes, the
Mg(OH); was added to increase pH (Figure 3a). After approximately 60 minutes, pH

value raised to the maximum pH of 7.35. Afterwards the pH value increased another
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60 minutes. For the precipitation of Co?* ions, pH = 8 must be reached [8]. As is
seen from the figure 3a, with Mg(OH), we could not reach pH value needed for
precipitation of the cobalt ions, so we consider to use stronger base.

Figure 3b presents TEM image of the CoFe@SiO2-M composite nanoparticles. The
image shows silica core nanoparticles with small spherical nanoparticles on their
surface. Although the pH value was not high enough for precipitation of all Co?*
ions and forming the stoichiometric cobalt ferrite, small nanoparticles are nucleated
on the surface of the core nanoparticles while homogeneous nucleated nanoparticles
were not observed. However, EDXS analysis showed no cobalt present in the
precipitated nanoparticles at the cores. As the material was slightly magnetic, the

product is most probably of maghemite.
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Figure 3: pH vs. time curve (a) and TEM image of the CoFe@SiO2-M sample

According to the results in previous research, hydroxide ions must release slowly so
that low saturation is achieved enabling heterogeneous nucleation. At the same time
they must release fast enough, that oxo-hydroxide phase Y-FeOOH does not
transform into a-FeOOH. For the formation of spinel ferrite layer onto the core
nanoparticles, Primc find out that M?* ions must precipitate approximately 15
minutes after addition of hydroxide [3].

Because we could not reach the pH value where the Co2* ions precipitates with
proposed hydroxide, we consider using stronger solid base, that also have low
solubility. We used the mixture of Mg(OH), and CaO pressed into tablets. With
pressing the mixture into tablet we decrease surface to volume ratio and make the
hydroxide ions release slower. The increase of the pH after addition of the Mg(OH)»
/CaO tablet was followed in the separate experiments. The Mg(OH), /CaO tablet
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was added to the solution of the Fe3*/Co?* ions after heating for 10 minutes at 60
°C. Figure 4 shows changing of the pH value with the time for different Mg(OH);
/CaO ratios. The addition of the mixtute of Mg(OH), (n=0.24) and CaO (n=0.12)
(sample CoFe-M24C12) resulted in increase of the pH to the maximum value of
7.77, which is still below pH=8 required for the precipitation of the Co?" ions.
When the mixture was consisted of Mg(OH)> (n=0.24 mmol) and CaO (n=0.16 —
0.24 mmol), the pH of 8 was reached in approximately 15 minutes. Moreover,
maximum pH value was always above pH=9. As it is mentioned before, the
hydroxide ions must release homogeneously with the time to maintain the
conditions needed for the heterogeneous nucleation. According to this, for further
research of the heterogeneous nucleation of cobalt ferrite layer onto the core
nanoparticles we choose mixture of Mg(OH)2 (n=0.24 mmol) and CaO (n=0.16
mm)(sample CoFe-M24C16) where pH=8 was reached 12 minutes after the tablet
addition and the maximum pH value was 9.10. The pH value is first increased slowly

to pH=4 and then the increase was faster to pH=7 when it becomes slower again.
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Figure 4: pH vs. time curve for different different Mg(OH), /CaO ratios

The procedure of coating the cobalt-ferrite shell onto the core nanoparticles using
the mixture of Mg(OH), and CaO (CoFe@SiO»-M24C16) was similar than in the
previous case (CoFe@SiO2-M). The Fe**and Co?' ions were added into the
suspension of the core nanoparticles and heated at 60 °C under argon flow. After 10
minutes of thermal hydrolysis at initial pH, the tablet consisting mixture of Mg(OH)»
(n=0.24 mmol) and CaO (n=0.16 mmol) was added to increase the pH (Figure 5a).
After approximately 19 minutes pH of 8 needed for precipitation of the Co?* ions

was reached. With time, the pH increased to the maximum value of 8.48 in another
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10 minutes whereas in another 90 minutes it decreased to pH of 8.25. Figure 5b and
¢ presents TEM images of the CoFe@SiO2-m24C16 composite nanoparticles. The
images show spherical amorphous core nanoparticles covered with small crystalline
nanoparticles and some larger, sheet-like product nanoparticles, which were not
attached to the cores (Figure 5b). The crystalline nanoparticles with size of 3 - 5 nm
are heterogeneous distributed at the cores surfaces (Figure 5¢). EDXS analysis of the
shell on the surface of the core nanoparticle revealed, that shell contains only = 4
at.% of cobalt instead of 14 at.% required by the stoichiometry of CoFe;O4. Even
though the pH value needed for precipitation of Co?* ions was reached, the
stoichiometric cobalt ferrite was not formed. EDXS analysis of sheet-like structures
revealed, that they contain iron and cobalt in ratio Fe/Co = 1. We assume that this
phase is ferroxide (Co(Fe)COOH).
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Figure 5: pH vs. time curve (a), representative TEM image of CoFe@SiO>-M24C16
sample (b) and TEM image of small heterogeneous nucleated crystalline

nanoparticles on the cores
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When we added the stoichiometric Co/Fe atomic ratio, we do not get the
stoichiometric composition of the cobalt ferrite nanoparticles at the surface of the
core nanoparticles. In the next step the amount of Co?* ions was increased to favour
its incorporation in the product spinel ferrite nanoparticles (CoFe@SiO2-M24C24).
The procedure for synthesis of composite nanoparticles was the same as in the
previous case (CoFe@SiO2-M24C106) in difference, that the atomic ratio between
Co/Fe = 0.5 instead of stoichiometric 1. Because we added increase amount of ions
into the reaction mixture, we also needed mode hydroxide ions to reach pH of 8
needed for precipitation of the Co?* ions. After 10 minutes of thermal hydrolysis,
we added tablet of Mg(OH), (n=0.24 mmol) and CaO (n=0.24 mmol) for increasing
the pH (Figure 6a). Value of pH=8 where Co?* precipitates was reached after
approximately 20 minutes and after 30 minutes the maximum pH= 8.17 was
reached. Figure 6b and c represent the TEM images of CoFe@SiO>-M24C24
composite nanoparticles. TEM images showed the silica core nanoparticles with
covered with small crystalline nanoparticles and some larger, sheet-like nanoparticles
(Figure 6b). The crystalline nanoparticles with size 3-5 nm are heterogeneous
distributed at the core surfaces (Figure 6c). Homogeneous nucleated spinel
nanoparticles are not observed. EDXS analysis of the shell on the core nanoparticles
revealed that shell contains only = 4 at.% of cobalt instead of 14 at.%. Also here we
can observe the sheet-like structures (Figure 6¢), which according to EDS analysis
have got ratio of Fe:Co=1. EDS analysis on the composite nanoparticles showed
that layer on the surface of the core nanoparticles contains just % of cobalt instead
of 14 %. Although, we increased the concentration of Co?* ions, the stoichiometric
cobalt ferrite was not formed. EDXS analysis of sheet-like structures revealed, that

they contain iron and cobalt in ratio Fe/Co = 1.
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Figure 6: pH vs. time curve (a), representative TEM image of CoFe@SiO»-M24C16
sample (b) and TEM image of small heterogeneous nucleated crystalline

nanoparticles on the cores

4. Conclusions

The synthesis of the composite nanoparticles consisting of spinel cobalt-ferrite shell
and the core of different functional materials was investigated. As a model core the
silica nanoparticles were used. The spinel shell forms with heterogeneous nucleation
and growth of the solid product during co-precipitation of the Fe3*/Co?* ions in the
aqueous suspension of the core nanoparticles. Different precipitating agents were
tested. By using Mg(OH); as the precipitating agent, the pH of 8 needed for Co?*
precipitation could not be reached. As a result, the spherical spinel nanoparticles
nucleated on the surface of the core nanoparticles contained no Co. Using the
mixture of Mg(OH); and CaO, the pH value of cobalt precipitation was reached.
However, EDS and TEM analysis revealed that the cobalt-ferrite nanoparticles
contained to low content of Co, even when the increased concentration of Co was

used in the starting solution.
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For wider interest

Composite nanoparticles are composite materials, where one of their dimensions is
in nanometre range (1 nm = 109 m). Within the individual composite nanoparticle at
least two different materials displaying different, compositions, crystal structures and
properties are combined. Such nanoparticles have potential to exhibit novel physical
and chemical properties compared to single-material nanoparticles. Of particular
interest are nanoparticles where properties of different materials are coupled. The

coupling means, that one property can be tuned with influence on the other.

Typical example of composite material where properties are coupled is multiferroic
composites. Multiferroics combine two "ferro" properties (ferroelecticity and
terromagnetism). The two properties are mechanically coupled in the composite,
through the change in volume of the megnetosrtictive material in the magnetic field
and piezoelectric material in the electric field. In such materials magnetic properties
can be tuned by an applied electric field and the electric properties by an applied
magnetic field. The multiferroic materials have great potentials in technological

applications such as sensors, oscillators, memory devices, phase shifter etc.

In our work, we investigate the method for coating the different functional core
nanoparticles with magnetic spinel cobalt ferrite (CoFe2Oy) shell. Cobalt ferrite
exhibit different magnetic properties that other spinel ferrites. Among all of spinel
territes it is the only one hard magnetic and have the largest magnetostriction among
oxides. On the basis of its properties, cobalt ferrite can be uses in storage and

recording devices, drug-delivery systems, sensors etc.
g 3 g Y 5

The synthesis of cobalt-ferrite shell based on the known synthesis method for
synthesis the maghemite shell with heterogeneous nucleation of the product of
Fe3*/Fe*" co-precipitation at the core nanoparticles. The main problem in cobalt-
ferrite shell synthesis is the large difference of pH values where Fe?*/Co?* ions
precipitate. The pH value of 8 needed for Co?* precipitation can be reached by using
strong base, however the release of the hydroxyl ions should be controlled and slow

enough to enable low supersaturation needed for the heterogeneous nucleation.
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Abstract. The role of cysteine and aspartic cathepsins in Tumor Necrosis
Factor-alpha (TNFa)-induced apoptosis was investigated using U937 cell line.
Apoptosis was caspase-dependent and accompanied by lysosome membrane
permeabilization and release of cathepsin D into the cytosol. However, cysteine
cathepsin inhibitor E64d and aspartic protease inhibitor pepstatin A did not
prevent the initiation or progression of apoptosis, suggesting that neither
cysteine cathepsins nor cathepsin D are critically involved in triggering or
progression of the TNFa-induced apoptosis in U937 cell line. Cathepsins may,
however, be involved in the amplification of the death receptor-mediated

apoptosis pathway in certain cell lines or under different stimulation conditions.

Keywords: Apoptosis, TNFa, cathepsins

1 Introduction

Apoptosis is the major mechanism by which eukaryotic organisms eliminate
potentially dangerous, superfluous and damaged cells [1]. Phenotypically, apoptosis
is characterized by cell shrinkage, chromatin condensation, plasma-membrane
blebbing and dismantling of the cell into small intact fragments (apoptotic bodies)
that are removed by phagocytes [2]. Caspases, a family of cysteinyl aspartate-specific
proteases, are central mediators of apoptotic and inflammatory pathways [3]. They
are activated via two different signalling pathways, the intrinsic or mitochondrial
pathway, and the extrinsic or death receptor pathway. In the intrinsic pathway,
cellular stress results in the activation of proapoptotic proteins together with the

inactivation of antiapoptotic proteins, both belonging to the Bcl-2 family of poteins.
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Bax and Bak proteins oligomerize and form pores in the mitochondrial membrane
which leads to the release of cytochrome ¢ from the mitochondrial intermembrane
space. In the cytosol, cytochrome c binds to the Apaf-1 protein, resulting in the
formation of the apoptosome complex and subsequent procaspase -9 activation [4].
The death receptors, which are critical for the induction of extrinsic pathway, are all
members of the tumor necrosis factor receptor (INFR) superfamily which includes
among others tumour-necrosis factor receptor-1 (INF R1), the Fas receptor (FasR)
and TNF-related apoptosis-inducing ligand (TRAIL) receptors: death receptor 4
(DR4 or TRAIL-RI) and death receptor 5 (DR5 or TRAIL-RII) [1, 4]. Binding of
the ligands initiates oligomerization of receptors in the membrane, followed by
assembly of the death inducing signalling complex (DISC). Initiator caspases -8 or -
10 are then recruited to the DISC and activated. The two pathways converge at the
level of the executioner caspases -3 and -7 [1]. The so called type I cells have been
defined to be independent of mitochondria for the induction of death receptor-
mediated apoptosis [5]. However, in certain cells, called type II cells [5], caspase-8
activates the proapoptotic Bcl-2 family protein Bid, which engages the mitochondrial
pathway, thereby linking the pathways. Moreover, Bid seems to be a general sensor
tor apoptosis, as it can be cleaved by a number of other proteases, including calpains
[6], granzyme B [7] and the lysosomal cathepsins [8]. A number of different stimuli
were found to directly or indirectly target the lysosomal membrane, thereby inducing
lysosomal membrane permeabilization and the release of cathepsins into the cytosol.
Cathepsins are a family of proteases representing the largest group of proteolytic
enzymes in the lysosomes [9]. In lysosomes, cathepsins execute non-specific bulk
proteolysis. However, they were found to have specific physiological functions
outside lysosomes, such as apoptosis mediation [9-11]. Massive lysosomal damages
trigger necrosis, whereas more selective lysosomal permeabilization can lead to the
induction of apoptosis [12] through activation of Bid and inactivation of the
antiapoptotic Bcl-2 family members and subsequent activation of the the intrinsic
pathway [10, 13]. The cathepsins were also suggested to be involved in the extrinsic
pathway, however, the findings are contradictory [13-18]. In order to address this
issue, we have investigated the role of cysteine cathepsins and cathepsin D in TNF-
alpha mediated apoptosis in U937 cells that are known to express high levels of
cathepsins and respond well to TNF-alpha.
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2 Experimental work

Cell culture and treatments: Human Caucasian histiocytic lymphoma (U937) cells were
obtained from European Collection of Cell Cultures and cultured at 37°C in a
humidified atmosphere with 5% COa,. Cells were grown in RPMI 1640 medium
supplemented with 10% heat-inactivated foetal bovine serum, 1% glutamine and 1%
streptomycin/penicillin. For all experiments, cells were seeded at a density 2x10°
cells/ml and maintained in the complete medium for 24 hours prior to any
treatment. Human recombinant TNFa (ProSpec-Tany TechnoGene LTD, Rehovot,
Israel). and cycloheximide (Sigma-Aldrich, St. Louis, USA) were added in fresh
medium. Where indicated, Pepstatin A, Penetratin (Calbiochem; EMD Milipore,
Billerica, MA, USA), E64d (Peptide Research Institute, Osaka, Japan) and z-VAD-
FMK (Bachem AG, Bubendorf, Switzerland) were added two hours prior to the
addition of TNF for the time indicated, to ensure inhibition of caspases and
cathepsins. The total and cytosolic cell extracts were prepared as previously

described [13, 19].

Quantification of cell death: Cells were seeded at a concentration of 4x10° cells/ml in 24-
well plates. After treatment, cells were pooled, collected by centrifugation (380 x g
for 4 min) and stained with Annexin V-PE (BD, Franklin Lakes, NJ, USA) for 15
min at room temperature, followed by the staining with Propidium Iodide (PI)
(Sigma-Aldrich St. Louis, USA). Annexin V-PE and PI were used to determine the
phosphatidylserine exposure and the loss of membrane integrity according to the
manufacturer’s instructions. Analysis was made with FACSCalibur flow cytometer
(BD, Franklin Lakes, NJ, USA) and the CellQuest software (FACSComp Software,
BD, Franklin Lakes, NJ, USA). Acridine Orange was used to assess the integrity of

the lysosomes as previously described [19].

Caspase -3 activity measurement: Proteins from total extracts were tested for DEVDase
activity by measuring the proteolytic cleavage of the fluorogenic substrate Ac-
DEVD-AFC. 50 ug of protein extracts, as determined by the Bio-Rad assay, were
mixed in a 96-well plate with caspase buffer [100 mM HEPES, 200 mM NacCl, 0.2%
(w/v) CHAPS, 20% (w/v) sucrose, 2 mM EDTA, and 20 mM dithiothreitol (pH
7.0)] to the final volume of 90 pl. After 15 min incubation at 37°C, the substrate was

added to a final concentration of 10 mM and substrate hydrolysis was continuously
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measured in a 96-well plate reader (Tecan Safire, Mannedorf, Switzerland) at

excitation and emission wavelengths of 400 and 505 nm, respectively [20]

Immunoblotting: 50 pg of protein, as determined by the Bio-Rad assay, were loaded
and resolved in 12.5% sodium dodecyl sulphate polyacrylamide gel electrophoresis
gels and electrotransferred to the nitrocellulose membranes. Blots were probed with
cathepsin D-specific mouse monoclonal antibodies (0.8 pg/ml) [21], caspase -8 p18
specific rabbit polyclonal antibodies (Santa Cruz Biotechnology, Inc., Dallas, TX,
USA; 1:200 dilution) and Bid specific rabbit polyclonal antibodies (Cell Signaling
Technology, Inc., Dancers, MA, USA; 1:500 dilution). Goat anti-mouse and goat
anti-rabbit horseradish peroxidase-conjugated secondary antibodies (Abcam,
Cambridge, UK; 1:5000 dilution) were added followed by visualization with
enhanced chemiluminescence according to the manufacturer’s instructions (GE

Healthcare Bio-SciencesCorp., Piscataway, NJ, USA).

3 Results and discussion

Triggering of TNF R1 death receptors induces caspase-dependent apoptosis that is independent of
¢ysteine and aspartic cathepsin activity

U-937 cells were initially tested for their sensitivity to apoptosis induction by TNFa
in combination with cycloheximide, which sensitizes cells to TNFoa induced
apoptosis [22]. As shown in Fig 1, cells responded to TNFa. A significant number of
cells entered apoptosis already after 12 hours with no major differences observed at
24 hour time point, except that few more cells underwent necrosis. A broad-
spectrum caspase inhibitor Z-VAD-FMK did not protect against apoptosis as the
cells underwent necroptosis (Figure 1, UR; [23, 24]).
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Figure 1: TNFa-induced apoptosis in U937 cell line. Cells were pretreated for 2 h with pan caspase

inhibitor Z-VAD-FMK (20 pM) and incubated with TNFo (10 ng/ml) and cycloheximide (1 pg/ml)

for 12 h and 24 h. Cells are distributed as follows: Ann-/PI- :living cells (LL); Ann+/PI- :apoptotic

cells (LR); Ann+/PI+ (UR). The labelling for LL, LR and UR represents positions of cell
populations in flow cytometric graphs (not shown).

We next tested DEVDase activity, characteristic of caspases, in total cell extracts
following TNFa treatment. In agreement with a major role of caspases in death-
receptor-induced apoptosis, DEVDase activity was significantly increased (Figure 2).
A complete inhibition of DEVDase activity was observed in cells treated with the
pan caspase inhibitor Z-VAD-FMK, in agreement with caspase activation in this
model.
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Figure 2: DEVDase activity after TNFa-induced apoptosis in U937 cell line. Cells were treated
with 10 ng/ml TNF« and 1 pg/ml cycloheximide for 24 h. The inhibitor Z-VAD-FMK was added
2 h prior to TNF treatment at a concentration of 20 puM. Caspase activity was determined using the

fluorogenic substrate Ac-DEVD-AFC. The results are expressed as relative fluorescence.

Next, we tested whether caspase -8, the critical upstream protease in the extrinsic

apoptotic pathway was activated. As can be seen in Fig 3A, the band at 55 kDa,
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corresponding to the preform of caspase-8 almost completely disappeared, whereas
the band at 18 kDa, corresponding to the pl8 subunit of activated caspase-8
appeared, indicating that caspase-8 was fully active. In addition, Fig 3B shows that
the band at 22 kDa, corresponding to the full length Bid almost completely
disappeared, indicating the cleavage of proapoptotic protein Bid (Figure 3B), most
likely performed by activated caspase -8, although Bid is a potential target of many
other proteases [6-8].
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Figure 3: (A) Activation of caspase -8 and (B) Bid cleavage following treatment with 10 ng/ml
TNFa and 1 pg/ml cycloheximide for 12 h.

Next, we tested if cysteine cathepsin inhibitor E64d and/or aspartic protease
inhibitor pepstatin A prevent apoptosis, triggered by TNFa and cycloheximide. As
shown in Fig 4, neither cysteine cathepsins nor cathepsin D are critically involved in
TNFa-induced apoptosis in U937 cell line. Neither of the inhibitors by themselves
exhibited cytotoxicity (not shown).
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Figure 4: Cysteine and aspartic cathepsin inhibitors do not reduce the cytotoxic potential of TNFa.
Cells were pretreated for 2 h with cysteine cathepsin inhibitor E64d (10 uM) and aspartic cathepsin
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inhibitor Pepstatin A-Penetratin (1 uM ) and incubated with TNFa (10 ng/ml) and cycloheximide
(1 pg/ml) for 12 h. Cells are distributed as follows: Ann-/PI- :living cells (LL); Ann+/PI-:apoptotic
cells (LR); Ann+/PI+ (UR). The labelling for LL, LR and UR represents positions of cell

populations in flow cytometric graphs (not shown).

Lysosomal membrane is permeabilized in TINFa-induced apoptosis and cathepsin D is released to
the cytosol
We evaluated the stability of lysosomes after cell treatment with TNFa and

cycloheximide by monitoring lysosome membrane permeabilization (LMP) at the 24
h time point. It is evident from figure 5A that about 20% of cells had damaged
lysosomes. As TNFa-induced apoptosis was accompanied by LMP, we tested if
cathepsin D was released to the cytosol. It has been previously shown that cathepsin
D is released to the cytosol and actively mediates the death signal by TNFa [25]. As
can be seen in Fig 5B, the bands at 48 kDa and 34 kDa, corresponding to the single-
chain mature cathepsin D and heavy chain of mature cathepsin D, respectively, are
strong in the control total cell extract and almost completely disappear in control
cytosolic cell extract. In cytosolic cell extract, made after treatment with TNFa and
cycloheximide, the band, corresponding to the heavy chain of mature cathepsin D
becomes apparent, indicating the presence of cathepsin D in the cytosol following

treatment.

BO 4
70 -
B0 1
:E 1 T-CTRL CTRL TNFa
30 1 48 kDA ==
20 1
10 4

scCatD

Acriding Drange (Geo Mean)

34 KD w— heCatD

CTRL THFa

Figure 5: Lysosome integrity during TNFa-induced apoptosis in U937 cell line. (A) The cells were
treated with TNFa (10 ng/ml) and cycloheximide (1 ug/ml) for 24 h. Acridine Orange uptake
indicates the percentage of cells with decreased fluorescence. (B) Immunodetection of Cathepsin
D in total cell extracts (T-CTRL) and cytosolic cell extracts without treatment (CTRL) and after
treatment with TNFo (10 ng/ml) and cycloheximide (1 ug/ml) for 12 h. scCatD, single-chain
mature cathepsin D; hcCatD, heavy chain of mature cathepsin D.
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The role of caspases as major players in the death receptor pathway was clearly
established, however, different opinions exist concerning the role of cysteine
cathepsins and cathepsin D in this pathway. We showed that the activity of cysteine
cathepsins and cathepsin D is not critical for the induction and/or progression of
apoptosis induced by TNFa in U937 cell line, despite the fact that apoptosis
induction was accompanied by damage to the lysosomes and release of cathepsin D
to the cytosol. Our results are in agreement with the report from Klari¢ et al., who
showed that TNFa induced apoptosis is independent of cysteine cathepsins,
although lysosomes were found damaged and cathepsin B was released to the
cytosol in U937 cell line [26]. U937 are type 11 cells which require an amplification of
the apoptotic signal through engagement of the mitochondrial pathway [27, 28] via
Bid cleavage to efficiently activate executioner caspase -3. In contrast to our results,
several earlier studies suggested that cathepsins are important mediators of apoptosis
upstream of mitochondrial outer membrane permeabilization (MOMP) in many
different cell lines in TNFa induced apoptosis after being released to the cytosol [14,
15, 25]. However, apoptosis was only delayed, not abrogated in these studies,
arguing against a critical role of cathepsins in the pathway. Cathepsins are more likely
to be involved in the amplification loop involving mitochondria and lysosomes [11,
29] where the level of amplification may depend on cell type and the apoptotic

stimulus.

4 Conclusions

The induction of apoptosis by TNFa and cycloheximide in U937 cell line results in
caspase -8 and -3 activation, with subsequent cleavage of proapoptotic protein Bid.
If caspases are blocked upon apoptosis induction, necroptosis becomes apparent.
Lysosomal membrane is permeabilized during apoptosis progression and cathepsin
D is released to the cytosol. Cysteine cathepsin inhibitor E64d and aspartic protease
inhibitor Pepstatin A, did not rescue apoptosis, triggered by TNFa« and
cycloheximide, indicating that neither cysteine cathepsins nor cathepsin D are

critically involved in the induction of this cell death pathway.
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For wider interest

Apoptosis is genetically regulated energy-dependent process, characterized
by specific morphological and biochemical features in which caspase activation plays
a central role. It is the major mechanism by which eukaryotic organisms
eliminate potentially dangerous, superfluous and damaged cells. Many of the key
apoptotic proteins that are activated or inactivated in the apoptotic pathways have
been identified to date, however, the molecular mechanisms of action or activation of
these proteins are not fully understood and are thus the focus of continued research.
The importance of understanding the mechanistic machinery of apoptosis is vital
because apoptosis is a component of both health and disease, namely being initiated
by various inducing stimuli. Moreover, the widespread involvement of apoptosis in
the pathophysiology of disease makes the process of apoptosis amenable to

therapeutic intervention at many different checkpoints.
TNFa is one of the most important pro-inflammatory cytokines and has a crucial

role in the pathogenesis of immune disorders and tumor development. Detailed
understanding of TNFa triggered pathways will enable the development of a new
generation of anti-TNFo therapies that will cause fewer side effects, whilst

maintaining high efficacy in the treatment of cancer and immune disorders.

Our results have confirmed caspases as critical for induction and progression of
apoptosis induced by TNFa in U937 cells, whereas, neither cysteine cathepsins nor
cathepsin D are critically involved in the induction of this pathway. Although
lysosomes are damaged and cathepsin D released to the cytosol, the inhibition of
cysteine cathepsin and cathepsin D activity by its inhibitors, has no effect on
apoptosis progression. However, cathepsins may be involved in the amplification

rather than initiation of death receptor-mediated apoptosis.
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Abstract. We report dielectric properties of relaxor P(VDF-TrFE-CFE)
terpolymer (a polymer system that exhibits fast response speeds and high
electric energy density, giant electrostriction and large electrocaloric effect)
blended with ferroelectric P(VDF-TrFE) copolymer. We show that blends
exhibit a relaxor-like linear dielectric response at low copolymer content. In
samples with 20-50 wt. % of P(VDF-TtFE) the ferroelectric and relaxor states
coexist and nonlinear dielectric spectroscopy appears as a very appropriate tool
for revealing such coexistence. Moreover, the temperature dependence of the
third harmonic dielectric response reveals the onset of ferroelectric behavior
also in blends with a low copolymer amount, due to a high VDF content in the
P(VDF-TrFE-CFE) terpolymer, which increases the ferroelectric interactions.
In addition, the coexistence of ferroelectric and relaxor states is confirmed by
differential scanning calorimetry, DSC, which further reveals the influence of

blending on the terpolymer crystallinity and melting point.

Keywords: ferroelectric, relaxor, polymer blends, nonlinear dielectric

spectroscopy, differential scanning calorimetry.

1 Introduction

Polyvinylidene fluoride, PVDF, has played an important role in sensor and actuator
applications, ever since its high piezoelectric response has been reported [1]. Similary
high piezoelectric response was found in poly(vinylidene fluoride-trifluoroethylene),
P(VDF-TtFE), copolymer, which, contrary to PVDF, spontaneously crystallizes into
a polar phase [2]. When P(VDF-TtFE) system is further manipulated either with
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high-energy electrons irradiation or with additional monomers that contain large
chlorine atoms, such as chlorofluoroethylene, CFE, or chlorotrifluoroethylene,
CTFE, polar all-trans chains in normal P(VDF-TtFE) are converted into nanopolar
regions in P(VDF-TtFE-CFE) and P(VDF-TtFE-CTFE), thus transforming the ma-
terial into a typical relaxor system [3]. Such systems have in recent years been pro-
posed for many advanced applications since they possess giant electrostriction [4],
high energy densities with fast discharge speeds [5] and large electrocaloric effect [6].
Most of the investigations have, however, focused on either normal ferroelectric
polymers or polymers that are completely transformed into a relaxor (e.g.,
terpolymers or P(VDF-TtFE) copolymer, irradiated with a high dose). Only recently
properties of P(VDF-TtFE) copolymer, irradiated with low and moderate doses of
high-energy electrons, have been reported - a clear evidence that ferroelectric and
relaxor states coexist in the system has been provided on the basis of dielectric and
thermal investigations and it has furthermore been shown that such a coexistence
strongly influences some materials' properties [7]. Since it is known that irradiation
can cause some undesirable effects, such as crosslinking of polymer chains and
formation of free radicals, we have developed a polymer system, where similar
coexistence of states could be expected - blends of a relaxor terpolymer and
ferroelectric copolymer. Here we thus report dielectric properties of P(VDF-TtFE-
CFE) terpolymer/P(VDF-TtFE) copolymer blends.

2 Materials and methods

P(VDF-TtFE-CFE) terpolymer and P(VDF-TtFE) copolymer powders
(62.5/29/8.5 and 55/45 mol. %, respectively), synthesized by a suspension poly-
merization method, were dissolved in N,N-dimethylformamide at room tem-
perature. Then, the two solutions were mixed together by proper ratios for different
blend compositions. The final solution was filtered using 0.2 um sized poly-
tetrafluoroethylene filters and then cast on cleaned glass plates and dried at 70 °C for
24 h. Afterwards, the films were peeled on from the glass plates and further annealed
at 70 °C for 24 h. For dielectric measurements, surfaces of 11-15 pm thick polymer
tilms were covered by sputtered electrodes (100 nm of gold on 10 nm of chromium
for better adhesion, diameter of 4.6 mm). Complex linear dielectric constant
e*=¢"ie” was measured in the frequency range of 30 Hz - 1 MHz by using HP4284A
Precision LCR Meter. The amplitude of the probing ac electric signal was 0.1 V.
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After heating the samples up to 375 K, the dielectric response was detected during
cooling runs with the rate of 0.5 K/min. Similar heating/cooling procedure was used
for the nonlinear dielectric response measurements, which were carried out at
various frequencies by using HP35665A Dynamic Signal Analyzer. Here, the first (¢),
the second (g,) and the third (e;) harmonic dielectric responses were measured
simultaneously, which, in comparison to the separate measurement runs, reduces
mistake in the subsequent computation of the ratio #;=- ¢’;/¢,” ¢’*. The differential
scanning calorimetry (DSC) curves were recorded on a Netzsch DSC 204 F1
calorimeter. The sample was packed in an Al crucible with a lid, loaded into the
calorimeter and heated up to 473 K with a heating rate of 10 K/min. The
temperatures of the phase transitions are reported as the maxima of the peaks. The
temperature and enthalpy calibrations were performed prior to the measurements
using the standard calibration materials with well-defined transition temperatures

and enthalpies.

3 Results and Discussion

Fig. 1 shows the temperature dependences of the real, ¢’, and imaginary, ¢”, parts of
the complex linear dielectric constant, at various frequencies in the pure P(VDF—
TrFE—CFE) terpolymer (100:0), its blends with different wt. % (5-50) of P(VDF-
TrFE) copolymer, and in the pure copolymer (0:100). The terpolymer exhibits a
typical relaxor broad dispersive maximum, i.e., temperatures at which ¢’ and ¢” ex-
hibit maximum are dependent on frequency. A small admixture of the P(VDF—
TrFE) copolymer does not qualitatively influence the spectra, but only slightly inc-
reases the maximum values. However, in samples with higher copolymer amount (=
20 wt. %), a frequency independent peak due to the ferroelectric phase transition in
the copolymer starts to form in addition to the broad terpolymer’s relaxor
maximum, which indicates that in these blends ferroelectric and relaxor states
coexist. The linear dielectric spectra of the pure copolymer distinctively shows this
ferroelectric phase transition; and in addition, a dielectric relaxation at lower
temperatures. It should thus be stressed here that in polymer systems the
ferroelectric phase transition and/or relaxor dynamic behavior take place only in the
crystalline part of the system. It is namely well known, from x-ray, heat capacity, and

infrared investigations, that PVDF and its copolymers are semicrystalline systems
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Figure 1: Temperature dependences of the real, ¢’, and imaginary, €”, parts of the
complex linear dielectric constant, detected at various frequencies in the pure
P(VDF-TtFE—CFE) terpolymer (100:0), its blends with different wt.% (5-50) of
P(VDF-TtFE) copolymer, and in the pure copolymer (0:100). Due to clarity, the y-
scale of the copolymer sample, which shows a ferroelectric behavior, is different to
those of other samples, which exhibit either relaxor behavior or relaxor—ferroelectric

coexistence.
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comprising noncrystalline, i.e., amorphous regions, and crystalline regions with a
spontaneous polarization associated with parallel packing of all-trans chains [2].
While on heating the crystalline region, adopted ferroelectric or relaxor phase under-
goes a transition into a paraelectric phase, and finally melts, the amorphous region
undergoes a transition from glassy to a rubbery state below room temperature [2].
This glass transition (sometimes called -process) is dynamically manifested as an
additional dielectric relaxation in the temperature region of 250-300K and is in fact
present in all our investigated samples—it is only much less pronounced in samples,

which comprise terpolymer, since it is overrided by the broad relaxor maximum.

The linear dielectric response thus reveals that ferroelectric and relaxor states coexist
in the P(VDF-TtFE-CFE) terpolymer/P(VDF-TtFE) copolymer blends with
20-50 wt. % of P(VDF-TrFE), while no sign of ferroelectricity has been detected in
samples with lower copolymer amount. Differential scanning calorimetry (IDSC)
results have in fact already revealed that in relaxor terpolymer/ferroelectric
copolymer blends with a low amount of copolymer (=10 wt. %), although both
components form separate crystalline phases, () the interfacial couplings to the
bulky defects in the terpolymer convert the normal ferroelectric copolymer into a
relaxor and that (i) the addition of the copolymer increases the crystallinity of
blends. These findings can explain the facts that (i) 95:5, 90:10, and 85:15 blends
entirely exhibit relaxor linear dielectric response and (ii) the increase in dielectric data
(compare maximum ¢’ values of 100:0 and 95:5 blends in Fig. 1) as a consequence of

larger polarization which mostly originates in the crystalline phase.

The linear dielectric constant ¢ is defined only in low electric fields E. For higher
field strengths, the polarization P can be represented as the power series expansion
of the variable E as P/e,=(c-1)E+e,’” +&;’ 7, where ¢, and ¢;’ are the real parts of the
second- and the third-order nonlinear dielectric constants, respectively. While ¢,” is
nonzero only for the macroscopically noncentrosymmetrical systems and is propor-
tional to the net polarization, &;” can distinguish between the continuous or discon-
tinuous ferroelectric phase transitions and the relaxor behavior [8]. The same applies

)

for the dielectric nonlinearity coefficient a;=- ¢’;/¢,” ¢’?, which is equal to the coeff-

icient B in the inverted P(E) relation E=AP+BP’+CP’--- (this is in fact the equation

of state, obtained via the equilibrium condition from the order parameter expansion
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of free energy). 2; has often been used for the description of the nonlinear properties
of relaxors as it can distinguish between the glass and the ferroelectric state—in spin

and dipolar glasses #; namely diverges at the freezing temperature.

The temperature dependences of the real part of the third-order nonlinear dielectric
constant, detected at 1 kHz in the pure P(VDF-TtFE—CFE) terpolymer, its blends
with the P(VDF-TtFE) copolymer, and in the pure copolymer, are presented in
Fig. 2. &;(I) data for the pure P(VDF-TtFE) copolymer show a typical ferroelectric
behavior with the change of sign at the ferroelectric-to-paraelectric phase transition
temperature of T,=339%1.5 K. The change of ¢, sign indicates continuous, i.e., the
second-order ferroelectric phase transition [8], which indeed is known to take place
in the P(VDF-TtFE) 55/45 mol. % copolymer [2]. Similatly, ¢;’(T) changes sign for
blends with copolymer ratio above 20 wt. %, where the coexistence of ferroelectric
and relaxor states has already been figured out from the linear dielectric results. The
temperature of the ¢;’ sign change is however decreasing with lower copolymer
amount (see the data for the samples with 20-50 wt. % of copolymer in the inset to
Fig. 2) as a consequence of the fact that the ferroelectric transition temperature is

reduced with decreased size of ferroelectric crystallites.

Moreover, the ¢;’ sigh change has been detected at =287 K in all samples with the
copolymer content below 20 wt. %, although they exhibit a relaxorlike linear
dielectric behavior, and even in the pure terpolymer, despite the fact that the
thermodynamic theory predicts that the third-order nonlinear dielectric constant
changes sign only for a second-order ferroelectric phase transition [8]. In accordance
with these theoretical predictions, solely positive values of &;’(T) have in fact been
detected in inorganic relaxors as well as in the P(VDF-TtFE—CFE) stretched and
non-stretcthed terpolymer [8]. However, the terpolymer (59.2/33.6/7.2 mol. %)
reported have lower VDF content than the terpolymer used in this study
(62.5/29/8.5 mol. %), and it is known that ferroelectric interactions are stronger in
P(VDF-TtFE) samples with higher VDF content: (i) Not only that T¢ increases with
increasing VDF content, (ii) the irradiation with high-energy electrons at a dose of
40 Mrad completely transforms the P(VDF-TtFE) 50/50 mol. % into a relaxor
(only a broad dispersive linear dielectric maximum has been detected) while in the
case of P(VDF-TtFE) 80/20 mol.% sample even after irradiation at a dose of 80
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Mrad ferroelectric states cleatly persist in the system. Obviously on increasing the
VDF content, the P(VDF-TtFE) copolymer is more resistant to be converted into a
relaxor, and our data reveal that in the P(VDF-TtFE-CFE) 62.5/29/8.5 mol. %
terpolymer the VDF content is already high enough that even after addition of
8.5 mol. % of CFE the ferroelectric component is still present in the system.
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Figure 2: Temperature dependences of the ¢;’, detected at 1 kHz in the pure
P(VDF-TrFE—-CFE) terpolymer (100:0), its blends with the P(VDF-TtFE)
copolymer, and in the pure copolymer (0:100). The inset shows the temperature

where ¢;’ changes sign vs. copolymer content.

The temperature dependence of the real part of the second-order nonlinear dielectric
constant, shown in Fig. 3 for two blend samples and for the pure copolymer,
additionally confirms the presence of ferroelectric states in investigated samples. &,’
is non-zero only if the net polarization is present, and data for the pure copolymer
clearly reveal that, like in ferroelectric crystals [8], ¢,” reaches minimum at Te¢ (the
arrow indicates the temperature where the corresponding &;” changes sign), and
below this temperature the nonzero ¢&,” values originate from the non-compensated
domain structure, while above T¢ the still existing net polarization can be due to the
presence of charged surface layers. In the other two samples, where ferroelectric
states coexist with relaxor states, the &,” data are more scattered, however, their

average (solid lines) also reveal minima near temperatures where the corresponding
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¢;’ changes sign. Finally, similar information can be obtained from the temperature
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Figure 3: The real part of the second-order nonlinear dielectric constant, detected at
1 kHz in two terpolymer/copolymer blends with coexisting ferroelectric and relaxor
states and in the pure copolymer. The ¢,’ data in the copolymer sample clearly
exhibit a minimum at the ferroelectric phase transition. In the other two samples, the
average of the data (solid lines) also reveal minima near temperatures where the
corresponding ¢;’ changes sign. Similar information can be obtained from the

temperature dependence of the dielectric nonlinearity a;.

The final confirmation that in P(VDF-TtFE-CFE) terpolymer/P(VDEF-TtFE)
copolymer blends the ferroelectric and relaxor states coexist has been obtained by
DSC experiments. Fig. 4 reveals DSC peaks at around three different temperatures,
340 K, 400 K, and 430 K. The peak at ~340 K, which appears in the pure
copolymer and in blends with large amount of copolymer, denotes the ferroelectric
phase transition. The other two peaks are due to the melting of the terpolymer
(~400 K) and copolymer (~430 K) crystallites with their entalpy being proportional
to the terpolymer/copolymer amount in the samples. DSC traces thus clearly reveal
the coexistence of relaxor terpolymer crystallites and copolymer crystallites, the latter

undergoing the ferroelectric transition in samples with their high enough amount.
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Figure 4: DSC traces of the pure P(VDF-TrFE—CFE) terpolymer (100:0), its
blends with the P(VDF-TtFE) copolymer, and of the pure copolymer (0:100).

4 Summary

Blending a relaxor terpolymer with the ferroelectric copolymer resulted in the system
with coexisting ferroelectric and relaxor states, showing similar properites to
P(VDF-TtFE) copolymer, irradiated with low doses of high-energy electrons, where
such a coexistence has been shown to strongly influence materials' properties [7].
This blend polymer system could thus be suggested as a model system for tailoring

various materials' properties, not only the dielectric response, reported in this work.
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For wider interest

Dielectric spectroscopy investigates electrically-induced properties of a material as a
function of frequency and/or temperature. Dielectric properties are related to
polarizability and thus depends on the structure and molecular properties of a
material. That is why it is an useful tool for material characterization and is used in
pharmacy, biotechnology and material science. The basic quantity in dielectric
spectroscopy is complex dielectric constant ¢*, which consists of the real, ¢’ and
imaginary, ¢”, part. The real part is related to stored energy within the medium,
whereas the imaginary part describes the losses. That is why the dielectric constant is
very important in devices for storing electrical energy (capacitors).

Numerous materials are also able to convert the electrical energy into mechanical
work (electromechanical effect) or into heat (electrocaloric effect) note that in
electrocalorics this is not due to the electrical current. Such properties of a material
can be utilized in many devices such as actuators, sonars, integrated microelectro-
mechanical systems or artificial muscles, which use the electro-mechanical etfect, or
in heating/cooling devices of new generation, which use the electrocaloric effect.
Ferroelectrics and relaxors are materials that possess giant electromechanical and
electrocaloric effect. Subgroup of them are also polymers based on P(VDF-TtFE)
copolymer. Pure P(VDF-TtFE) is a ferroelectric and can be transformed into a
relaxor by irradiating it with large doses of high-energy electrons or by the addition
of the third monomer, such as CFE. Most of the investigations up to now have fo-
cused either on pure, non-processed, ferroelectric P(VDF-TtFE) copolymer, or
polymer that is completely transformed into a relaxor. It has recently been shown
that in P(VDF-TtFE), irradiated with low doses of high-energy electrons,
ferroelectric and relaxor states coexist. Since high-energy electron irradiation can
cause some undesirable effects, such as cross-linking of polymer chains and for-
mation of free radicals, we have developed a polymer system, where similar co-
existence of states could be expected - blends of relaxor terpolymer and ferroelectric
copolymer. In our work we show, by means of dielectric spectroscopy and differ-
ential scanning calorimetry, that ferroelectric and relaxor states indeed coexist in
blends of P(VDF-TtFE-CFE) terpolymer and P(VDF-TtFE) copolymer. In addition

we demonstrate how such coexistence influences some of the materials properties.
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Abstract. Hen egg white has exceptional potential as an inexhaustible source
for a variety of peptide products with unique properties. These active peptides
are valuable for human health and nutrition and can be used as raw material for
diverse purposes in the cosmetic and pharmaceutical industries. The studies
thus far have established that enzymatic hydrolysis of egg white water solution
can release active peptides. Possible therapeutic effects of these peptides are
antioxidant, antihypertensive, anti-inflammatory and antimicrobial, while
functional properties of egg white hydrolyzate are better foaming, digestion,
and solubility of food products. The aim of this work is to determine and
describe which peptides have mentioned abilities and to propose some new
abilities such as anti-aggregation and autophagy-stimulating effects and their

possible application as drug or functional food.

Keywords: Egg white, enzymatic hydrolysis, bioactive peptides, functional

food, antihypertensive, antioxidant, antimicrobial, anti-aggregation;

1 Egg White

In every day human diet, hen eggs represent significant food. With that being said, it
is important to explore the properties of eggs as plausible source of therapeutic
compounds. Nowadays, numerous commercial synthetic drugs are available but all
of them have side effects. That is why an interest in therapeutic application of
natural active components such as bioactive peptides grows. Egg white as a source

of bioactive peptides is safer alternative to drugs.
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1.1. Composition of Egg White

Hen egg is consistent of four parts: shell, membrane, egg yolk and egg white also
known as albumen. Each part of hen egg has its own nutritional value. The biggest
potential, as bioactive peptides pool, is the egg white. Albumen is liquid, viscous,
tasteless solution with transparent yellowish-colour. It consists of 88, 5 % water and
13-20 % dry mass. This liquid mixture contains proteins of high nutritious value,
amino acids like tryptophan, lysine, cysteine, and in amount of 1% carbohydrate and
ions of atoms Na, K and Cl. Egg white has 10,5% (w-w) [1] of proteins per one
average egg weight. It is composed of more than 70 different proteins [2], from
which the most important and most well examined are those that are shown in table
1 below.
Table 1: Characteristics of the principal egg white proteins[3]

No. Percent of
albumen(%) | Isoelectric | .
: . . Size
Protein weight per point Da)
weight (w- (pH)
W)
1 . 45
Ovalbumin 54 4.5 000
2 . 76
Ovotransferrin 12 6,1 000
3 : 28
Ovomucoid 11 4.1 000
4. 5,5-
. 8,3
Ovomucin 35 4.5-5,0 N
106
5 14
Lysozyme 3,4 10,7 300
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0 3,0-
G2 globulin 4,0 5,5 4;5
104
7. G3 globulin 4,0 4,8 /
8. N 49
Ovoinhibitor 1,5 5,1 000
9 . 24
Ovoglycoprotein 1,0 39 400
10. : 32
Ovoflavoprotein 0,8 4,0 000
11. 7,7
Ovomacroglobulin 0,5 4,5 X
10°
12. Chicken Egg 12
White Cystatin 0,05 >1 700
13. . 068
Avidin 0,05 10 300

The proteins that are listed above have shown many positive as well as some
negative effects, such as allergic reactions, on human health. Albumen properties can
be improved by different treatments.

Ovalbumin is the biggest and predominant protein of egg white with antibacterial
activity. This protein has potential to become source of many bioactive peptides

with various functions[4]. It has one unwanted property, causation of allergic
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response. This is one more reason to digest ovalbumin, and to potentially produce
bioactive peptides and remove allergenicity. With hydrolysis of egg white it is
possible to generate more a suitable form for oral intake especially for children
under age of five that are within the allergy prone group. Beside ovalbumin,
ovomucoid, ovotransferin and lysozyme have also shown allergen effects which are

IgE-mediated immediate reactions|5].

Ovotransferrin also known as conalbumin has the propensity to bind to metallic
iron ion[6]. It has antibacterial activity which is reflected in its ability to permeate

bacterial outer membranes|[4].

Lysozyme has antibacterial properties that are related to its capability to hydrolise 3
(1-4) bonds of peptidoglycan, structural component of bacterial cell wall. Lysozyme
is well known as natural food conservation agent against gram positive bacteria. Its

antiviral activity against skin infections has also been confirmed|[4].

Avidin has the ability to bind to biotin- water soluble vitamin B, that is necessary for

bacterial and yeast growth[4].

Albumen chicken egg-white cystatin (CWEC) has shown antimicrobial activity by

preventing group A streptococcus growth|4].

1.2. Albumen and protein aggregation

Chicken white egg cystatin (CWEC) is a member of cystatin family type 2. Cystatins
are cysteine proteases inhibitors, that inhibit enzymes from peptidase papain family
[7]. Some of the members of cystatin family were shown to be part of amyloid-
plaques and to interfere with protein aggregation or form amyloid aggregates
themselves [8]. As well, some variants of human cystatin C proved to be a risk factor

for old-onset Alzheimer’s disease [9].

Amyloids are fibril like proteinaceous formations, that form elongated spines
consisted of antiparallel 3-sheets that can be identified by Congo red colour[10].
These formations are often found to be the final step in the mechanism of protein

ageregation. Their precursors have shown different cytotoxic effects. Interaction of
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amyloids has been studied using stefin B and cystatin C as model proteins[11].
Mutations of their genes or protein damage by oxidative stress or metal interactions

can lead to amyloid formations and aggregation[12].

CWEC was used to determine the type of inhibition of Cathepsin C, a papain type
of proteinase, and to locate the active site and mode of binding[7]. An exogenous
amyloidogenic protein can present a potential seed for aggregation or it could
contribute to diseases connected to amyloid formation in humans|[13]. This is why
CWEC is examined side by side to stefin B and human cystatin C, with the goal to
better understand aggregation and the way of its prevention. Ultrasound treatments
of CWEC could change its propensity towards cathepsin binding and cathepsin

inactivation as well as its aggregation propensity.

2 Effect of Hydrolysis on Egg White

Usage of albumen is restricted to minimum commercial application because of its
allergenic properties, thermal liability and unsatisfying digestivity. One way to
improve egg white properties is with partial and controlled enzymatic hydrolysis.
When comparing the egg white and its hydrolyzate, hydrolyzate has better
digestivity, less viscosity, better solubility and it has no allergenic proteins. This has
been also confirmed in the literature where it was reported that even pre-treatments

such as cooking or ultrasound decreases allergenic potential[14].

Thus far four different enzymes have been used for hydrolysis optimisation: alcalase,
neutrase, flevourzyme and papain. Alcalase is serine peptidase with endogenic
activity, neutrase is serine peptidase with endogenic activity and both are isolated
from bacteria. Papain is plant cysteine peptidase with endopeptidase activity while
flavourzyme is a fungal enzyme with both endo- and exo-peptidase activity. Two
different approaches have been used, single-step and two-step hydrolysis. Single-step
was performed with above mentioned enzymes in order to determine their capability
to reach the highest degree of hydrolysis. With two-step hydrolysis high percentage
of hydrolysis was also one of goals and the other goal was to produce bioactive
peptides. Also, two different pretreatments preceded hydrolysis. Pretreatments
presented physical hydrolysis of 10% egg white solution by heat and ultrasound.

Reaction conditions during experiments were constant with pH and temperature
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adapted to each protease. Pretreatmen with high temperature was conducted at 75°C
degres for 30 minutes and ultrasound treatment was cinducted at room temperature

with frequency of 20 kHz. The results are shown in figure 1 and 2[15].

Thermal t
71 W Alcalase O Alcalase = 0
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Figure 1: Schematic presentation of Figure 2: Schematic presentation of
single-step hydrolysis of 10% egg two-step hydrolysis of 10% egg white
white water solution with termic and water solution with termic and ultra
ultra sound pre-treatment. sound pre-treatment

Figure 1 shows influence of pretreatment on single step hydrolysis. The best result
was obtained with termal pretreatment using alcalase, which was espected, because
of better accessibility of its endopeptidase activity after partial cleavage of proteins.
Ultrasound pretreatment had a little bit slower kinetics than termal pretreatment but
it also reached the same hydrolysis persentage. The advantage of ultrasound was lack
of side effects such as chainge of solution colour that was observed in termal

pretreatment.

Two- step hydrolysis which was shown on figure 2 was obtained under the same
conditions as the one-stape hydrolysis with same prereatments with the addition of

second enzyme when 20 % degree of hydrolysis was achived.

During hydrolysis antioxidative parameter was followed. The highest activity was
determined in two-step hydrolysis with combination of alcalse and flevourzyme.
Also, this treatment has shown very good functional propetrties, table 2. The results
shown below were derived from 27% deggre of hydrolisis solution of one and two-

step enzyme hydrolisis with termal and ultrasound treatment. The data within table 2
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are important to food industry and for formulation of functional food. The two-step
enzyme, alcalase-neutrase, hydrolisate treated with ultrasound has the biggest
foaming stability and capacity. The digestivity is also improved which is suitable for
products for consumers with difficulties with digestion. Taste is very interesting

clause and it shoud not be neglected in formulation of functional food.

Table 2: Functional properties of egg white protein hydrolyzate with same
hydrolysisi degree, DH=27%.

Alcalase and Alcalase and .
Alcalase Papain
Parameters Albumen neutrase flevourzyme
T uz T uz T Uz T Uz

Degree of
hydrolysis, DH(%0)
Foaming capacity,

(%)

0,00 27,00 27,00 27,00 27,00 27,00 27,00 27,00 27,00

77,68 81,06 77,68 80,92 81,06 69,10 80,47 73,68 74,75

Foam stability, (%0) | 73,96 72,83 64,29 73,96 73,12 72,22 73,12 70,24 46,81

Digestibility, (%) 69,29 79,44 79,17 81,86 79,83 79,05 79,30 90,43 90,72
Solubility at pH 6,
(%)
Solubility at pH 8,
(%)

70,69 93,11 89,27 | 100,00 77,43 88,31 100,99 | 95,68 95,41

81,85 93,12 87,34 92,13 81,19 92,99 97,73 91,94 100,00

DPPH activity, (%) | 35,62 77,68 70,49 51,35 33,29 44,92 77,65 73,84 89,93

Reduction power / 0,15 0,11 0,11 0,15 0,15 0,05 0,49 0,45

Taste pleasant| salty and bitter bitter sweet and pleasant unpleasant

In some studies they have improved antioxidative properties of egg white by adding

minerals like selenite and thus improving egg white powder[16].

One of the important factors in the hydrolyzate solution are electrolytes, especially
ions of Na* and CI- which have influence changes of the protein backbone and thus

the protein activity[17].

3 Bioactive peptides derived so far from Egg White

There are many different peptides that have bioactive functions. From egg white
protein ovotransferin two peptides IRW and IQW have shown capability to
attenuate tumour necrosis factor (INF) and to attenuate inflammatory stress
response in endothelial cells. These three-peptides have influence on prevention of

atherosclerotic lesions. They are potent ACE inhibitors that have been tested on
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endothelial cells by 20 hour treatment[18]. Some longer peptides like 92- amino acid
residue peptides of ovotransferin have shown antibacterial activity against Gram-

negative bacteria[19].

Enzymatic hydrolysis of Lysozyme has even enhanced its anti-bacterial activity by
mediating its insertion into bacterial membrane. Orally inserted lysozyme showed

antiviral propensity against herpes simplex and chicken pox[19].

Ovalbumin peptides OA 77-84 and OA 126-134 derived from peptic or
chymotryptic digestion increased macrophages activity. Digestion of ovokinin
ovalbumin by chymotrypsin gave peptide OA 358-365 with vasodilating effect. This
propensity was confirmed in vivo, on spontaneously hypertensive rats. Peptide OA
183-184 derived by peptic and OA 200-2018 derived by tryptic digestion showed

antihypertensive activity[19].

Some researchers suggested that cystatins may be involved in inflammatory
response. Verdot at al. found that cystatin induces the synthesis of TNF-a resulting

up-regulation of nitric oxide[20]

4 Future plan for bioactive peptide isolation and identification
from egg white

Food-derived active components- bioactive peptides are the future of
pharmaceutical and healthy-food industry. With such products and drugs one could
expect to avoid side effects of synthetic drugs but still keep their therapeutic effect.

As it was mentioned before, many studies have shown in vitro and not that many in
vivo that egg white proteins have a propensity to become part of functional food
products. By enzymatic hydrolysis the bioactive peptides are exempt from egg white
proteins. Different enzymes derive different active peptides with different
properties. This opens a whole range of possibilities. By variation of enzymes we will
be able to produce peptides with properties that have potential in treatment of

different illnesses.
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This work will focus on detection, isolation and characterization of active peptides
derived from egg white chosen, most abundant proteins hydrolysed by one-step
hydrolysis with alcalase and two-step hydrolysis with combination of alcalase and
flevourzyme or, if necessary some other combination of digestive enzymes. In the
previous studies of albumen proteins and their peptides, anti-aggregation properties
of bioactive peptides derived from white egg were not probed, therefore, this will be

a new additional feature.

The goal of this research is to identify active peptides that can be used as
antioxidants or ROS inhibitors and others (or the same), which would have anti-
aggregation or autophagy simulating properties. With that said it is possible to
prevent age-dependent diseases by preventing ROS caused cell death and on the

other hand, obtain repression of aggregation of other amyloid peptides.
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For wider interest

Egg white is a major row material in food industry. Its hydrolyzate can be added to
meat, bakery and cookie products because of its foaming, emulsifying and better
digesting properties. Eggs also contribute a clean, natural image of packaged or
prepared foods to look consumer-friendly. Enzymatic egg white hydrolyzate
contains in addition bioactive peptides which have beneficial effects in comparison
to non-hydrolysed egg white. The aim of this work is to study anti-oxidant and

some novel effects of bioactive peptides, for possible usage as aging preventive,
healthy-food.
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Abstract. The lead-free ceramics based on the solid solution of potassium
sodium niobate have been extensively studied in recent years. Different authors
reported preparation of qualitatively extremely different ceramics, although
they used comparable processing methods. The repeatability of the preparation
of the potassium sodium niobate systems thus is an issue. In this study, two
batches of KysNagsNbOj; were prepared, using the orthorhombic and the
monoclinic Nb;Os polymorphs for the solid-state synthesis. Our results
showed a clear influence of the Nb,Os polymorhic form on the formation of a
homogeneous potassium sodium niobate solid-solution and its further
densification behaviour. To achieve a perfect reproducibility in the potassium
sodium niobate ceramics processing this point is crucial and was not

considered so far.

Keywords: Potassium sodium niobate; Niobium pentoxide; Solid-state

synthesis

1 Introduction

Piezoelectric materials based on the solid solution of sodium potassium niobate have
been the most studied lead-free piezoelectric materials over the past few years [1, 2].
A high electromechanical coupling factor and a low dielectric permittivity make
potassium sodium niobate ceramics interesting for ultrasonic applications [1].
However, despite there being many reports on the preparation and properties of this
material, problems with densification and grain growth control remain. In general,

the reproducibility of the solid-state synthesis is an issue.
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Mali¢ [3] studied the solid-state reaction of Ky5NagsNbOs3 from alkaline carbonates
and niobium pentoxide by diffusion couples. They found that at 600°C,
Kos5NagsNbOs is formed via an intermediate phase that best corresponds to the
solid solution (KiNaj.4)2Nb4O11. The reaction proceeds by the diffusion of K*, Na*
and O? ions through the reaction layer of the intermediate phase and Ko s5NagsNbOj3
toward Nb,Os. The reaction rate is determined by the diffusion of the slower
species, i.e., K*. As known from the studies made on an analogous but better-known
system, 1i.e., BaTiOs3 [4, 5], the particle size distribution (PSD) of the starting powders
plays a crucial role in the synthesis of Kos5NagsNbOs. In principle, the carbonates
should have a uniform PSD and a small particle size to obtain good homogeneity of
the potassium and sodium carbonates around the particles of niobium pentoxide in
the initial mixture. Based on the work of Mali¢ et al. [3], the PSD of Nb,Os would
determine the rate of the overall diffusion-controlled reaction since at the usual
calcination temperature the diffusion of Nb>* is negligible and only the diffusion of
K*, Na* and O? takes place.

Nb2Os is the most commonly used source of Nb in the solid-state synthesis of
potassium sodium niobate and is known to exist in different polymorphs [6]. The
most common polymorphs are the orthorhombic y-phase and the high-temperature-
stable monoclinic a-phase. The phase composition is not specified in commercially
available Nb,Os, and neither is it usually reported in the literature when Nb,Os is

used for synthesis.

The aim of this study was to investigate the influence of the polymorphic form of
NbOs on the solid-state synthesis of KgsNagsNbOs. Two batches of
Ko5NagsNbO3 were prepared using identical procedures from two different Nb,Os
polymorphs, ie., orthorhombic and monoclinic. The reactions of the two
homogenized mixtures were studied. The possible reasons for the Nb2Os
polymorphs’ different reactivity with the alkaline carbonates during the synthesis of
Ko.5Nags;NbOs3 are discussed. The paper clearly shows the importance of different
Nb2Os polymorphs on the course of the solid-state reaction and further

densification behaviour of Ko sNags;NbO3, which has not been considered so far.
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2 Experimental procedure

Two batches of KosNags;NbO3 were prepared from the following starting powders:
K,COj; (anhydrous, 99.9+ %, ChemPur, Karlsruhe, Germany), Na,CO3 (anhydrous,
99.9+ %, ChemPur, Karlsruhe, Germany) and two types of Nb2Os. The first Nb,Os
(325 mesh, 99.9 %, Sigma-Aldrich, Steinheim, Germany) was orthorhombic and had
median particle diameter dso = 0.48 um and doo = 3.77 um. The second NbOs
(99.9985 %, Alfa Aesar, Karlsruhe, Germany) was monoclinic with bimodal PSD
and ds0 = 0.70 pm.

All the powders were ball milled in a planetary mill in acetone for 4 h and dried. The
milling of all powders resulted in the elimination of the larger particles and a
dso = 0.33 um for the orthorhombic NbyOs and d5p = 0.40 um for the monoclinic
Nb2Os. The milled and dried precursors were weighed in the exact stoichiometric
ratio to prepare KosNags;NbOs from two different Nb2Os in a dry box and the two
mixtures were homogenized in a planetary mill for 4 h in acetone. The homogenized
mixtures were dried, compacted into pellets and calcined two times at 800°C for 4 h
with intermediate and final planetary milling for 4 h in acetone. For the densification
study, the powders were compacted with a uniaxial press into cylindrical samples,
cold isostatically pressed at 200 MPa and sintered at 1120°C for 2 h, with heating

and cooling rates of 5 K/min, in a tube furnace.

The phase composition and structure of the precursors and the ceramic powders
were determined by X-ray diffraction (XRD) analyses performed on a PANalytical
X’Pert PRO diffractometer with a Cu Kol radiation source and a Ge
monochromator. The data were collected in the 20 range from 10° to 90° with a step
of 0.016°/100 s. A Rietveld refinement was cartied out using the Topas program.
Orthorhombic (ICSD 1840) and monoclinic (ICSD 16605) Nb2Os were used as
model structures for the refinement. The morphology of the precursors and the
ceramic powders was analyzed using a Jeol JSM-7600F field-emission scanning
electron microscope (SEM) and a Jeol JEM-2100 transmission electron microscope
(TEM). For the SEM analysis of the ceramics, the samples were cut with a diamond
wire saw, mounted in epoxy and polished. Thermal etching of the ceramics was
carried out at 1020°C for 40 minutes. Prior to the analysis, the samples were coated

with a 4-nm-thick carbon layer in a Gatan PECS 682. The dimensional changes of
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the pellets of the calcined and milled mixtures with comparable green densities
during heating, were recorded with a Leitz heating-stage microscope, Version 1A, at

a heating rate of 5 K/min.

In the subsequent text the monoclinic Nb,Os and the potassium sodium niobate
prepared from the monoclinic Nb2Os are denoted as NbOs-mono and KNN-
mono, respectively, and the orthorhombic Nb2Os and the potassium sodium niobate

prepared from this orthorhombic Nb,Os are denoted as Nb,Os-ortho and KNN-

ortho, respectively.

3 Results and discussion

3.1 Nb2Os precursors

The XRD patterns of the NbyOs-ortho and mono before and after milling are
shown in Figure 1. The XRD patterns of the as-received Nb,Os-ortho and the as-
received Nb,Os-mono can be indexed to the orthorhombic [7] and monoclinic [8]
Nb2Os unit cells, respectively. After milling, in the Nb,Os-mono new broad peaks
were detected at 22.6, 28.5 and 36.7 °20. These peaks can be indexed to the
orthorhombic Nb2Os unit cell [7]. According to the Rietveld refinement of the
milled Nb,Os-mono XRD spectra, the powder contained 53% of the monoclinic
and 47% of the orthorhombic phase. Thus, our results show that with wet planetary
milling the Nb2Os-mono was partially transformed to orthorhombic, while the

Nb,Os-ortho retained its crystal structure.

ortho as received J{J mono as received
3 |
%\ l JU\ —JL}L_ __wJN LJLM,_A\,_A_“JJL/I\__.&__J __,_JlL,‘_
B ortho milled | mono milled
< )
9 | ° °
= _JL»AHJM&_A__JU; : _J\-Jb L./\\,\_J\J'MlWL

N
o

25 30 35 4020 25 35 40

30
20 [°] 20 [*]
Figure 1: XRD patterns of Nb,Os precursors: Nb,Os-ortho as-received and milled,
Nb20Os-mono as-received and milled. Peaks marked with ® correspond to the newly

introduced orthorhombic phase.
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According to Holtzberg et al. [6] the transformation from orthorhombic to the high-
temperature-stable monoclinic Nb,Os at 830°C is irreversible. Rojac [9] confirmed,
that with cooling to room temperature the monoclinic Nb,Os did not transform
back to the orthorhombic form. However, after 10 hours of high-energy milling he
observed a complete transformation of the monoclinic Nb,Os to the orthorhombic
one. Rojac explained the transformation of the monoclinic Nb,Os to orthorhombic
by the increased pressures of the collisions during the high-energy milling. Similarly,
Senna [10] assigned the mechanochemical polymorphic transformation of PbO in
the form of massicot to litharge by isothermal, wet ball-milling to mechanical effects.
We therefore assume that similar mechanical effects during wet planetary milling

caused the phase transformation of the monoclinic Nb,Os to orthorhombic.

A closer look at the milled Nb2Os-mono powder was made possible by the high-
resolution TEM (HR-TEM) (Figure 2). Nanocrystals of tens of nm are clearly seen
on the surface of the larger particle. The diffraction spots of these nanocrystals
obtained with a fast Fourier transform (FFT) (Figure 2 — inset left) correspond to
the orthorhombic (001) plane reflections [7], while the spots from the larger particle

(inset right) correspond to the monoclinic (-101) plane reflections [8].

Figure 2: HR-TEM image of the milled Nb>Os-mono particles with insets showing
FFTs of the selected areas.

The results from the TEM analysis are consistent with the XRD pattern in Figure 1.
In addition, as revealed by the TEM analysis, the broader XRD peaks of the new
orthorhombic phase introduced by milling are attributed to the orthorhombic

nanocrystals attached to the surface of the relatively large monoclinic crystals.
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3.2 Synthesis of Ko.sNagsNbO;

From the results above it is expected that the Nb,Os-mono would react in a
different way with the carbonates than the Nb,Os-ortho. As shown in Figure 3a, the
XRD pattern of the calcined KNN-ortho can be indexed with the Ko5NagsNbO;
monoclinic perovskite unit cell according to Tellier [11]. In addition to the expected
Ko.5NagsNbOs3 perovskite peaks, the shoulders at higher °20 are visible on the XRD
pattern of the calcined KNN-mono (Figure 3a: KNN-mono calcined). These
shoulders can be indexed to the NaNbOj3 unit cell (Figure 3b), e.g., [12]. Assuming
the presence of the NaNbOj; perovskite in the stoichiometric mixture of
Kos5NagsNbOs3, a phase rich in potassium should also be present. The peaks of the
KNbOj [13] perovskite overlap with the KosNaosNbOs peaks. Nevertheless, the
XRD pattern of the KNN-mono after calcination could be indexed completely with
a range of perovskite solid solutions of (K, Nai)NbO3 with varying contents of K
and Na throughout the material (Figure 3b). This suggests A-site inhomogeneities.

a) KNN-ortho, calcined | b) Ko.sNag sNbO3
?:_L } L A =
T, KNN-mono, calcined @
“Z, el
Bl v WA B
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annealed at 950°C -
_l , IJL o h IM L 1

50 60 30 31 33 34

40 32
26 [°] 20 [*]
Figure 3: XRD patterns of powders: a) KNN-ortho, calcined, KNN-mono, calcined

and KNN-mono, calcined and annealed at 950°C, 4h. The shoulders are marked
with arrows b) enlarged view of {110} peaks of the calcined KNN-mono with the

inserted patterns of KNbOj [13] and NaNbO; [12].

According to Mali¢ et al. [14], homogeneous Kos;Nags;NbO; is formed when
annealed at temperatures as high as 950°C. With an additional annealing of our
inhomogeneous, calcined KNN-mono powder (Figure 3a: KNN-mono, calcined) at
950°C for 4 h, a homogeneous Ko5Naps;NbO3 was obtained as well, i.e., the XRD
pattern of the KNN-mono, calcined and annealed at 950°C, is consistent with the
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XRD pattern of the calcined KNN-ortho (Figure 3a: KNN-mono, calcined,
annealed at 950°C and KNN-ortho, calcined).

The probable origin of the different reaction of the Ko5;NagsNbOs when using
milled Nb;Os-ortho or -mono is the presence of the orthorhombic Nb2Os
nanocrystallites in the milled Nb2Os-mono. In a study of the diffusion couples in
Ko5NagsNbOs3 [3], the reaction in the NaxCOs3/Nb,Os diffusion couple started at
500°C, while for the K,CO3/Nb,Os diffusion couple it started only at 600°C.
Besides that, the parabolic rate constant at 600°C for the Na,CO3/Nb,Os diffusion
couple was ten times higher than for the K,yCOs3/NbyOs diffusion couple
(1x101% m?/s versus 3x101> m?/s, respectively). This means that NayCOs starts
reacting at a lower temperature and at 600°C it diffuses faster into the Nb2Os than
the K*. It is also necessary to consider the higher reactivity of the Nb2Os
nanoparticles, because of the high curvature and high surface free energy of the
crystals in the nanorange [15]. Moreover, the nanocrystals are on the surface of the
Nb,Os particles (Figure 2), so they are the first in contact with the carbonates. Since
the Na;COs starts reacting with nanocrystalline Nb2Os at lower temperatures and
the diffusion paths through the Nb,Os nanocrystals are very short (tens of nm),
Na,COs3 and Nb,Os nanoctystals would react predominantly, forming the NaNbOs.
The KoCOs; and a part of the unreacted NaCO; would then react at higher
temperatures during heating with the remaining larger monoclinic Nb2Os crystals.
This would result in the coexistence of phases like NaNbO3;, KNbO; and/or
inhomogeneous (K, Nai)NbOs3 solid solutions, at the end of the reaction, as

shown in the XRD pattern of the calcined powders in Figure 3.

3.3 Densification of Ko s5NagsNbO3

The shrinkage curves together with SEM images of the sintered ceramics are
presented in Figure 4. The densities of the sintered ceramics are shown in Table L.
While the shrinkage behaviour of the calcined KNN-ortho is comparable to the one
usually reported for KosNagsNbOs [16], both KNN-mono and KNN-mono
additionally annealed have modified densification behaviour (Figure 4). This suggests
the effect of the Nb,Os-mono precursor manifested in the A-site inhomogeneity in
the KNN-mono after the calcination, could not be completely eliminated by further

annealing and has an impact on the sintering behavior and final microstructure.
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Figure 4: Dimensional changes with temperature of the calcined KNN-ortho,

calcined KNN-mono and calcined and additionally annealed KNN-mono and

corresponding SEM images of the ceramics sintered at 1120°C, 2h

Table I: Archimedes densities of the sintered ceramics

Powder Density [g/cm3] Theoretical density* [%o]
KNN-ortho 4.17(2) 92.4(4)

KNN-mono 4.21(3) 93.4(7)
KNN-mono-950 391Dt 80.6(1)t

* theoretical density of KosNagsNbO3 = 4.51 g/cm? (based on the Rietveld refinement of the monoclinic unit cell according to Tellier [11])

T measured as geometric density

The reason for the difference between the KNN-ortho and the KNN-mono
sinterabilities and microstructures is most probably the starting A-site inhomogeneity
of the KNN-mono after calcination. The densification and grain growth of the
(KNai)NbOj solid solution, which is richer in K, occurs at different rates and
lower temperatures than in the case of the solid solution that is richer in Na. This
results in the observed abnormal growth of certain grains (Figure 4: KNN-mono).
Abnormal grain growth was not observed in the case of KNN-mono-950 sintered
ceramics, however, this ceramic had a lower density (see Table I) than the KINN-
ortho ceramic. The poor density of the KINN-mono-950 is most probably related to

the high temperature of the additional annealing which caused coarsening of the
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particles. Although the powder was subsequently planetary milled, it was not

possible to obtain as fine particles as in the case of the calcined KNN-ortho.

4 Conclusion

This study shows that the partial transformation of the monoclinic Nb,Os to the
orthorhombic nanocrystals during wet planetary milling and the resulting bimodal
particle size distribution of Nb2Os play a crucial role in determining the A-site
homogeneity of the potassium sodium niobate solid solution and crucially influence
the densification behaviour of the KNN powders. To achieve a higher
reproducibility in the processing of the KosNaosNbOs, this point is important and

was not considered so far.
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For wider interest

In the last decade, a lot of effort has been dedicated in the field of piezoelectric
ceramics to finding environmentally friendly lead-free materials which would
substitute the currently mostly used lead zirconate titanate (PZT). In 2004, Saito et
al. from Toyota Central Research Laboratory reported a high-performing material
based on potassium sodium niobate solid solution (KINN).

Difficult processing of KINN-based materials hinders them from being used in larger
scale. This ceramic system is sensitive to development of secondary phases during
synthesis, tends to exhibit abnormal grain growth and is difficult to obtain in high
densities by conventional sintering.

Nb.Os is mostly used as a precursor for the solid-state synthesis of KINN materials.
We observed that when using different NbyOs precursors for the solid-state
synthesis of Ko5NagsNbOs;, ceramics of extremely different quality would be
obtained.

Two batches of Ko5;NagsNbOs; were prepared using the same procedure, but
different Nb,Os; i.e. orthorhombic and monoclinic. In order to reduce the large
particle size of the as received Nb,Os precursors, both powders were planetary
milled. Although, the as-received orthorhombic Nb,Os remained unchanged by the
milling step, the as-received monoclinic Nb,Os after milling partially transformed to
nanoparticles with orthorhombic syngony, which were attached to the surface of the
remaining micron-sized monoclinic particles. This two-phase Nb,Os reacted to form
inhomogeneous potassium sodium solid solution, which resulted in the abnormal
grain growth during the densification. The inhomogeneous powder was additionally
homogenized by annealing at elevated temperature and sintered. Sintering of this
powder resulted in the ceramics with very poor density (86.6% TD). The as-received

orthorhombic Nb>Os yielded ceramics with uniform grain size and usual density of
92.4% TD.

This study shows that the choice of the NbyOs precursor phase is of a key
importance for the quality of the final ceramics. Care should be taken with the phase
composition and the particle size distribution of the starting powders as they are

received from the producer.
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Abstract. HgBa,CuOy4+s (Hg-1201) cuprate compound is a single Cu-O layer
member of mercury cuprate superconductor family. We present general
characterization of the nonequilibrium relaxation dynamics: focusing on its
temperature  and  polarization  dependence. We also  investigate
photodestruction of superconducting condensate by ultrafast laser pulses and
the ensuing recovery. We find that superconducting fluctuations make a

significant contribution to the transient reflectivity in the temperature region
>25 K above T..

Keywords: high-temperature superconductivity, fluctuations.

1 Introduction

Copper oxide (cuprate) superconductors are a family of compounds with highest
known critical temperatures, in a wide zoo of currently known superconductor
families: BCS, pnictides, organic salts, MgB> and others. An enormous amount of
research has been done since 1986 and still ongoing for clarifying the physical
mechanism responsible for superconductivity in cuprates. Cuprates are interesting
from the physical point of view not only as superconductors, but because a number
of different orders coexist and compete in these compounds. Insulating
antiferromagnet, spin glass, pseudogap, “strange” metal, conventional Fermi liquid
metal and in some cases charge density wave are the states which, apart from

superconductivity mark different regions on the phase diagram of cuprates (see fig.

1.

246



350
300
250 | | Ty "normal" state Teon

200

150

pseudogap
. Fermi
100 liquid

Temperature (Kelvin)

50

su pCl’COl]d uctor

ntiferromagnet

0 0.05 0.1 0.15 0.2 0.25 0.3

Hole Doping (x)

Figure 1: Phase diagram of cuprate superconductor (figure is copied from [1])

Superconducting properties in cuprates appeared to be distinct from those observed
in conventional BCS superconductors — cuprates are strong type 11 superconductors
with OK coherence length of the order of just 1 nm and d-wave symmetry of the
superconducting gap [2]. The superconducting transition itself is not completely
understood even from thermodynamic point of view [3], especially in highly
anisotropic compounds such as BiSCO and HBCCO in underdoped region of phase
diagram. Here the possibility of separate pairing and phase coherence are discussed
within several models. 1) Bose-Einstein condensation (BEC)[4] of bipolarons
assumes that hole-polarons form a bipolaron at the pseudogap temperature T*. This
leads to the formation of temperature independent gap in single-particle excitation
spectra. At the critical temperature Tc bipolaron form Bose-condensate, and
macroscopic phase coherence is established. 2) Berezinski-Kosterlitz-Thouless
(BKT)[5]-[7] theory is a distinct approach to the problem. With increase of
temperature in the superconducting state the number of thermally activated vortex-
antivortex pairs increases accordingly to the Boltzman law. At the critical
temperature vortices start to overlap and screen each other, thus destroying the
macroscopic phase coherence. The instantaneous pair density however remains

finite and obeys mean field law disappearing at Tongec™>Te.
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In this work we perform pump-probe characterization of the model compound of
Hg based superconductors and particularly discuss the presence of the transient

reflectivity signal above the critical temperature.

2 Results

2.1 Samples and techniques

Samples were prepared in Zurich by a high-gas-pressure synthesis. Samples, of the
lateral size of 100-200 pm were glued on a sapphire substrate and mounted in a
liquid flow He-cryostat. 250 KHz 50 fs 800 nm laser pulses from Ti:Saphire

regenerative amplifier were used.

Laser beam was split in three shoulders with variable delay in between. For all the
experiments apart from recovery of the superconducting state two shoulders were
used. In the text we use following abbreviation for the pulses from different
shoulders: destruction (D) pulse, comes first and is most powerful, aimed for
photodestruction of superconducting condensate, pump (P) pulse with fluence lower
compared to photodestruction threshold (typically 1 pJ/cm?) and probe (pr) pulse
for probing changes in reflectivity. We use lock-in detection with modulation of the

pump beam, so only the changes in reflectivity caused by pump are seen.
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Figure 2: Temperature dependence of transient reflectivity for two measured sample
consists of negative shortlived pseudogap component and slow positive divergent at
T. superconducting component. Colour represents AR/R, for delays before 0 ps.

signal 1s equal to 0.
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In fig. 2 we show transient reflectivity change in the vicinity of the superconducting
transition for two available samples. The critical temperature of the sample strongly
depends on the oxygen doping level. Optimally doped Hgl201 has critical
temperature of 94 K [8]. In pump-probe response the critical slowing down of
positive superconducting signal at the critical temperature is clearly observed, so we
can estimate T. for our samples to be ~90 and 79 K. Further in text we discuss

nearly optimally 90 K sample.

It has been previously shown that the pseudogap response monotonically increase
with decrease of temperature [9]. Since the pseudogap component has negative sign
the presence of the positive component in the response above T. is attributed to the
superconducting fluctuations. Optical response is sensitive to the gap and insensitive
to the phase of the condensate[10], thus suggesting presence of superconducting
pairs up to ~ 112 K and 125 K for the samples with 90 and 79 K T. respectively,
larger onset temperature for the sample with smaller T suggests that 79 K T, sample
is underdoped [11].

2.2 Fluence dependence

Energy of absorbed pump photon is dissipated into non-equilibrium phonons
during initial sub-ps equilibration process. Phonons with frequency w>2A destroy
superconducting pairs, creating two quasiparticles above the gap [12]. We use a
simple model which assumes that change in reflectivity is directly proportional to the
number of quasiparticles excited and is limited by complete destruction of
superconducting condensate [13].

Taking into account the inhomogeneity of depth and lateral profiles we obtain the fit
=10.1£0.3 pJ/cm?.

value of photodestruction fluence F.

sat
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Figure 3: Fluence dependence of AR/R at 70 K. Left — superconducting
component linearly grows and eventually saturates, at high I negative pseudogap
component appears. After the break the relaxation is fitted by an exponential
function with an offset. Right — fluence dependence of the amplitude and fit curve

(see text).

2.3 Polarization dependence

Previously anisotropy of pump probe response was reported for YBCO [14] and
BSCCO [10] cuprate superconductors, which is not expected for systems with Dy
symmetry in dissipative process of quasiparticle excitation. It can be related either to
the presence of Cu-O chains [14], which is not the case for Hgl201, or to the

symmetry reduction due to the presence of some hidden order [10].
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Figure 4: Probe polarization angle dependence at 70 K. Colour represents AR/R,
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In fig. 4 we present dependence of the pump-probe response on the initial probe
polarization angle. No signature of anisotropy within the noise level is observed.
This implies that there is no symmetry breaking in this compound which can be

associated with the pseudogap or superconducting state at low temperatures

2.4 Superconducting state recovery
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Figure 5: Recovery of the pseudogap and superconducting component after the
photodestruction. On the right panel traces for three characteristic delays
between D and P pulses: 0.15 ps pseudogap and superconducting responses are
suppressed, 1.2 ps - pseudogap response has recovered, 35 ps —

superconducting response has recovered. Colour represents AR/R.

Previously we have seen that superconducting condensate can be effectively
destroyed by a femtosecond laser pulse. In this section we perform advanced 3-pulse
experiment conducted to study the recovery of superconducting signal after
photodestruction. Immediately after D pulse arrival disappearance of the
superconducting signal is observed (fig. 5), with ensuing recovery. For the highest
fluence also the pseudogap signal is suppressed and recovers prior the recovery of

the superconducting component.
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Plots of the readout of the amplitude at 0.7 ps P-pr delay is shown in fig. 6. Two
characteristic features are observed: 1) For high fluences the recovery of the
superconducting state is delayed and 2) Recovery is faster than exponential unlike
exponential relaxation of quasiparticles seen in 2-pulse experiment, which implies
that not solely photoinduced quasiparticles are involved in the gap recovery. These
features, however, might also appear as an artefact of the overlap of two recovering
signals of different sign. For more solid statements one needs to be able to separate

components experimentally.
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Figure 6: AR/R at #,,=0.7 ps as a function of delay between D and P pulses

3 Conclusions

Temperature, fluence, polarization dependences and recovery after the
photodestruction have been studied. Large region of superconducting fluctuations
~25 K is observed in favour of separate pairing and phase coherence scenario.
Destruction of superconducting response occurs above IF,,=10.1+0.3 pJ/cm? with

sat

an ensuing superexponential delayed recovery.
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For wider interest

Superconductors - materials which can conduct electricity without losses. Highest
temperature at which known material exist in a superconducting state is -135 C at
ambient pressure. Even though this temperature seems to be very low these
materials are already widely used in industry, particularly due to their magnetic
properties. In this work we study dynamical properties of the superconducting state
of one of such materials. How fast can superconductor react to external

perturbation? To which extent can we control this process?

To answer these questions we first excite the superconductor by very short laser
pulse (50 femtosecond, ie. 50 millionth of a billionth of a second long) and
afterwards by the similar pulse study how the state response. It appears that for this
particular mercury based superconductor superconductivity is perturbed already in
300 fs and in 10000 fs relaxes to its initial state. We can not only perturb, but also
completely destroy the superconducting state, and the sample will stay for a while in
a non-superconducting state, the harder we excite the longer it will stay.

One can think of a practical application of these properties. Most basic element for
computing — a transistor (or in simpler words a switch) can be made of a
superconductor and switched by light on an extremely short timescales, which are

several orders of magnitude faster than today’s electronics.

Not only electric but also optical properties can be changed if the metamaterials are
constructed from superconductors. Optical switches are extremely important in laser

and communication technologies.

Hopefully one day the main disadvantage of these materials — low working

temperature will be overcome, and superconductors will enter every house.
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Abstract. In this paper the synthesis of o-NaYF; nanoparticles with
coprecipitation under reflux using ethylene glycol as a solvent and
polyvinylpyrrolidone as stabilizing agent is described. The polyvinylpyrrolidone
stabilized nanoparticles in ethanol were coated with silica using modified
Stéber procedure. The silica coated nanoparticles were further functionalized
with aminopropyltriethoxysilane and dispersed in water. The efficiency of the
two processes was confirmed with electrokinetic measurements (from zeta
potential and isoelectric point). Morphology and chemical composition of the
synthesized nanoparticles was characterized with transmission electron
microscopy combined with energy-dispersive X-ray spectroscopy while their
crystal structure was analysed with X-ray powder diffraction. The chemical
instability of the as-synthesized nanoparticles was observed in aqueous media
and the released fluoride ion in aqueous media was measured with fluoride ion
selective electrode. The efficiency of the silica coating against the dissolution of

fluoride was examined.

Keywords: functionalization, lanthanides, nanoparticles, coprecipitation under

reflux

Introduction

There is a growing interest for the development of fast, inexpensive and sensitive
techniques that enable the analysis of biocomponents in one step. Bioimaging
provides most of these options using biolabels. Recently, lanthanide-doped

nanoparticles, which show upconversion (i.e.,, process, where the emission
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wavelength is smaller than the excitation wavelength), were proposed as alternative
biolabels for fluorescence bioimaging. In lanthanide-doped upconverting
nanoparticles the crystalline host matrix is doped with sensitizer ion (e.g., Yb3"),
which absorbs the excitation radiation with specific wavelength and with active ions
(e.g., BEr’t, Tm3", Ho"), which emit at shorter wavelength after a nonradiative
energy transfer from the sensitizer (Figure 1). The most extensively studied host
matrices are fluorides, because they can incorporate lanthanide ions, exhibit low
phonon energies and high chemical stability. Therefore, they are often used as host
materials for the upconversion process [1,2]. One such host matrix is cubic phase of
sodium yttrium fluoride (x-NaYFy). In this report we describe precipitation synthesis
under reflux of «a-NaYF, nanoparticles using ethylene glycol (EG) as a solvent and
polyvinylpyrrolidone (PVP) as a stabilizing agent. Synthesized nanoparticles were
coated with a silica layer and functionalized with aminopropyltriethoxysilane (APS).
The purpose of this work was to examine the chemical stability of a-NaYF, in

aqueous media.

/Host matrix
Near Infrared ET

, | Visible
\/\W se .\smzer activator
W Near Infrared

-~ e

Figure 1: Schematic presentation of the upconverting mechanism in lanthanide-

doped nanoparticles [3].
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2 Experimental work

o-NaYF, nanoparticles were synthesized in EG with coprecipitation [4] at 160 °C
for 2 h. 1 mmol of Y(NO3);x6H>O was added to 30 mL of EG to dissolve the
obtained precursor. PVP40 (0.556 g) and NaCl (1 mmol) were subsequently added
and the solution was heated to 80 °C until a homogeneous solution was formed.
NH4F (4 mmol) was dissolved in 20 mL of EG at 80 °C and added dropwise to the
previous solution, which was maintained at 80 °C for 10 min under stirring. The
mixed solution was heated to 160 °C under reflux for 2 h and then cooled to room
temperature. The product was isolated by centrifugation and washed twice with

absolute ethanol.

A typical procedure [4] for the coating of silica onto the o-NaYF;/PVP
nanoparticles was applied. As-synthesized o-NaYF4/PVP nanoparticles were
dispersed in ethanol (20 mL) and mixed with water (4 mL) and ammonia (0.6 mL, 25
%). Tetracthoxysilane (TEOS, 0.1 or 0.2 mL) dissolved in 10 mL of ethanol was
then added slowly to the solution with continuous stirring. The product o-
NaYF4@SiO; nanopatticles were isolated by centrifugation and washed twice with

ethanol.

The obtained purified a-NaYF4@SiO, nanoparticles were dispersed in 30 ml. of
ethanol and then 3 mL of APS was added to form a mixture that reacted under
refluxing at 80 °C for 3 h [5]. The resultant was washed with deionized water for
several times and dried to obtain a-NaYF4@SiO2-APS. The nanoparticles were

dispersed in water.

The crystal structure of synthesized nanoparticles was verified by X-ray powder
diffraction (XRD). The crystallite size was determined from the X-ray diffractograms
with the Pawley method [6] using the crystallographic program Topas2R 2000
(Bruker AXS). Morphology and chemical compositions of the synthesized
nanoparticles was analysed with transmission electron microscopy (TEM) combined
with energy dispersive X-ray spectroscopy (EDXS). Zeta potential of the
nanoparticles and isoelectric point was determined from electrokinetic
measurements in aqueous solution at pH range from 2 to 11. pH was corrected with

HCI or NaOH. The concentration of released fluoride ion from nanoparticles in
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aqueous media was determined with fluoride ion selective electrode. Solutions for
the fluoride analysis were prepared by centrifugation of the aqueous suspensions to
remove the synthesized nanoparticles and then supernatant was ultrafiltrated to
eliminate the potentially remaining nanoparticles from the solution. Such prepared

samples were used for measurements of released fluoride ion.
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3 Results and discussion

We synthesized o-NaYF,; nanoparticles with coprecipitation under reflux and
checked their stability in aqueous media. The stability of the as-synthesized a-NaYF4
in water was poor. A high concentration of the dissolved fluoride ion, 20.0 mg/],
suggested that such nanoparticles would degraded severely in aqueous suspensions
and are therefore not suitable for the biomedical applications. According to our
knowledge, no studies on the stability of «a-NaYF, in water has been reported yet.
Our aim was to coat the a-NaYF4 nanoparticles with a protective layer that would
prevent their decomposition. For this purpose we coated as-synthesized a-NaYFy

nanoparticles with silica coatings.

The XRD patterns of the a-NaYF4 and a-NaYF4@SiO; nanopatticles agree well
with the data for the cubic NaYF, structure (JCPDS card No. 77-2042, a=5.470,
space group: Fm3m), thus indicating a high purity of the obtained nanoparticles
(Figure 2). Well defined XRD peaks suggest on the high crystallinity of
nanoparticles. The size of nanocrystallites was around 70 nm for «-NaYFy and for o-
NaYF4@SiO, nanoparticles. These results are in good agreement with TEM

analyses, described below.
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Figure 2: XRD patterns of a-NaYF; and a-NaYF4@SiO,.
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The as-synthesized a-NaYF, nanoparticles are polyhedral in shape (Figure 3a). TEM
images of the silica coated a-NaYF; nanoparticles show core-shell structured o-
NaYF4@SiO; nanoparticles with very uniform layer of silica shell. As suggested
from selected area electron diffraction (SAED) particles are well crystalline with the
cubic structure of a-NaYF; (see insets in Figure 3). TEM studies show that the size
of a-NaYF, nanoparticles synthesized in EG is around 75 nm and the thickness of
silica coatings of a-NaYF4@SiO> is around 3 nm (Figure 3b), when 0.1 mL. TEOS
was added, and 8 nm (Figure 3c), when 0.2 mL TEOS was added.

Figure 3: TEM images of a-NaYF, nanoparticles synthesized at 160 °C for 2 h (a),
a-NaYF4@SiO; nanopatticles, with uniform silica shell of about 3 nm (b) and a-

NaYF4@SiO; nanoparticles with uniform silica shell of about 8 nm (c).
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EDXS analysis of the a-NaYF4 nanoparticles confirmed that the main present
elements are Na, Y, I, together with a minor fraction of oxygen. The later may
originate from EG or PVP. EDXS analysis of the a-NaYF4@SiO, confirmed that

the main elements are Na, Y, F, Si and O.

The efficiency of the silica coating process was determined from the zeta potential
measurements in aqueous suspensions. First, we measure zeta potential of the o-
NaYF, (Figure 5, black dots). Positive values of the zeta potential of a-NaYT, are in
the range of pH between 2 and 7 while negative values are in the range of pH
between pH=7.5 and pH=11. Isoelectric point of nanoparticles is around pH= 7.4.

Values of the zeta potential of a-NaYF4@SiO, are negative in all pH range
indicating the negative charge is on the surface of nanoparticles. This negative

charge is due to silanol groups from the silica coatings (Figure 5, red dots).
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Figure 4: Zeta potential of a-NaYF4, a-NaYF4@SiO; and a-NaYF4@SiO2-APS

nanoparticles.

Unexpectedly, the silica coating did not provide any protection for the a-NaYF,

nanoparticles since the fluoride analysis of the a-NaYF4@SiO- aqueous suspensions
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confirmed 22.4 mg/1 of the dissolved fluoride ions even for the suspension of o-
NaYF4@SiO; nanoparticles with the 8 nm thick silica layer. This was similar to that
of the uncoated sample. Therefore we intend to apply additional protective coatings
in the future. For this purpose we functionalized the a-NaYF4@SiO, with APS that

provided amino groups for the attachment for additional protective coatings.

Zeta potential of a-NaYF4@SiO,-APS show positive values in the range of pH=2 to
pH=7.5. Positive values are due to protonated amino groups from APS on the
surface of nanoparticles (Figure 5, blue dots). Isoelectric point is at pH= 8. Negative
values of zeta potential at pH values higher than 8 is due to deprotonated amino
groups of the APS functionalization. The differences between the zeta potential and
isoelectric point values between the a-NaYF; and a-NaYF4@SiO,-APS suggest that
the functionalization of the silica with APS was successful. We are planning to use

this as a basis for further protective coating of the nanoparticles.
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4 Conclusion

We have successfully synthesized «-NaYF4; nanoparticles by coprecipitation
synthesis under reflux and stabilized them with PVP. The as-synthesized
nanoparticles were not chemically stable in aqueous suspensions. The dissolution of
the fluoride was detected. The nanoparticles were coated with 3 nm or 8 nm thick
silica layer and we further functionalized them with APS. The concentration of the
released fluoride ion did not differ between uncoated and coated nanoparticles.

Therefore different protective coatings will be tested in future.
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For wider interest

Materials synthesis — K8

Head of department: prof. dr. Darko Makovec

Magnetic nanoparticles (ferrofluids, nanocomposites)

New methods for the controlled synthesis of iron oxide nanoparticles are
developing. Therefore, our department is focused on the functionalization of
magnetic nanoparticles for biomedical applications. The surface properties of
nanopatticles are tuned with organic/inorganic coatings (e.g., thin layer of
amorphous silica). The coating prevents the agglomeration of nanoparticles and
further enables easier preparation of their dispersion in various liquids.

Multifunctional materials

By mastering the surface properties of nanoparticles nanocomposites combining the
various properties of the constituent materials can be prepared. For example, our
studies include combinations of ferrimagnetics and dielectrics materials. Current
studies are also related to the development of new magneto-optic materials for
sensors and magneto-catalytic materials for environmental applications.

Magnetic materials for micro- and nim-waves

Magnetic materials suitable for the absorbers of electromagnetic waves and for the
non-reciprocal ferrite devices are being developed. Ceramics and composites based
on ferrites are studied for the microwave applications and a new method for the
preparation of magnetically oriented thick hexaferrites films for self-biased mm-
wave applications has been developed.

Inorganic fluorescent nanoparticles

Inorganic fluorescent nanoparticles are considered as a promising alternative for
biomedical applications. Lanthanide-doped nanoparticles with appropriate

surface modification can be used in bioapplications such as bioimaging.
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Analyzing non-metallic inclusions in spring steel using Auger
electron spectroscopy

1

The last couple of decades have witnessed a growing interest in the study of surface
phenomena. Processes occurring at solid surfaces are of great practical importance,
particularly for the study of heterogeneous catalysis, corrosion, semiconductor
technology, metallurgy, etc. [1] Along with this growing interest on understanding
the surfaces of materials and their composition, the growing necessity for adequate

analytical techniques also became apparent. Different analytical techniques are used
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Abstract. Auger Electron Spectroscopy (AES) is a suitable technique for
surface characterization. It is very surface sensitive, with the characteristic
information coming from the top 0.4 -5 nm. Since also the electron beam can
be focused down to about 10 nm in diameter, AES provides a powerful
technique for performing analysis on the nano — scale.

In the scope of this work AES was used to characterize non-metallic inclusions
in spring steel. During this investigation a total of 52 analyses were performed
on the first sample, and 41 on the second. Elements such as S, O, Ca, Mg, Mn,
V, Cu, Al, Ti, Mo and C were found to be present. Having in mind the
composition of spring steels, it is concluded that most of the inclusions which
have a detrimental effect on their mechanical properties originated from
the interaction of steel components with impurities during various stages of

steel production.

Keywords: Auger electron spectroscopy, spring steel, non-metallic inclusions

Introduction

to study surfaces. One of them is Auger electron spectroscopy.
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1.1 Principles of AES

Auger electron spectroscopy as an advanced and modern analytical technique first
started being used in the 1960’s [2]. It is based on the Auger effect, a phenomenon
that was discovered by Pierre Auger, a French scientist, in 1923 [3]. The emission of

the Auger electron is illustratively presented in Figure 1 [4].
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Figure 1: Inner shell ionization and de-excitation tree for carbon.

Since the differences in energy levels are characteristic for atoms of different
elements, as a consequence so are the energies given to the Auger electron through
this process. The fact that the Auger electrons of different atoms eject under
different kinetic energies, yet specific for atoms of the same kind, the detection of

this kinetic energy makes a valuable means for elemental characterization.

1.2 Surface sensitivity of AES

Surface sensitivity is one of the factors that set Auger electron spectroscopy apart
from most of the other analytical techniques. When the primary electron beam
penetrates the solid surface that is being analyzed, characteristic Auger electrons,

secondary electrons, backscattered electrons, and X-ray photons emerge. Figure 2 [5]
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shows the volume of interaction, and different types of emissions taking place

during this interaction of the incident (primary) electron beam with the solid sample.

Electron Beam — Sample Interaction
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Figure 2: The interaction between an incident electron beam and a solid sample.

The volume of interaction is dependent on the energy of the primary electron beam
and the nature of the sample material. Figure 2 shows that Auger electrons which
successfully escape the sample come from the top 0.4 to 5 nm of the sample surface.
Auger electrons may emerge also deeper within the solid as they do near the surface.
But these electrons will inevitably get scattered while moving to the surface, and
either they will not manage to escape the surface at all, or will escape while having
lost much of their characteristic energy. This is due to their short inelastic mean free
path. This parameter indicates the range of depth within a solid from which Auger
electrons of various energies will be able to come to the surface and escape it while
still maintaining their initial energy. This is very important, because only those
electrons that escape the sample with their characteristic Auger energy are useful in
identifying the atoms in the sample. [3] Figure 3 [6] shows a graph of the mean free

path of electrons represented in monolayers as a function of electron kinetic energy.
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Figure 3 : The dependence of the inelastic mean free path of electrons on kinetic

energy.

Because of this high surface sensitivity keeping the surface of the material to be
analyzed very pure is of outmost importance, because even a couple of monolayers
of contamination on the surface will interfere with the analysis. For this reason the
analysis is performed in a special chamber under Ultra High Vacuum (UHV)

conditions.

Another important factor in Auger electron spectroscopy is the fact that the primary
electron beam in modern instruments can be focused down to app. 10 nm [7], giving
the possibility to perform analysis not only of very good depth resolution due to the
high surface sensitivity, but of very good lateral resolution as well. This fact makes it
possible to characterize the smallest inclusions which reside on the surface of metals,
or on the surfaces revealed after a fracture has occurred, in order to understand the
real effects such inclusions have on materials and to take proper action to improve
their properties. Such an example of using Auger electron spectroscopy to
characterize non-metallic inclusions in spring steel will be presented in the following

chapter.

2 Characterization of non-metallic inclusions

A non metallic inclusion is an impurity present in steel which might have been
formed from the reaction of different additives in steel mostly with oxygen and

sulfur, but also with the strengthening element, carbon, and in some cases with

268



nitrogen or phosphorus. These components are formed during various stages of
steel production. To a certain degree non-metallic inclusions are welcomed in steel,
because they improve the machinability of steel, for example. But in general they
have a degrading effect on the quality of steel. Often when present in the surface of

the alloy they can initiate cracks. [§]

When systematically monitoring the content of non-metallic inclusions in steels,
AES is not the first technique of choice. By means of optical microscopy they can be
classified into major groups, and by EDS (Energy Dispersive Spectroscopy) or WDS
(Wavelength Dispersive Spectroscopy) combined with SEM valuable information
about their chemical composition can be obtained. But for getting information about
the inclusions that fall into the nanometer range, AES is an invaluable technique.
Compared to EDS and WDS, Auger electron spectroscopy is much more surface
specific. If the really small or thin inclusions were to be analyzed by EDS or WDS,
much misleading information during the same measurement will be included also

from the bulk material.

The experimental work presented in this paper was carried out by the surface
analysis team at IMT, where two samples taken from spring steel produced at Store

Steel were investigated.

2.1 Sample preparation

First of all, the samples were prepared for analysis. Two specimens were taken from
the bulk material, both of the dimensions 10 x 10 x 4 mm. First, samples were cut
from the bulk material through abrasive wet cutting. Afterwards, grinding of the
samples was done through plane grinding and then fine grinding. And at the end
they were polished, first through diamond polishing and then oxide polishing. Oxide
polishing produces a finer surface, which is necessary for Auger electron
spectroscopy. And when all these steps were taken, the samples were cleaned in
ultrasound to remove any impurities that may have been introduced on the surface
during preparation. Afterwards the samples were taken to be analyzed in Auger

electron spectroscopy.
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2.2 Cleaning the surface with ions

Prior to starting the experiment, after the sample has been introduced to the analysis
chamber, its surface must be cleared off of the contaminating layer present there.
This is achieved through sputtering of the surface for a specific amount of time
through bombardment of the sample with Ar+ ions from the ion gun. Ar+ ions and
the ion gun are also used when depth profiling is required. It reveals the chemical
composition at different depths from the surface of the sample, and is achieved by
taking sequential AES measurements while removing successive layers of the sample

by means of ion etching.

An area of 16 mm? of the samples in this investigation was sputtered for 5 minutes
in each case under the stream of Argon ions with 3 keV energy and 0.5 pA intensity.
Previous experience with similar metallic samples shows removal of most of the
surface contamination within the sputtered area without affecting the sample.

After the cleaning procedure, Secondary Electron (SE) imaging capability of the
instrument was used to image the cleaned surface of the sample and search for the

inclusions, as shown in Figure 4:

Figure 4 : SE images of inclusions in sample 1 (a, b) and sample 2 (c, d). The length
of the marker is indicated by the number above it (ex. for sample 1 (a) the marker is
of 0.8 um length)

270



2.3 Charging of the sample

It is obvious that the inclusion in Figure 4 c) is much brighter than the rest. This is
usually the case with the charging inclusions, which represent a specific challenge
during characterization of non-metallic inclusions. The charging of the surface
occurs usually when electrons from the primary beam accumulate at one spot due to
the poor conductivity of the sample in the area which is being probed. This
phenomenon can either shift the peaks from their usual position and slightly distort
them, or it can make the spectrum completely unrecognizable. To counter this
phenomenon the same ion gun with low energy Ar+ ions is used for charge

compensation.

2.4 Probing the non-metallic inclusions

Through point analysis after spotting the inclusions, their “direct” spectra were
obtained. The primary electron beam used was of 10 keV energy, 10 nA intensity,

and 10 nm spot size.

....................................................

Figure 5 : “Direct” spectra of the previously shown inclusions from sample 1 and 2.

The elements detected were identified by comparing these measured spectra with the

standard reference spectra of the pure elements. Afterwards CasaXPS, a program for
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processing electron spectra was used. From the derivative form of the spectra
obtained through this program, by using peak to peak heights the composition in

relative atomic % was obtained.
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Figure 6 : At.% composition of the inclusion in Figute 4 ).

“Scanning Auger Microscopy” is a powerful feature of AES through which mapping
of specific elements within an area of interest is done. By setting the energy analyzer
to read specific energy values and then scanning the area of interest, a visual

representation of the distribution of elements will be obtained.

Figure 7 : a) - SE image of the inclusion,

S, Mn, Cu, Ca, O, Al — distribution of elements (presented by their symbols).
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2.5 Conclusions reached from the investigation

During this investigation a total of 52 analyses were performed on the first sample,
and 41 on the second. Elements such as S, O, Ca, Mg, Mn, V, Cu, Al, Ti, Mo and C
were found to be present. Spring steels generally have the chemical composition as

presented in Table 1 [9]:

Table 1: Chemical constituents of spring steel (in wt.%) other than iron.

C% Si% Mn% P% S% Cr% V%

max max max
0,47-0,55 0,40 0,70-1,10 0,025 0,025 0,90-1,20 0,10-0,25
+0.02 + 003 +0.056 +(0.005 +0.005 +0.05 + (.02

By referring to table 1, we may conclude that most of the inclusions present in the
samples originated from the interaction of steel components with impurities during
various stages of steel production. And according to the analysis, the failure of the

spring steel was influenced greatly by the presence of these inclusions.
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For wider interest

Auger Electron Spectroscopy (AES) is a very suitable technique for surface
characterization of different materials. This technique is very surface sensitive, where
the characteristic information comes from the top 0.4 -5 nm of the sample surface.
Having in mind the fact that also the electron beam can be focused down to about
10 nm in diameter, AES provides a powerful tool for performing analysis on the
nano — scale. Also the Scanning Auger Microscopy capability of this technique which
does elemental mapping can produce a microscopy - type image of the distribution

of selected elements over a certain region of the sample.

In the scope of this work AES was used to characterize non — metallic inclusions in
spring steel. The above mentioned facts make it possible to characterize the smallest
of the inclusions which cannot be reliably characterized by any other technique.
During this investigation a total of 52 analyses were performed on the first sample,
and 41 on the second. Elements such as S, O, Ca, Mg, Mn, V, Cu, Al, Ti, Mo and C
were found to be present. Having in mind the chemical composition of spring steels,
it is concluded that most of the inclusions present in the spring steel samples which
have a detrimental effect on their mechanical properties originated from the
interaction of steel components with impurities during various stages of steel

production.
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Abstract. Molecular dynamics simulations are used to study defect nucleation
in nickel in response to uniaxial strain. The incipient plasticity of two nickel
mono-crystalline substrates is investigated and compared, one with the nominal
(0,0,1) surface and the other with the vicinal (1,1,19) surface. Surface relaxation
at 0 K is performed by minimization, and then the substrates are equilibrated to
10 K and subjected to uniaxial tensile and compressive strain in accordance
with the “strain-and-equilibrate” method, with a cumulative strain rate of 2.5%
ps?!. The surface condition influences the mechanical properties and the
nucleation of defects. The defects form at smaller strain in the case of the
Ni(1,1,19) surface and the defects mirror the regularity of the surface absent in

the case of the nominal surface.

Keywords: molecular dynamics, nickel, vicinal, uniaxial, tension, compression,

defect nucleation

1 Introduction

The onset of plasticity in materials marks a point when strain cannot be
accommodated by reversible elastic deformation any longer and defects begin to
form. Molecular dynamics studies give insight into incipient plasticity, providing an
opportunity to follow the nucleation of defects on an atomic level. This study is
focused on the incipient plasticity of nickel, used as a sample metal with a face
centred cubic (fcc) lattice. There are multiple studies of fcc metals subject to nano-

indentation [1-3] and uniaxial tension or compression [4-10].
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Nano-indentation studies focus on the vacancy and dislocation nucleation beneath
the indenter. The stress applied via the frictionless rigid indenter is non-uniform, but
can lead to homogeneous defect nucleation in a perfect crystal. The indenter is

applied to a surface cut along a dense plane.

The simulations employing uniaxial tension or compression generate more uniformly
distributed stress and require larger simulation cells to avoid self-interaction of
defects. The studies centre on defect mobility and the effects of grain boundaries on

the mechanic response of the material.

This study brings into focus the importance of the surface condition for the onset of
plasticity. Steps on the surface of a metal substrate generate an elastic field of their
own, which affects the distribution and redistribution of the stress generated by the

tension or compression of the sample. A free surface also allows for greater mobility.

2 Simulation details

Nickel single crystal substrate was used in all the simulations. The simulations were
carried out using the LAMMPS Molecular Dynamics Simulator [11,12] and the EAM
potential file provided by H. W. Sheng, included with the LAMMPS distribution.

The simulations were performed on a substrate with the (0,0,1) surface and a
substrate with the vicinal (1,1,19) surface, consisting of a sequence of terraces and
steps. The terraces have (0,0,1) faces and the steps are along the (1,1,0) direction.
The substrate is divided into two layers: the layer of fixed atoms (5 atomic layers)
and the layer of equilibrated atoms. The boundaries of the simulation box are

periodic in the x and y directions and non-periodic in the g direction.

The size of the Ni(0,0,1) sample is 40X40X27.5 unit cells and the simulation box is a
cube. The unit cell vectors of the sample are oriented in the (1,-1,0), (1,1,0) and
(0,0,1) directions. The size of the Ni(1,1,19) sample is 40X38%30 unit cells and the
simulation box is a parallelepiped, tilted in the x direction enough to line up the
taces of the box with the sample’s crystallographic plane with the (1,-1,0) normal.
The unit cell vectors of the sample are oriented along the (1,-1,0), (19,19,-2) and
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(1,1,19) directions. The coordinate systems are depicted in Figure 1, in black for the
simulation box, labelled x, y and z, and in blue for the unit cell vectors, labelled x”, y’

and 3.

Ni(0,0,1) Ni(1,1,19)
z z z'
X X
y\&;){} X\%}y’
y y

Figure 1: Coordinate systems for both cases: in black for the simulation boxes,

labelled x;, y and 3, and in blue for the unit cell vectors, labelled x”, 3" and 7.

Damped dynamics method [13] was used to calculate surface relaxation at 0 K. Each
sample was then equilibrated to 10 K, before compressive and tensile strains are
applied. The axis of the compressive or tensile strains in the simulations is along the

(1,-1,0) direction, perpendicular to the steps on the vicinal surface.

The strain in the simulations is applied in accordance with the “strain-and-
equilibrate” method, in this case applying strain in increments of 0.5% and
equilibrating for 200 steps before applying additional strain. With the chosen time

step, this results in the strain rate of 2.5% ps~.

3 Results and discussion

An analysis of the response of the nickel substrates to the uniaxial compression and
tension is given, first for the Ni(0,0,1) and then for the Ni(1,1,19) sample. The post-
processing was done using OVITO [14].
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3.1 Ni(0,0,1)
The relaxation of the Ni(001) surface at 0 K spans the top three layers, all of which

relax outwards, where the second layer is displaced more than the first and the third

layers.

During compressive deformation of the Ni(001) sample defects begin to form right
at the surface and spread into the bulk from there, as shown in Figure 2a,b. A
disordered network of dislocations forms and because of the irregular slip of the

near-surface layers, the surface gradually becomes rougher, as shown in Figure 3a.

c d

Figure 2: Nucleation of defects in the Ni(0,0,1) case. The atoms are coloured
according to the central-symmetry parameter (csym), the atoms with csym < 2 are
removed. Top: compressive deformation, dislocation nucleation at the strain of a) -
0.079 and b) -0.080. Bottom: tensile deformation, dislocation nucleation at the strain
of ¢) 0.090 and d) 0.091.
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Figure 3: Dislocation networks: a) compressive deformation at the strain of -0.085,

b) tensile deformation at the strain of 0.093.

During tensile deformation defects begin to form multiple layers below the surface
and spread into the bulk and towards the surface from there, as shown in Figure
2¢,d. A more regular network of dislocations forms, compared to the compressive

strain case (Figure 3b).

3.2 Ni(1,1,19)

The relaxation of the Ni(1119) surface is more complex than the relaxation of the
nominal surface. A representation of the displacement field is shown in Figure 4.
The terrace edge atoms relax towards the lower terrace (dark blue), and the corner
atoms relax towards the edge of the upper terrace (dark red). The neighbouring
atoms relax accordingly to gradually approach bulk positions. The relaxations reach

deeper into the bulk than the top three layers.

Figure 4: Relaxation of the Ni(1,1,19) surface in the g direction. The displacement is
the greatest for the terrace edge atoms, which relax towards the lower terrace (dark

blue), and the corner atoms, which relax towards the edge of the upper terrace (dark

red).
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With the Ni(1,1,19) surface under compression, defects begin to form 10 layers
beneath the surface under the step edges as rows of dumbbell pairs. Then
dislocations begin to spread from those and from the surface. After connecting with
the surface, the dislocation loops grow deeper into the bulk form there. The ordered

steps are lost when slip occurs. Defect formation for this case is shown in Figure 5.

During tensile deformation, similar rows of dumbbell pair defects begin to form,
then additional rows spread towards the surface. The dislocation loops first reach
towards the surface then extend into the bulk. Slip begins first in one direction at the
strain of 0.065, then also in the perpendicular direction at the strain of 0.075. As
with the first set of dislocation loops, they start at the site of first defects and grow
tirst towards the surface and then into the bulk. The surface periodicity is lost at this
point. With additional tensile strain, voids begin to form at the sites of the first

defects. Defect formation for this case is shown in Figure 6.

4 Conclusions

In all the cases, the near-surface layers plastically deform at lower strain than the

deeper bulk layers.

Compared to the Ni(0,0,1) case, the defects begin to form at lower strain in the case
of the Ni(1,1,19) surface. Additionally, the regularity of the nucleated defects mirrors
the regularity of the steps, absent in the case of the Ni(0,0,1) surface.

The condition of a free nickel surface influences its mechanical response to external
uniaxial strain: the stability of the surface, the position and type of defects and the
strain at which the defects nucleate are all subject to the state of the surface before

deformation.
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Figure 5: Defect nucleation and progress in the case of compressive strain of

Ni(1,1,19): a) rows of dumbbell pairs below the surface coloured by coordination at
the strain of -0.063, b) nucleation of dislocation loops at the strain of -0.078, c)
dislocation loops at the strain of -0.080. The cases of b) and c) are coloured by csym,

the atoms with csym < 2 are removed.
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Figure 6: Defect nucleation and progress in the case of tensile strain of Ni(1,1,19):
a) rows of dumbbell pairs below the surface coloured by coordination at the strain of
0.060, b) nucleation of dislocation loops at the strain of 0.065, c) dislocation loops at

the strain of 0.068. The cases of b) and c) are coloured by csym, the atoms with

csym < 2 are removed.
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For wider interest

Research of mechanical properties of metallic materials has been extended in the last
decades into the studies on the atomic level. And although testing of mechanical
properties is a well established field, some of the finer points of the plastic
deformation and failure of crystalline materials are not well understood or
documented. Recently the atomistic simulations began to extend beyond the most
basic simulations of single crystal samples and into a range of more realistic

configurations, e.g. multi-layered thin films and polycrystalline samples.

Such studies will bring a better understanding of how the results of nano-indentation
depend on the local configuration of the sample (the presence of a grain boundary,
an inclusion or a void). Also, how the mechanical properties of the sample depend

on the type of grain boundaries prevalent in the sample and their volume fraction.

Studies of the influence of strain on mechanical properties of metals are also
important in the field of thin films, as lattice mismatch often induces stress when

thin films are grown on various substrates.

This study shows in detail how the surface condition of a nickel substrate influences
its mechanical response to external uniaxial strain: the stability of the surface, the
position and type of defects and the strain at which the defects nucleate are all
subject to the state of the surface before deformation. In the case of the nickel
surface consisting of regular terraces and steps, the defects form at lower strain
compared to the perfectly flat surface, and mirror the regularity of the surface absent

in the case of the flat surface.
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Abstract. Surface hydrophilicity is an important property of polymer materials
for applications, where we bond or attach other materials to its surface. For
tuning the hydrophilicity, plasma treatment has greater advantage over the
commonly used chemical treatments, due to its efficiency and localized
functionalization with polar or non-polar groups. In this work, we created a
superhydrophilic surface of glass filled polyphenol composite by plasma
selective etching of the composite matrix. The weakly ionized highly
dissociated plasma was generated in oxygen gas at 35 Pa. Due to high
concentrations of oxygen atoms in plasma, we achieved high selectivity of
etching the polymer, leaving fillers unattached. The systematic studies of
surface morphology and composition were performed using X-ray
Photoelectron Spectroscopy (XPS) and Scanning Electron Microscopy (SEM)
after different exposure times. The surface energy was measured with Water
Contact Angle measurements. Whereas plasma etching process was controlled
by optical emission spectroscopy. The superhydrophilic surface was achieved
after polymer was selectively removed and surface was populated with polar

oxygen functional groups after 9 s treatment.

Keywords: oxygen plasma, selective etching, superhydrophilicity.

1 Introduction

Plasma technology is one of the most rapidly emerging techniques for material
processing in polymer technology. The chemical changes on a polymer surface after
plasma treatment depend on various discharge parameters as well as nature of gas

used for generating plasma [1]. Weakly ionized and highly dissociated oxygen plasma
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generated at low pressure has been reported for the functionalization and selective
removal of polymer materials from the composite surfaces. The reactive oxygen
neutrals inside the plasma can react with atoms of the polymer chain even at room
temperature [2]. Oxygen neutrals first physically adsorb to the surface and then
chemically react with the atoms from surface layer to form small volatile molecules.
During the plasma treatment of multicomponent materials etching rate of various
components depends on their chemical stability. Carbon polymers are easier to etch
by oxygen plasma than many of the commonly used fillers such as glasses, ceramics,
metals or graphite [1,2]. This makes the removal the polymer from the surface

selective without affecting the bulk or fillers.

In this work, our aim is to study selective removal of polymer matrix material in
order to generate a superhydrophilic surface on the glass fiber filled polyphenol

composites with reactive oxygen plasma.

2 Materials and methods

2.1 Composite preparation

Duroplast from polyphenol containing 60% glass fiber was molded and compressed
into sheets under pressure in industrial environment. Samples used for the

experiments were of a size 2.2cmX2.2cmX5mm (Ibh). .

2.2 Plasma treatment

The plasma was created with Dressler CESAR plasma generator in inductively
coupled RF discharge. The plasma was generated at 35 Pa with RF power 700 W
and frequency of 13.56 MHz. The oxygen gas flow rate, leaked into the system, was
maintained at 40 sccm in order to get the density of neutral atoms about 8x10%! m-3.
A schematic of the experimental setup is presented in Figure 1. Throughout the
treatments, the coil and the reactor chamber were air cooled to prevent overheating
or the glass discharge chamber. To prevent overheating, samples were treated in
pulses of 3 s. The treated times of each sample are presented in Table 1. Optical
emission spectroscopic (OES) measurement was carried out with Avantes AvaSpec-

3648 spectrometer.
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Figure 1: Schematic of the plasma system.

2.3 Surface analyses

The X-ray photoelectron spectroscopy (XPS or ESCA) analyses were carried out on
the PHI-TFA XPS spectrometer produced by Physical Electronics Inc. Sample
surfaces were excited by X-ray radiation from monochromatic Al source. The
samples were also imaged with a field emission scanning electron microscope (FE-
SEM) Jeol JSM-7600F with electron beam energy 15kV. Whereas, the surface
wettability was measured immediately after plasma treatment by determining the
water contact angle (WCA) with a demineralized water droplet. The setup was
equipped with a CCD camera, and a computer was used for taking pictures of the

water drop on the sample surface.

3 Results and discussion

The OES spectra of the oxygen plasma during the treatment times of 6s and 60s are
presented in Fig 2. Various spectral features such as: O atom emission lines,
hydrogen Balmer series and OH band are typical for water vapor containing oxygen
plasmas due to residual gas in the vacuum system. Other spectral features including
CO molecules, Na, CN and NH molecules are result from chemical reaction
between the residual gas and the composite during etching. The intensity of the peak
at 519 nm in the OES spectrum, that corresponds to transitions between the
vibrational levels (0—2) of the carbon monoxide Angstrom system B !> - A 111,
increases with the treatment time and later decreased, indicates the removal of the

polymer from the surface [3]. Disappearance of this peak after prolonged treatment
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time pointed out that almost no polymer is present on the surface. On the other
hand, the rich OH emission at 309 nm (A? 2*- X2 I1) still persists and probably
comes from material degassing. The emission line of Na was recorded at 589 nm
and arises from the evaporation of Na species from the glass fiber to the gaseous
phase due to increased surface temperature and Na high reactivity. The important
oxygen species recorded during our treatments like atomic oxygen indicate the
consumption of atoms during etching and how much material remains on the
surface [4]. After the etching is done, the emission of O species increase to levels

typical for empty reactors.
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Figure 2: OES spectrum for the treatment A) at 6 s B) at 60s.

The morphology changes of the surface were analyzed using SEM presented in Fig.
3. On the untreated sample, the surface is almost covered with polymer and no glass

fillings are visible.

Figure. 3. SEM images for various plasma treated samples; A) Non-treated
surface, B) treated for 15 s and C) 60 s.

After the treatment, the surface polymer is removed and fillers are exposed.

Typically, the polymer disappears from surface after 15 s of plasma treatment, and
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the glass balls and fibers are visibly exposed. During the plasma treatments the
surface energy is increased and this leads to decrease in the water contact angle. This
is a simultaneous effect of functionalization as well as roughening due to etching [5].
Functionalization of the surface increased the oxygen content, as observed by XPS
measurements (Fig.4). Percentage of elements including Si, Ca, Na, Mg, etc.
increased with the treatment time because of the exposure of the glass fibers on to
the surface. Surface roughening is a permanent change, whereas the polar functional

groups, including C-O, C=0, O-C=0, etc. tend to move into the bulk of the

material or decay with time [5].
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Figure 4: XPS measurement for the elemental composition on the surface with

treatment time.

The ageing of treated material was studied by measuring the water contact
angle for various time intervals (Fig. 5). The surface immediately turned super
hydrophilic after treating the surface for 9 s. Due to unstable surfaces this was
temporary phenomena, and wettability increased back with ageing time. However in
some cases of prolonged treatments, the sample surface demonstrated
superhydrophilicity even after longer periods of ageing of 8 days. For the case of 45s

and above cumulative surface treatment, the contact angle increased only after 30

days.
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Figure 5: Variation of contact angle with treatment time and ageing.
4  Conclusions

In this paper, a method for attaining the superhydrophilic surface on the glass filled
polyphenolic composite by an oxygen plasma etching was demonstrated. Reactive
oxygen neutrals selectively etched the polymer matrix from the surface while keeping
the glass fibers intact. The superhydrophilicity phenomena were achieved by the
implementation of oxygen polar functional groups and increasing the surface
roughness. The surface superhydophilicity was achieved already after 9 s of
treatments. The oxygen plasma selective removal of the polymers proves to be a
promising technique for the enhancement in the flame resistant properties of

polyphenolics, widely used in electrical and thermal insulation applications.
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For wider interest

Our work is mainly related to the selective etching of the polymer matrix composites
for various applications. Plasma treatment is very efficient for functionalization and
etching. By using our techniques, we shall tune the hydrophilicity of surface which
helps to improve biocompatibility of various polymer materials for preparing
artificial organs, blood vessels, etc. Our current research mainly concentrates to
improve the fire resistance and electrical insulation properties of polymer

composites by means of selective etching.
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Abstract. We report on the addition of alumina and silica as dopants to an 3-
mol%-yttria-doped tetragonal zirconia (3Y-TZP) ceramic as an effective
strategy to significantly decelerate the low temperature degradation (LTD),
without any loss of fracture toughness of as-sintered materials. The results of
transmission electron microscopy (TEM) and energy dispersive X-ray
spectroscopy (EDS) analyses revealed that silica was mainly present as an
amorphous phase concentrated at triple grain junctions. Focused ion beam
scanning electron microscopy (FIB-SEM) studies of sub-surface region of aged
for 24 h samples show substantially smaller transformed layer with lower
amount of microcracks in alumina or silica doped 3Y-TZP. At the same time
crack-free sub-surface with only 2-3 grains transformed was observed for
alumina/silica-doped 3Y-TZP. Results indicate that alumina and silica has
different mechanism behind the suppression of LTD and when combined they

add-up resistance.

Keywords: 3Y-TZP, low temperature degradation.

1 Introduction

3-mol%-yttria-doped tetragonal zirconia (3Y-TZP) is an attractive material for
biomedical applications due to its excellent biocompatibility, mechanical properties
and chemical durability. One of the issues concerning tetragonal (t) zirconia ceramics
is their sensitivity to low temperature degradation (LTD), i.e. ageing. [1]. LTD is a
slow transformation of metastable t-phase to a more stable monoclinic phase in the
presence of moisture at temperatures lower than 400°C. The transformation initiates

from surface grains and proceeds into the bulk, resulting in severe microcracking,
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grain pull out, and finally surface roughening, which leads to strength degradation
[1].

LTD resistance of t-zirconia can be improved by doping with other oxides. In fact,
commercial 3Y-TZP powders, such as E-types or TZ-PX-242A from Tosoh contain
0.25 and 0.05 wt% of alumina, which lowers the sintering temperature and improves
the aging properties of t-zirconia [2]. It was also reported that the addition of a small
amount of silica to Y-TZP improves the aging resistance of t-zirconia [3,4].

By co-doping of 3Y-TZP with alumina and silica, possibly good stability of the t-
phase can be achieved. However, to the best of the author’s knowledge, no
systematic study of the effect of co-doping has been performed so far.

In the present work, the combined effect of silica and alumina on the ageing
resistance and mechanical properties of 3Y-TZP ceramics was evaluated. Specimens
were prepared by the infiltration silica sol into the pre-sintered porous 3Y-TZP
pellets, produced from commercially available powders, containing different
amounts of alumina (0, 0.05 and 0.25 wt%). After final sintering ceramic specimens
were verified for density, phase composition, mean grain size, fracture toughness
and subjected to  vitro accelerated ageing. The sub-surface regions of aged samples
were also studied using focused ion beam microscopy (FIB/SEM).

The final aim was to improve LTD resistance of 3Y-TZP without affecting the

tracture toughness.

2 Experimental

Three commercially available, ready-to-press, granulated, biomedical-grade Y-TZP
powders (Tosoh, Japan) with different amount of alumina were used for the
preparation of specimens: TZ-3YSB-E contains 0.25 wt. % alumina, TZ-PX-242A
contains 0.05 wt. % alumina and the TZ-3YB grade is essentially alumina-free. All
powders contain 3 mol% yttria in the solid solution to stabilize the tetragonal
structure and~3 wt% of an acrylic binder. In the following, the alumina-free ceramic
will be referred to as “T’Z-3Y” and the ceramics containing 0.05 and 0.25 wt.% of
alumina will be referred to as “0.05A-TZ-3Y” and 70.25A-TZ-3Y”.

Uni-axial dry pressing at 150 MPa in a floating die was used to shape green disks of
20 mm in diameter and 2 mm in thickness. Afterwards they were pre-sintered in air

for 2 h at 900 °C (TZ-3Y, 0.05A-TZ-3Y) and 1000 "C (0.25A-TZ-3Y). After pre-
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sintering specimens of each material were randomly divided into two groups. One
group was left untreated and served as a control group. Other group of specimens
was infiltrated with silica sol, synthesized in situ by the sol-gel method through
hydrolysis of dynasylan (Dynasylan® 6490, Evonik, Germany): specimens were
immersed in a mixture of absolute ethanol and dynasylan; the hydrolysis was carried
out by dropwise addition of an aqueous ammonia (25%) at room temperature. The
concentration of SiO; in final solution was 0.24 mol/l. Specimens were infiltrated
for 1 cycle, soaking for 30 min. Thereafter they were dried and finally sintered at
1450 °C for 4 h together with the controls.

The fractional density of sintered disks was determined with Archimedes method
using distilled water as the immersion liquid. The relative densities were calculated by
adopting a theoretical density of gr = 6.08 g/cm?. The grain size evaluations were
made on FE-SEM (Jeol JSM-7600F, Japan) micrographs of polished (3 um diamond
paste) and thermally etched (1350 °C, 1 h) specimens, using the planimetric method.
The specimens for the TEM were prepared by cutting 3-mm diameter discs from the
ceramic bodies. These discs were reduced to ~120 pum by grinding. A region about
20-um thick at the centre of the disc was produced using a dimple grinder. Finally,
the specimens were thinned by argon-ion erosion at 4 kV with an incident angle of
about 10°,

The indentation technique was used to determine fracture toughness of SiO;-doped
and undoped Y-TZP. A load of 30 N was applied to the specimens with a Vickers
hardness indenter. Fracture toughness was calculated using the length of the cracks

emanating from the Vickers impression [5].

No sutface treatment, such as grinding and/or polishing was applied to specimens’
surface before 7 vitro ageing experiments. These were conducted in distilled water

under isothermal conditions at 134 °C for 6—48 h.

X-ray diffraction patterns in the 25-40" 20 range were collected from the specimen’s
surfaces before and after accelerated ageing experiments using Cu Ko radiation
(Endeavor D4, Bruker AXS). The relative amount of the transformed monoclinic

zirconia (m-ZrO,) on all the surfaces was determined from the integral intensities of

295



the monoclinic (1 1 1)m and (1 1 1), and the tetragonal (1 0 1), peaks according to
the method of Garvie and Nicholson [6], which is the most commonly applied to
determine the phase composition of zirconia powders and compacts with randomly

distributed m-ZrO; and t-ZrO; phases at any distance from the surface exposed to
the XRD analysis.

A study of the sub-surface microstructure of aged zirconia ceramics was carried out
using FIB/SEM (FEI, Helios Nanolab 650). 0.5 um thick platinum film was first
deposited onto a surface, where the cross section was intended to be made, using ion
beam assisted gas injection system at 30 kV and 0.43 nA to protect the area of
interest from the formation of extensive curtain effect. The regular cross sections
were then made by using the ion beam machining at 30 kV and 65 nA and were
finalized by ion polishing at 30 kV and 21 nA. As-prepared cross sections were
observed in situ, under an angle of 52°, using the electron probe at 2 kV and 100 pA.

3 Results and discussion

The relative densities and the mean of grain size of the pure and alumina- and/or

silica-doped sintered samples are listed in Table 1.

This result revealed, that the addition of alumina or/and silica into the 3Y-TZP has

negligible effect on density and grain size of material.

The indentation toughness values of pure and silica-doped materials are listed in
Table 1. No significant differences in indentation toughness were observed between
pure and alumina- or/and silica-doped specimens. These results in agreement with

practically the same grain sizes of all grades of materials.

Table 1: Relative densities, grain sizes and fracture toughness of sintered for 4 h
at 1450°C pure and silica-doped TZ-3Y, 0.05A-TZ-3Y and 0.25A-TZ-3Y materials.

Sample Relative densities  Grain sizes (mm)  Indentation
(%) toughness,
Kic (MPa-m'/?)
TZ-3Y 99.7 0.31 £ 0.12 46=*0.2
TZ-3Y/SiO2 99.4 0.29 £0.13 47 +0.1

296



0.05A-TZ-3Y 99.8 0.31 £0.13 4.7+ 0.1

0.05A-TZ-3Y/SiO, 99.5 0.28 £ 0.12 47 +0.1
0.25A-TZ-3Y 99.8 0.35+ 0.13 49+ 0.1
0.25A-TZ-3Y/SiO» 99.1 0.4 +0.15 46+ 0.1

TEM and EDS analyses of sintered silica-doped 0.05A-TZ-3Y material revealed the
presence of amorphous silica phase, which is mainly located in triple grain junctions

rather than grain-boundaries (Fig. 1.).

" 1.8 mol% Y;05
20.2 mol% 0,
77.9 mol% SiO,

Figure 1: TEM micrographs of 0.05A-TZ-3Y(a) and 0.05A-TZ-3Y/SiO, (b,
¢) specimens, sintered at 1450 “C for 4 h and aged for 24 h.

Characteristic XRD patterns obtained in the 21-36 26 range from silica-doped
0.05A-TZ-3Y and TZ-3Y ceramic surfaces sintered for 4 h at 1450 °C, before and
after accelerated ageing at 134 °C in water for different periods of time (6, 12, 24 and
48 h), are represented in Fig. 2a and 2b, respectively. The pattern for as sintered
surfaces displays three characteristic peaks positioned at 20 of 30.2°, 34.7° and 35.2°
corresponding to the (1 0 1), (0 0 2); and (1 1 0), planes of the tetragonal zirconia
phase, respectively.
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Figure 2: XRD patterns obtained from a) 0.05A-TZ-3Y/SiO; and b) TZ-3Y/SiO»
ceramic surfaces, sintered for 4 h at 1450 “C and aged in water at 134 °C for 6, 12,
24 and 48 h.

After 6 h of ageing, monoclinic (1 1 1)m, (1 1 1)m, and (0 0 2),, peaks (positioned at
20 of 28.15°, 31.3°, and 34°, respectively) start emerging with a tendency for their
intensity to increase with still longer ageing times at the expense of reduced intensity
of the tetragonal (1 0 1),, (0 0 2); and (1 1 0), peaks. Notice that the intensity of the
monoclinic peaks of the aged 0.05A-TZ-3Y/SiO, material is considerably lower,

compared to the peaks of TZ-3Y/SiO; material aged for the same time.

The time-dependent variation of the calculated fraction of the monoclinic zirconia
for the silica-doped and pure TZ-3Y, 0.05A-TZ-3Y and 0.25A-TZ-3Y materials
sintered at 1450 °C during 7z vitro ageing is presented in Fig. 3. The rate of
transformation substantially decreases when either alumina or silica is present in the
3Y-TZP. Notice that the LTD decelerates with an increasing amount of alumina in
the initial 3Y-TZP powders. The rate of monoclinic phase nucleation and growth

was subsequently decreased, when both silica and alumina were present in the 3Y-

TZP.
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Figure 3: Calculated monoclinic fraction versus zz-vitro ageing time for pure and
SiO,-doped TZ-3Y, 0.05A-TZ-3Y and 0.25A-TZ-3Y materials.

The FIB-SEM study of the sub-surface microstructures of 3Y-TZP materials aged
for 24 h revealed that the LTD leads to the formation of a transformed surface layer
(Fig. 4). The interface between the unaffected and the transformed material shows a
well-defined border. Significant amount of intragranular microcracks, running nearly
parallel to the surface layer of TZ-3Y material (Fig. 4a), are related to the large shear
strains produced by twinning during A transformation. The measured thickness of

transformed layer was ~ 9 um for TZ-3Y material. The monoclinic layer of alumina-
or silica-doped 3Y-TZP has substantially smaller amount of grain-boundary

microcracks (Fig. 4b,c), compared to the TZ-3Y material aged under the same
conditions. The thickness of the transformed layer was practically the same for the
0.25A/TZ-3Y and TZ-3Y/SiO, (~ 6,5 um). This result is in agreement with the
almost overlapped ageing curves for these materials (Fig. 3). The SEM micrograph

of the 0.25A-TZ-3Y/SiO; material aged for 24 h shows a crack-free sub-sutface
microstructure with only 3-4 surface grains transformed (Fig. 4d).

The substantial deceleration of LTD by alumina and silica co-doping
indicates indicate that alumina and silica has different mechanism behind the
suppression of ageing and when combined they add-up resistance. Silica, locating
at multiple grain junctions, reduces stresses at grain corners, where the
nucleation of LTD usually occurs [7]. Alumina is known to locate at grain
boundaries of 3Y-TZP [7] and, most probably, increases the cohesion between

grain boundaries, thereby reducing the proneness to microcracking during the

LTD [8].

299



Figure 4: FIB-SEM sub-surface microstructures of the TZ-3Y (a), 0.25A-
TZ-3Y (b), TZ-3Y/SiO; (c) and 0.25A-TZ-3Y/SiO, (d) materials aged for 24 h.

4 Conclusions

By alumina and silica co-doping, 3Y-TZP ceramics with round-shaped grain corners
and strong cohesion between the grains could be obtained. As modified 3Y-TZP
ceramics does not show any significant effect on fracture toughness of 3Y-TZP
ceramics. Moreover, these two features of the alumina/silica-doped 3Y-TZP results
in a substantial deceleration of the LTD.
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For wider interest

3-mol%-yttria-doped tetragonal zirconia (3Y-TZP) is becoming increasingly popular
as an alternative material in restorative dentistry. One of the issues concerning
tetragonal Y-TZP ceramics is their sensitivity to low temperature degradation (LTD),
ie. ageing. LTD appears from spontaneous transformation of metastable tetragonal
grains to a more stable monoclinic phase in the presence of water or water vapour.
LTD resistance of dental zirconia can be improved by decreasing grain size or
increasing the yttria content in the starting powder. Unfortunately, both of these
approaches lead to the reduction of the mechanical properties of zirconia, thus
making it unattractive for dental applications. Other way to tackle the problem is by
adding of dopants.

Our research is focused on the study of the effects of silica and alumina on the
phase composition, microstructure, indentation toughness and LTD of the 3Y-TZP
ceramics in order to understand, whether ageing resistance can be increased without
decreasing mechanical properties. The other goal of work is to understand the
mechanism, by which silica and alumina gives rise to increasing ageing resistance of
Y-TZP. The understanding of this can helps to explain the mechanism of LTD. In
order to reach the desired final properties of tetragonal zirconia ceramics, the

mechanism of L.TD must be known.
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