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This article addresses the design and development of mobile terminal application based on Android. 

This paper proposes the design and development of character recognition system application based on 

Android platform. The implementation process of image acquisition module, image clipping module, 

image preprocessing module, character recognition, recognition history display module and recognition 

result post-processing module is introduced in this article. This article presents the method of character 

training by Tesseract. By using the training tool based on LSTM (long short - term memory) neural 

network to train the sample set, a specific character training set is obtained, and OCR (optical 

character recognition) can be used in specific occasions. The function and performance of the system 

are tested, and the experimental results are analyzed. After the whole OCR system is built and deployed, 

the operation and completion of the whole OCR system can be understood through the test and analysis 

of system functions. It can be seen from the test results that the average response time of text images in 

pure English is the fastest. The response time of text images in pure Chinese is the second, and the 

slowest is the mixed arrangement of Chinese and English. For pure English text images, the character 

recognition accuracy is about 90%, and for pure Chinese text images, the recognition accuracy is close 

to 90%. However, for the mixed arrangement of Chinese and English, the accuracy of character 

recognition is lower than that of pure Chinese and English. The accuracy of most commercial character 

recognition software is about more than 90%. Except for the mixed arrangement of Chinese and 

English, other products can basically achieve the accuracy of general commercial character recognition 

software. The product has certain practicability and can be applied to recognize text images taken in 

natural scenes in daily life. 

Povzetek: Članek predstavi novo aplikacijo za prepoznavanje znakov na platformi Android. Z uporabo 

LSTM nevronske mreže in OCR je izboljšana natančnost prepoznave angleških in kitajskih znakov. 

 

 

1 Introduction  
With the growth of wireless network coverage year 

by year and the continuous increase of mobile terminals, 

the number of mobile Internet users has increased 

rapidly. Mobile phones have not only met simple 

communication functions for people, but also developed 

into a tool with internet access, music, video, games and 

other functions [1]. At the same time, with the rapid 

development of mobile Internet, the amount of data used 

by mobile clients is gradually approaching the PC end, 

and the main thrust of this phenomenon should be 

attributed to the rapid development of mobile app 

applications [2]. Moreover, the coverage of WiFi has 

been continuously expanded, which also provides a 

larger platform for the development of APP applications 

on the mobile terminal, which has always been a 

limitation that the PC terminal is difficult to surpass [3]. 

OCR (optical character recognition), which means 

optical character recognition, is a process of obtaining 

text and layout information through a series of 

decomposition processing of text image files [4]. 

Specific to the scene, it is to automatically identify and 

input your business card, ID card, driver's license and 

bank card into terminals such as computer or mobile 

phone through scanning, eliminating the process of 

manual input. Due to the shift of the consumer market to 

mobile terminals, more than 60% of the data in the future 

will come from smart mobile terminals such as mobile 

phones and tablets. Smart camera has become the main 

entrance of data acquisition. More unstructured data 

needs to be transformed into retrievable data at the front 

and back. This transformation process requires OCR 

technology to show its skills. However, the fundamental 

way of the current mobile phone OCR system is to use 

the mobile phone to capture images, compress the 

images, transmit them to the background server through 

the network, recognize characters and return the 

corresponding results. However, with the improvement 

of mobile phone performance, the captured images will 

be more and more fresh, and the image size will 

gradually increase [5]. If the original image is transmitted 

directly without compressing the image, it will lead to 

large traffic consumption and prolonged network 

transmission; If the image is compressed, some 
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information will be lost, and the compression algorithm 

itself has a certain time consumption. At the same time, 

this method depends on network connection, not strictly 

mobile phone-based OCR system. The overall process of 

OCR system is shown in Figure 1. With the rapid 

improvement of the computing power of mobile 

intelligent terminal, the feasibility of using the 

computing power of mobile terminal to complete picture 

preprocessing, feature extraction and character 

recognition at the terminal is gradually improved [6]. In 

this way, the image compression and transmission 

process can be avoided, there is no network transmission 

delay, and it can be independent of the mobile network.  

 

 

 
Figure 1: Overall process of OCR system.

 

At the same time, feature extraction and character 

recognition are carried out on the original image, 

resulting in less information loss and higher OCR 

accuracy [7]. 

This article addresses the design and development 

of mobile terminal application based on Android 

platform by proposing a design and development of 

character recognition system application. The 

implementation process of image acquisition module, 

image clipping module, image preprocessing module, 

character recognition, recognition history display module 

and recognition result post-processing module is 

introduced. The article presents the method of character 

training by Tesseract. By using the training tool based on 

LSTM (long short - term memory) neural network to 

train the sample set, a specific character training set is 

obtained, and OCR (optical character recognition) can be 

used in specific occasions. The function and performance 

of the system are tested, and the experimental results are 

analyzed. After the whole OCR system is built and 

deployed, the operation and completion of the whole 

OCR system can be understood through the test and 

analysis of system functions. It can be seen from the test 

results that the average response time of text images in 

pure English is the fastest. Except for the mixed 

arrangement of Chinese and English, other products can 

basically achieve the accuracy of general commercial 

character recognition software. The product has certain 

practicability and can be applied to recognize text images 

taken in natural scenes in daily life. 

 

The rest of this article is arranged as: Literature 

review is presented in section 2 and the methods 

discussing the traditional character recognition 

algorithm, tesseract recognition algorithm, image 

acquisition, clipping and preprocessing, recognition and 

text post-processing is presented in section 3. Results and 

analysis are presented in section 4 followed by 

conclusion in section 5. 

 

2 Literature review 
To solve this problem, Xu et al. studied the design 

and development of intelligent webcam application based 

on Android platform [8]. Wang et al. found that Android 

is an open software system containing many source 

codes. Its system architecture is divided into four levels 

[9]. The software named wavesecure launched by Feng, 

is a mobile phone security protection software, which is 

specially used to backup and restore data on a variety of 

devices, so that the important data in the user's mobile 

phone can be fully protected [10]. Cai et al. studied a 

mobile device management solution, which mainly 

manages and configures enterprise mobile devices and 

employees' own mobile devices based on roles, and 

ensures the security of enterprise content stored in the 

devices [11]. Ameigeiras et al. studied and analyzed that 

text secure is an application software for SMS encryption 

of mobile terminals, which provides SMS encryption, 
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SMS session encryption and other functions [12]. Lin et 

al. found that Twitter has opened the source code of the 

project on git hub. The application uses a combination of 

symmetric encryption algorithm and asymmetric 

encryption algorithm to protect the transmitted data, 

which has good security [13].  

Cao et al. found that Twitter uses digital signature 

technology to ensure the non-repudiation of data. 

Although the application software enhances the security 

of short message communication between individual 

users and enterprise users, it can only encrypt short 

messages and short message sessions, and cannot provide 

more comprehensive protection for data and devices in 

mobile terminals. Therefore, it also has limitations that 

cannot be ignored [14]. Xin et al. proposed a file remote 

data backup system on Android platform based on the 

research of remote-control technology [15]. Zhang 

proposed a remote security management model of 

Android mobile terminal based on RFB (remote frame 

buffer) protocol, which can support remote opening of 

camera, recorder, Bluetooth, positioning device, erasing 

data and other functions. However, this protocol is a thin 

client protocol, so that the service platform cannot 

monitor the client status [16].  

Based on the current research, this paper proposes 

the design and development of character recognition 

system application based on Android platform. The 

implementation process of image acquisition module, 

image clipping module, image preprocessing module, 

character recognition, recognition history display module 

and recognition result post-processing module is 

introduced in detail, and the implementation algorithm is 

analyzed. The method of character training by Tesseract 

is introduced. The training tool is used based on LSTM 

neural network to train the sample set, a specific 

character training set is obtained, and OCR (optical 

character recognition) can be used in specific occasions. 

The experimental results show that the system can 

quickly carry out image preprocessing and character 

recognition by relying on gradually powerful mobile 

computing resources, and efficiently complete the 

character recognition task at the mobile end. 

 

3 Research methodology  
This section includes the discussion of adopted 

methodology of character recognition algorithm and 

image acquisition and recognition module.  

3.1 Traditional character recognition 

algorithm 

Pattern recognition can recognize the target object 

through two machine learning methods: supervised 

learning and unsupervised learning [17]. Supervised 

pattern recognition classifiers need to judge the results 

based on a priori known conditions, that is, through 

known labels; The similarity classifier, which does not 

use a priori known conditions to train the character set, 

but expresses the results according to a set of feature 

vectors, is an unsupervised pattern recognition classifier. 

Template matching is one of the simplest pattern 

recognition algorithms. It is often used to find sub image 

regions that are the same or highly similar to the template 

image from an unknown image according to the 

predefined template image in image processing. 

Therefore, template matching requires two inputs, one 

template image and the other is the target image to be 

detected [18]. Template matching uses the calculation 

method based on image pixel similarity, which is easy to 

be affected by illumination intensity and object 

geometric distortion, and has high accuracy only when 

the brightness and resolution are constant and there is no 

geometric distortion. The template matching methods 

based on pixel calculation include the following 6 kinds. 
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TM_CCORR_NORMEND normalized correlation: 
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TM_CCOEFF correlation factor: 
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TM_CCORR_NORMEND normalized correlation 

factor: 
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3.2 Tesseract recognition algorithm  

Recurrent neural network RNN is a kind of neural 

network used to process sequence 𝑋(1), … , 𝑋(𝑇), which 

can be extended to longer sequences. However, the 

gradient of RNN tends to disappear after many stages of 

propagation. Even if we assume that the cyclic network 
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parameters are stable, the difficulty of long-term 

dependence comes from the weight smaller than the 

index of short-term interaction. In theory, RNN can deal 

with long-term dependence problems, and people can 

carefully select parameters to solve the most primary 

form of such problems, but in practice, RNN can 

certainly not successfully learn this knowledge. RNN 

cannot process sequences with a long distance because 

the gradient is likely to disappear during training, that is, 

exponential reduction is likely to occur during training 

through formula (7), so that RNN loses its ability to 

perceive distant times [19]. 
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Because RNN has the problem of gradient 

disappearance, Tesseract introduces LSTM algorithm as 

the neural network structure for training and recognition. 

LSTM (long short-term memory) is a long-term and 

short-term memory network. It is a time recursive neural 

network, which is suitable for processing and predicting 

important events with relatively long interval and delay 

in time series. LSTM is a special RNN, which can learn 

long-term dependent information. LSTM has achieved 

great success in many applications, such as 

unconstrained handwriting recognition, speech 

recognition, handwriting generation, machine translation, 

image title generation and parsing. LSTM is different 

from a single neural network layer.  

The structure of the repetitive network module of 

LSTM is much more complex. It realizes three gate 

calculations, namely forgetting gate, input gate and 

output gate. Each gate is responsible for different tasks, 

and the forgetting gate is responsible for determining 

how many cell states from the previous time to the 

current time [20]. The input gate is responsible for 

determining how much current time input is reserved to 

the unit state of the current time; The output gate is 

responsible for determining how many outputs the unit 

state has at the current time. In addition to the external 

RNN cycle, LSTM also has an internal "LSTM cell" 

cycle. Therefore, LSTM is not a gating unit system with 

simple affine transformation of input and loop units and 

element by element nonlinearity. Similar to ordinary loop 

networks, each unit has the same input and output, but 

also has more parameters and control information flow. 

The most important component is the state unit 𝑆𝑖
(𝑡)

. the 

self loop weight is controlled by the forgetting Gate 𝑓𝑖
(𝑡)

, 

and the sigmoid unit sets the weight to a value between 0 

and 1. The forgetting gate formula is shown in equation 

(8). 
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Where 𝑋(𝑡) is the current input vector, ℎ𝑡  is the 

current hidden layer vector, and ℎ𝑡 contains the outputs 

of all LSTM cells. 𝐵𝑓, 𝑈𝑓, 𝑊𝑓 are offset, input weight 

and cycle weight of forgetting gate respectively. 

Therefore, the internal state of LSTM cells is updated in 

the way of formula (9), in which there is a conditional 

self-ring weight 𝑓𝑖
(𝑡)

. 
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Where, b, U and W are the bias, input weight and 

cycle weight of forgetting gate in LSTM cells 

respectively. The external input gate unit 𝑔𝑖
(𝑡)

 is updated 

in a manner similar to the forgetting gate, but has its own 

parameters, as shown in equation (10). 
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The output ℎ𝑖
𝑡 of LSTM cells (see equation (11) can 

be closed by the output gate 𝑞𝑖
𝑡 (see equation (12). 
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Where 𝑏0, 𝑈0, 𝑊0are the cyclic weight of offset, 

input weight and forgetting gate respectively. LSTM 

network is easier to learn and rely on for a long time than 

simple cyclic architecture, which is very suitable for 

optical character recognition of long sequences. 

3.3 Image acquisition module 

The image acquisition module is used to obtain the 

text image to be recognized. There are two ways to 

obtain the text image. It mainly completes the task of text 

image through the two sub modules of obtaining the 

original image through photo album and photographing. 

The function of photo album to obtain the original image 

is realized by the photo album calling interface of 

Android system. Taking photos to obtain the original 

image is to obtain the image by taking photos with the 

camera provided by Android. The image acquisition 

module is the basis for the operation of the whole 

software.  

After entering the system, the user first needs to 

select the image acquisition method. The original image 

obtained from the album of the system is the default 

interface to enter the system. The text image in the album 

is loaded in the interface. By selecting the photographing 

mode in the column at the bottom of the system, the 

source image can also be obtained by photographing. 
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Only through the image acquisition module can the next 

step of image preprocessing and image recognition [21]. 

3.4 Image clipping module 

The original image selected by the user may contain 

non text areas. The main function of the system is to 

recognize characters. Therefore, the non-text areas need 

to be cropped and the text area ROI of interest to the user 

is selected, so as to reduce unnecessary calculation 

during later image processing and recognition, so as to 

improve the accuracy of character positioning and 

recognition. The implementation part of the system is 

that the user cuts out the text area manually.  

The clipping module mainly includes clipping, 

image rotation, clipping region scaling and clipping 

region moving functions. Clipping is used for the user to 

manually select the text area of interest through block 

diagram selection [22]. Rotation is used to deal with 

large angle text tilt. It mainly aims at the image rotation 

greater than 90 degrees caused by the photographing 

angle, and realizes the function of 90 degrees rotation of 

the image after cutting. For the inclined image less than 

90 degrees, the image needs to be corrected by tilt 

correction. The image zoom function is to zoom in and 

out the image of the clipping area; Picture movement is 

to move the position of the background original image of 

the clipping area, and fine tune the user's clipping area 

through the movement function. 

3.5 Image preprocessing module 

The input image of the image preprocessing module 

is the Bitmap image after image clipping by the image 

clipping module, and the output end is the bitmap format 

image after graying, illumination compensation, filter 

denoising, binarization, tilt correction and morphological 

operation. The function code of the picture preprocessing 

module is implemented on the recognition page. After 

the user clicks the character recognition button, the 

image preprocessing module is called for pre-processing. 

Because image preprocessing is a time-consuming 

operation, if it is operated directly on the main 

identification interface, the system will get stuck and 

even the program will not respond and crash. In order to 

solve this problem, the system uses the asynchronous call 

mode of Handler+Loo per+Message Queue in Android to 

process the time-consuming operation of the image 

processing module. Asynchronous processing sub 

threads mainly do some time-consuming operations. 

After the sub thread completes the operation, it sends a 

message to the main thread. The system communicates 

between the sub thread and the handler in the main line 

through the message circulation mechanism. The specific 

work is that the sub thread sends a message after 

completing the time-consuming operation, and the 

handler refreshes the UI on the main thread after 

receiving the message, so as to avoid the user interface 

getting stuck and unresponsive due to the time-

consuming preprocessing process in the background. In 

this paper, events related to the user interface in Android 

asynchronous tasks will be handled by the main thread. 

In the Android system, the UI interface of the system 

needs to be updated through the main thread. In order to 

avoid blocking the main thread of the operation interface, 

this paper processes time-consuming tasks such as image 

preprocessing and character recognition in the 

background by opening a new thread [23]. 

3.6 Image recognition module 

The input end of the image recognition module is 

the output image preprocessed by the background image, 

and the output end is the structured text information after 

character recognition. If the identification module is 

called in the main thread, the system will crash if the 

waiting time of the main thread is too long. Therefore, 

the background of the system also needs to adopt the 

asynchronous call mode of Handler+Loo per+Message 

Queue to deal with the time-consuming operation of the 

character recognition module. The interface of the 

character recognition module mainly uses the material 

design control Floating Action Button, which can easily 

realize the effect of floating buttons. For floating buttons, 

you can set the transparency and color of buttons. For the 

selection of recognition text, this paper uses the spinner 

drop-down box button to realize the recognition text. The 

recognition text can choose to recognize Chinese and 

English. 

3.7 Text post-processing module 

This module is used for post-processing the 

recognized text, mainly for correcting the misrecognized 

text in the source text image. The text post-processing 

module includes the functions of text original image 

comparison and correction, text editing, text copying, 

exporting text, sharing and so on. The proofreading 

function is to load the processed gray-scale image. In the 

same activity, the user can edit and change the original 

image. Exporting the text can help the user export the 

recognized text into PDF format. The text can be saved 

on the user's computer and shared with friends to help 

friends with text recognition. The text post-processing 

module is developed based on the Android native API. 

The whole implementation interface of the text post-

processing module is simple and easy to use. 

The system implementation flow of character 

recognition module is shown in Figure 2. For the 

function realization of the core module of character 

recognition, this paper uses Tesseract recognition engine 

to realize the function of character recognition, and calls 

Tesseract through JNI to realize the complete character 

recognition function of the image in the form of bitmap 

at the input and string characters at the output. 
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Figure 2: OCR implementation process.

 

4 Results and analysis 
The function and performance of the system are 

tested, and the experimental results are analyzed. After 

the whole OCR system is built and deployed, the 

operation and completion of the whole OCR system can 

be understood through the test and analysis of system 

functions. 

4.1 System test environment 

The OCR character recognition application based on 

Android needs the support of the camera, so it cannot 

continue to use the virtual Android machine in the 

Android Studio development environment for testing. 

The application needs to support two ways: photo album 

and photographing to obtain the text source image to be 

recognized. The application is aimed at ordinary Internet 

users. The software running environment is determined 

through analysis, including hardware environment and 

software environment. The specific test running 

environment of the system is shown in Table 1. 

 

Software / Hardware   Version / 

Configuration 

Operating system Android 7.0 

Database Sq1Lite 

Image processing Open CV 3. 2 

Recognition engine Tesseract 4.0 

CPU Qualcomm Snapdragon 

835 

RAM 6G 

ROM 128G 

Camera 21 00W 

Resolving power 1080*1920 

Table 1: Test environment 

4.2 Function test 

The system function test is mainly to verify whether 

the system can run the application normally and stably, 

whether each functional module can run normally, 

whether the data obtained by the system is accurate, and  

 

whether the speed of system image processing and the 

accuracy of character recognition meet the design 

requirements. After the development of each functional 

module of the system is completed, we have deployed 

the character recognition system in the above operating 

environment. First, install the character recognition 

software on the Android system, enter the first interface 

of the system, run the installed and deployed OCR 

recognition application, and start testing the main 

functions of the recognition system. According to the test 

cases of the system, the functional unit module and 

system test are carried out for the image acquisition 

module, cutting module, character recognition module, 

character recognition history display module and text 

post-processing module of the system. The test results 

show that all functional modules of the system operate 

normally, indicating that the functional modules of the 

system meet the product design requirements. The UI 

interface of each functional module of the system is 

convenient and practical, and the overall layout is 

reasonable, which is in line with the aesthetics of public 

users. It shows that the interface effect based on material 

design style is good and meets the interface requirements 

of the system. 

4.3 Performance test 

The main purpose of system performance test is to 

test the operation effect of the system under heavy load, 

and then find some possible defects of the system. In this 

system, the performance test object is mainly to test the 

system response time in different languages and different 

text mixing. For the character recognition system, the 

two key factors affecting the system response time are 

image preprocessing and character recognition. Image 

preprocessing and character recognition are functional 

modules with large amount of calculation. For character 

recognition, the two main indicators affecting the 

response time are the working efficiency of the classifier 

and the size of the character library. The larger the 

character library, the more character sets the system 

needs to match, and the more time it needs to consume. 

System response time is an important index to measure 

software performance. Through software testing, the 
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time-consuming of image preprocessing and 

classification recognition in image recognition is 

counted. Through detailed analysis of the time-

consuming of each small step, the operation bottleneck in 

the system is found, so as to provide scientific data basis 

for subsequent optimization of software performance. 

The test text images used in this paper are 150, 50 pure 

Chinese, 50 pure English and 50 Mixed Chinese and 

English, with about 50 characters each. After many tests, 

the statistical test results are shown in Figures 3, 4 and 5. 

 

 
Figure 3: Test results of average response preprocessing 

time. 

 

 
Figure 4: Average response identification time test 

results. 

 

It can be seen from the test results that the average 

response time of text images in pure English is the 

fastest, the response time of text images in pure Chinese 

is the second, and the slowest is the mixed arrangement 

of Chinese and English. The analysis results show that 

because there are more Chinese features than English 

features and the matching time is longer, for the mixed 

arrangement of Chinese and English, multiple 

recognition is required to determine the text result, and 

the complex layout will also increase the character 

recognition time. Therefore, the text type and layout of 

the original image should not be too complex during 

character recognition, which can improve the accuracy of 

character recognition. The total average time of 

observation and recognition is about 3s, most of the 

mainstream commercial character recognition software is 

within 3s, and most of the software using cloud 

recognition is within 2s.  

 

 
Figure 5: Total response time test results. 

 

The recognition of the system is about 3s in many 

cases. Therefore, the system can basically achieve the 

recognition response time performance of the 

mainstream commercial software. 

4.4 Identification accuracy test 

After the function test and performance test, the 

recognition accuracy of OCR system needs to be tested. 

The recognition accuracy is an important index to 

evaluate the system. The recognition accuracy directly 

affects the user experience. The system mainly describes 

the recognition accuracy of the system through three 

parameters: correct recognition rate (A), error 

recognition rate (S) and recognition accuracy (P). Among 

them, recognition accuracy (P) is an important index to 

evaluate the recognition effect of a character recognition 

system. The higher the recognition accuracy, the better 

the recognition effect of the system. The identification 

accuracy is expressed by formula, see formula (13). 

 

%100
+

=
SA

A
P  (13) 

This section also uses 150 pictures used in the 

performance test, 50 in Chinese, 50 in English and 50 in 

Chinese and 50 in English. Each picture contains about 

50 characters. After many tests and statistical data 
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analysis, the test results are shown in Table 2 and it is 

graphically presented in Figure 6. 

 

 

 

 

 

 

 

 
Total number 

of characters 

Number of 

false 

identifications 

Correct 

recognition 

rate A 

Error 

recognition 

rate S 

Recognition 

accuracy P 

Chinese characters 

(English/Mathematics) 
2467 343 86.09% 13.91% 86.09% 

Symbols (English) 2345 262 88.82% 11.18% 88.82% 

Mixed arrangement of 

Chinese and English 
2656 423 84.07% 15.93% 84.07% 

 

 

 
Figure 6: Graphical presentation of statistical results of recognition accuracy.

 

The experimental results show that the accuracy of 

character recognition is about 90% for pure English text 

images and close to 90% for pure Chinese text images. 

However, for the mixed arrangement of Chinese and 

English, the accuracy of character recognition is lower 

than that of pure Chinese and English. Nowadays, the 

accuracy of most commercial character recognition 

software is about more than 90%. Except for the mixed 

arrangement of Chinese and English, other products can 

basically achieve the accuracy of general commercial 

character recognition software. The product has certain 

practicability and can be applied to recognize text images 

taken in natural scenes in daily life. 

4.5 System comprehensive evaluation 

The optical character recognition system based on 

Android determines the system architecture and 

functional modules through user demand research and 

business analysis. The interface design part adopts the 

design style of material design. After the system test and 

user experience feedback on the UI effect of OCR 

system, the evaluation is mainly based on the scores of  

 

system function, response performance, accuracy and 

interface. The system application evaluation survey is 

shown in Table 3. According to the application 

evaluation table, the system has complete functional 

modules, high availability, neat and beautiful system 

interface and good operability. However, the recognition 

response performance and recognition accuracy score of 

the system are not very good. Therefore, in the later 

stage, we should deeply study the detailed technology of 

character recognition, break through the key technical 

points and improve the comprehensive ability of the 

software. 

 

 

Table 3: System application evaluation 

Evaluation content Average score 

Functional module 92 

Response performance 84 

Accuracy 87 

Interface layout, aesthetic 

degree 
93 
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Table 2: Statistical results of recognition accuracy 
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5 Conclusion 
This paper proposes the design and development of 

mobile terminal application based on Android, which 

mainly explains the implementation process from the 

implementation process of functional modules along with 

UI implementation effect and some implementation 

codes. For the UI implementation part, the design of this 

system is based on Google material design. This design 

style is a new set of interface design language invented 

by Google design engineers based on traditional 

excellent design principles and combined with rich 

creativity and science and technology, including visual, 

sports, interaction and other characteristics. The 

experimental tests are done on the character recognition 

system, and the experimental results are analyzed. The 

test shows that under ideal conditions, both Chinese and 

English recognition have good recognition accuracy. The 

average response time of the system is about 3s, which 

can basically meet the response time performance of 

mainstream commercial OCR software within 3S. 

However, compared with some cloud-based OCR 

software whose recognition time is generally less than 2s, 

there is still a certain gap between this software and 

cloud-based OCR software. With the gradual upgrading 

of Android mobile terminal hardware in the future and 

the further improvement of CPU and GPU processing. 

The system can quickly carry out image preprocessing 

and character recognition by relying on gradually 

powerful mobile terminal computing resources, and 

efficiently complete the character recognition task at the 

mobile terminal. However, the recognition response 

performance and recognition accuracy score of the 

system are not very good. Therefore, the future research 

directions should focus on detailed technology of 

character recognition, break through the key technical 

points and improve the comprehensive ability of the 

software. 

 

References  
[1] Kaur, S., & Dhindsa, K. S. (2020). Design and 

development of android based mobile application 

for specially abled people. Wireless Personal 

Communications, 111(4), 2353-2367. 

https://doi.org/10.1007/s11277-019-06990-y 

[2] Zhang, W., Li, X., Xiong, N., & Vasilakos, A. V. 

(2016). Android platform-based individual privacy 

information protection system. Personal and 

Ubiquitous Computing, 20(6), 875-884.  

https://doi.org/10.1007/s00779-016-0966-0 

[3] Sun, Y., & Jiang, X. (2017). The design and 

application of english pronunciation training 

software based on android intelligent mobile phone 

platform. Revista de la Facultad de Ingenieria, 

32(5), 756-765.  

https://doi.org/10.1155/2021/5537101 

[4] Conti, R., Allotta, B., Meli, E., & Ridolfi, A. 

(2015). Development, design and validation of an 

assistive device for hand disabilities based on an 

innovative mechanism. Robotica, 35(4), 892-906.  

https://doi.org/10.1017/S0263574715000879 

[5]  Wen, C., & Zhang, J. (2014). Design of a 

microlecture mobile learning system based on 

smartphone and web platforms. IEEE Transactions 

on Education, 58(3), 203-207.  

10.1109/TE.2014.2363627 

[6] Hongyan, L. (2015). Design and realization of 

smart home terminal applications based on iot 

technology. International Journal of Smart Home, 

9(8), 123-132.  

http://dx.doi.org/10.14257/ijsh.2015.9.8.14 

[7] Tong, J. (2016). Design and implementation of 

music teaching platform in college based on android 

mobile technology. International Journal of 

Emerging Technologies in Learning (iJET), 11(5), 

4.  

https://www.learntechlib.org/p/173410/ 

[8] Xu, H., Zhao, J., Li, Y. L., & Xu, C. Q. (2015). The 

development of shs-swths designing software based 

on windows and android mobile device platforms. 

Renewable Energy, 84(DEC.), 138-144.  

https://doi.org/10.1016/j.renene.2015.06.058 

[9] Wang, Y., Zhou, J. T., & Song, X. (2018). A raas 

model based on emotion analysis and double 

labeling applied to mobile terminal. IEEE Access, 

PP(99), 1-1. 

10.1109/ACCESS.2018.2880738 

[10] Feng, Y. (2020). Mobile terminal video image fuzzy 

feature extraction simulation based on surf virtual 

reality technology. IEEE Access, PP(99), 1-1.  

10.1109/ACCESS.2020.3019070 

[11] Cai, Y., Wang, Z., He, P., Lu, Z., & Tang, J. (2017). 

The industrial network system design based on 

profinet1. Acta Technica CSAV (Ceskoslovensk 

Akademie Ved), 62(1), 21-31. 

[12] Ameigeiras, P., Ramos-Munoz, J. J., Schumacher, 

L., Prados-Garzon, J., Navarro-Ortiz, J., & Lopez-

Soler, J. M. (2015). Link-level access cloud 

architecture design based on sdn for 5g networks. 

IEEE Network, 29(2), 24-31.  

10.1109/MNET.2015.7064899 

[13] Lin, T. C., Jun-Zhe, Y., Yu, C. S., & Liu, C. W. 

(2019). Development of a transmission network 

fault location platform based on cloud computing 

and synchrophasors. IEEE Transactions on Power 

Delivery, PP(99), 1-1.  

10.1109/TPWRD.2019.2929290 

[14] Cao, C., Yang, Q., Li, J., Liu, X., & Yu, L. (2019). 

Design of water surface evaporation on-line 

detection device of pulse type evaporator. Nongye 

Gongcheng Xuebao/Transactions of the Chinese 

Society of Agricultural Engineering, 35(1), 106-

113.  

10.11975/j.issn.1002-6819.2019.01.013 

[15] Xin, C., Qiao, D., Hongjie, S., Chunhe, L., & 

Haikuan, Z. (2018, June). Design and 

implementation of debris search and rescue robot 

system based on internet of things. In 2018 

International Conference on Smart Grid and 

Electrical Automation (ICSGEA) (pp. 303-307). 

IEEE. 10.1109/ICSGEA.2018.00082 

[16] Zhang, Y. (2021, October). Application of 

https://doi.org/10.1155/2021/5537101
https://doi.org/10.1017/S0263574715000879
https://doi.org/10.1109/TE.2014.2363627
https://www.learntechlib.org/p/173410/
https://doi.org/10.1016/j.renene.2015.06.058
https://doi.org/10.1109/ACCESS.2018.2880738
https://doi.org/10.1109/ACCESS.2020.3019070
https://doi.org/10.1109/MNET.2015.7064899
https://doi.org/10.1109/TPWRD.2019.2929290
http://dx.doi.org/10.11975/j.issn.1002-6819.2019.01.013
https://doi.org/10.1109/ICSGEA.2018.00082


294   Informatica 47 (2023) 285–294                                                                                                                            W. Yang  et. al.  

Computer Aided Design in the Major of Exhibition 

Design. In 2021 3rd International Conference on 

Artificial Intelligence and Advanced 

Manufacture (pp. 1117-1120).  

https://doi.org/10.1145/3495018.3495347 

[17] Jiang, K., Li, J., Zhang, X., & Liu, S. (2015). The 

development and application of one thermal–

hydraulic program based on ansys for design of 

ceramic breeder blanket of cfetr. Journal of Fusion 

Energy, 34(5), 1088-1093.  

https://doi.org/10.1007/s10894-015-9923-6 

[18] Luo, M. (2014, September). The design of English 

listening learning system based on Android 

platform. In 2014 IEEE Workshop on Advanced 

Research and Technology in Industry Applications 

(WARTIA) (pp. 644-647). IEEE.  

10.1109/WARTIA.2014.6976344 

[19] Al-Obaidi, A. S. M., Al-Qassar, A., Nasser, A. R., 

Alkhayyat, A., Humaidi, A. J., & Ibraheem, I. K. 

(2021). Embedded design and implementation of 

mobile robot for surveillance 

applications. Indonesian Journal of Science and 

Technology, 6(2), 427-440.  

https://doi.org/10.17509/ijost.v6i2.36275 

[20] Nie, J. (2015, December). Research on mobile 

learning platform construction in higher vocational 

colleges based on cloud computing. In 2015 11th 

International Conference on Computational 

Intelligence and Security (CIS) (pp. 91-94). IEEE.  

10.1109/CIS.2015.30 

[21] Sun, Z., Anbarasan, M., & Praveen Kumar, D. J. C. 

I. (2021). Design of online intelligent English 

teaching platform based on artificial intelligence 

techniques. Computational Intelligence, 37(3), 

1166-1180.  

https://doi.org/10.1111/coin.12351 

[22] Yu, J., Du, S., & Wu, Y. (2020). Design and 

application of soil moisture content monitoring 

system based on cloud-native technology. Nongye 

Gongcheng Xuebao/Transactions of the Chinese 

Society of Agricultural Engineering, 36(13), 165-

172.  

10.11975/j.issn.1002-6819.2020.13.020 

[23] Tahiroǧlu, K., Tanaka, A., Parkinson, A., & Gibson, 

S. (2012, June). Designing musical interactions for 

mobile systems. In Proceedings of the Designing 

Interactive Systems Conference (pp. 807-808).  

10.1145/2317956.2318084 

 

https://doi.org/10.1145/3495018.3495347
https://doi.org/10.1109/WARTIA.2014.6976344
https://doi.org/10.17509/ijost.v6i2.36275
https://doi.org/10.1109/CIS.2015.30
https://doi.org/10.1111/coin.12351
http://dx.doi.org/10.11975/j.issn.1002-6819.2020.13.020
http://dx.doi.org/10.1145/2317956.2318084

