MetodolosSki zvezki, Vol. 4, No. 2, 2007, 165-176

The Scaling Problems in Service
Quality Evaluation

Michele Galld

Abstract

In service quality evaluation we have to treat dada&ing different kinds
of scales. In order to obtain a measure of the isenguality level a
conventional ordinal rating scale for each attrébwtf a service is used.
Moreover additional information on the customers ar the objective
characteristics of the service is available (ingdyvordinal and or
categorical scale). In the latter the importancewaight assigned to the
different items must be also considered (composéicscale). To analyze
these different kinds of data particular precautishould be used, a
transformation of quality level perceived (expedtathta in quantitative
scale is carried out before a multidimensional datalysis. In literature
more techniques are proposed for the quantificatamfn ordinal data
preserving the original characteristics. The airhshis paper are to analyze
different ways to quantify ordinal data, and illtete how the additional
information on the customers or on the service dobke used in the
multidimensional analysis as external information.

1 Introduction

Customer satisfaction has become a vital concercdmpanies and organizations
in their efforts to improve product and service litya and maintain customer
loyalty within a highly competitive market place. I$ iconceptualized as an
affectively laden “fulfillment response” to serviaeceived (Oliver, 1997). To
obtain a measure of satisfaction is not a simpldeméecause satisfaction is
mostly due to physiologically conditioned assessmelnteeflects both emotional
and cognitive elements (Oliver 1993). In the lastcade, more Customer
Satisfaction Indexes (CSI) have been proposed,(&§A, Fornell et al., 1996;
European Union, ECSI Technical Committee, 1998) nehtee structure of all CSI
are continually undergoing review and subject to ifoations.

If the structure of CSI(s) are continually subjectnhodifications, the core of
the model is in most respects standard. It is eatagthin a system of cause and
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effect running from the antecedents of overall oostr satisfaction — quality
expectation, quality perceived, perceived value iamage — to the consequences of
overall customer satisfaction — customer loyalty @mdtomer complaints. Ekl6f
(2000) proposed to distinguish between perceiveztipet quality and perceived
service quality where perceived service quality i® tAvaluation of recent
consumption experience of associated servicesclistomer service, conditions of
product display, range of services and products @tt.this basis, we posit that
service quality is primarily an antecedent of customatisfaction (Fornell et al.,
1996).

In this work, we have not taken care of the proldeassociated with the choice
of the “better” CSI measurement framework. In tbdwing just the SERVQUAL
model (Parasuraman et al., 1988) is consideredrfeasuring the service quality
(SQ. Anyway most of the results can be generalized lie bther models
(D’Ambra and Gallo, 2006). The SERVQUAL have a sture based on a set of
attributes and dimensions. Where each attributsvaduated by an item and sets of
items giving the evaluation of the dimensions. Titem has the same ordinal
rating scale with a ranging on seven scores. Mogeaw importance or weighCj
is attached to each dimension (or attribute) tisaprincipally used to weigh the
gap between performance perceptidR) @nd service quality expectatiorE)(
Whereas the weight could be analyzed independentbbtain information on the
nature and causes of the interrelationships betwéenquality dimensions (or
attributes). In this case, we should consider tla@straint ratio scale of the
importance data. Likewise, in these studies somditiahal information is
available which permits us to investigate the degref satisfaction of
homogeneous customer clusters (gender, age, profedsvel of education, etc.)
with respect to some objective characteristics lod service (for example in
hospital: procedure, illness, etc.). The inclusminadditional information in the
multidimensional analysis o6Q data could be used to obtain more accurate
results.

Let Ry, (E,) be the matrix of perceived (expected) results i are the

customers and are the ordinal variables (for each item therens variable) with
the same number of categoriesAnd let C , be the matrix of importance with

variables. The nature of data should be considdretbre we carry out a
multidimensional analysis. In particular, percepti@xpectation) evaluation has
an ordinal scale. This scale establishes an exptamk, but not all arithmetic
transformations are meaningful because the distaheéveen points on an ordinal
scale are not meaningful. The importance data hasnstrained ratio scale. For
these data intervals between values and ratiosabfes are meaningful but the
constrained of the unit-sum of the composition scahuses more problems
(Aitchison, 1986). Therefore additional informatieould have different kinds of
scales: as categorical (or nominal) scale, wheeeetlis no explicit ranking on the
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category labels; interval scale, where the distarimesveen data are meaningful
but where zero is not meaningful; and where theran ordinal and ratio scale.
The principal purpose of this paper is to point the necessity to transform
the row data before we carry out some multidimensliatatistics analysis, while
the transformation should respect the original ratof the data. Moreover, the
inclusion of additional information could be pattiarly appropriate in the
framework of SQ because it allows us to know the degree of sattgdn of
homogeneous subject clusters evaluating $Igein a more precise and objective
way. In Section 2, we consider the quantificationpefceived (expected) data. In
particular, after a brief review of some technidaethe optimal scaling of ordinal
data, where the optimal scaling is defined in termhghe correlation matrix of
guantified variables. We propose a new way to quyarkie perceived (expected)
data based on the conservation of the differenjextiive scales of each customer.
In Section 3, we define the properties of composidl data and propose a
logcontrast transform of the matri&, , in order to perform multivariate analysis.

In Section 4, a presentation of how the additiomdbrmation could be included
into a multidimensional analysis &Qdata is given.

2 Some approaches to the optimal quantification of
ordinal data

In literature different approaches are proposequantify the ordinal data. Most of
them are based on a loss function to attain a mimnbetween the transformed
variables, so one possibility is to use the mearasgfieuclidean distance between
the transformed variables and one hypothetical commariable. A generic loss
function is

3y ssdxB, —,(h) (2.1)

whereX is a matrix of basis vectors of orde¥ k s), B, is a vector of s loadings
and qoj(hj) may be any non linear function of the variabke (j=1...,J).

Equation (2.1) is used by Kruskal and Shepard (19¥4ung, de Leeuwe and
Takane (1976), and many others. De Leeuwe, van Bvaiksel (1980) and Gifi
(1982) use the following alternative loss function

J _12?:188(@( ~ 0 (hj )) (2.2)

where the weight$; are incorporated into functiomi(.). Equation (2.2) is used
because the treatment of missing data becomes siongle, and both variables
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with a single quantification and variables with mplle ones can be analyzed
simultaneously. We interpre;ﬁj(.) as an approximation of a function based on a

representation of some finite amount of data ort thaction. In the present case,
we would like to incorporate into the analysis thederlying monotone structure
of data, so that each variable is treated as otdiNwreover the rank-one
restrictions are included in (2) which implies th#te quantifications ins

dimensional space of each variakite become proportional to each other (Gifi,

1982). For the generic variable, we can write(pj(hj):quij' , Whereq; is a
vector of single category quantificatioy; a vector of loadings an@; is a
matrix which indicates the category of tjitvariable. Here we proposeBaspline
transformation because it has more attractive petiess (van Rijckevorsel and De

Leeuwe, 1988). Nevertheless, we could use a Fuzdingoor a Monotone-spline
(van Rijckevorsel, 1987; Winsberg and Ramsay, 1983).

2.1 B-Spline transformation

The B-spline takes a variable as input and produces niloa@ one variable as
output. By B-spline a variableh; (h, D[a,b] with a#b) is partitioned into a

number of intervals, where two boundary points, exllknots, restrict every
interval: a<k, <...<k, <b, with exactly r “interior knots” (knots that meet

another knot on both sides) and-r “exterior knots”. Let piecewise coding
function be a positive function between 0 and 1some contiguous part on range
[a,b]. For each variableh, there existss different piecewise coding functions

represented by correspondingiycolumn-vectorsGk(h) k=1,...,s, where thes
column-vectors G, (h) are collected in a pseudo-indicator matrx, where

k=1

A B-spline is a particular piecewise coding functioithMfunctional pieces of
degreev, that is positive on exactly+1 consecutive intervals, with an overlap of
exactly v intervals with the nextB-spline, all intervals defined by the knot
sequencex, with v<r. The order oB-spline is equal tor+1, while the number
of B-splines needed to code a variable with knot segei@nis equal tos=v+r .
B-splines of zero degree are the most used for td gproperties of the crisp
coding (van Rijckevorsel, 1988). More coding fuocts and relative
characteristics are illustrated in Schumaker (198To have a global

transformation we use a linear combinatiorBe¢pline ;u(hj): ZakBk(hJ ) where
k=1

the unknown spline coefficient; is the only determining parameter ¢¢E) (Van
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Rijckevorsel, 1987). Nevertheless, other methods determine the optimal
coefficient are proposed in literature (De Boor789Schumaker, 1981).

2.2 A quantification of perceived/expected data for the
multidimensional analysis

In Section 2.1 we have considered an approach baseithe difference between
the variables where each categorical value of jtheolumn of Ryy (Eyy) is

substituted from the correspondent score of theoreg;. In this way categories

of the same variable are quantified similarly amadegories of dissimilar variables
are quantified differentlyd; # q, with j#j'). This characteristic is not required

in the quantification of perceived (expected) d&a.additional effect of this kind
of transformation is that costumers with the saate for an item obtain the same
guantification whereas a customer with the same fat different items obtains
dissimilar quantifications.

An alternative approach is based on the differenbetween the
“psychological” scale used with respect to diffdaremustomers. Following this
approach, the quantification procedure has to pwesthe different origin of the
measuring system of each customer, the differestiadce between two points on
the scale as the non-linear distance between tweesuent points. Finally, by the
time that a SERVQUAL questionnaire is drawn up eacdstomer has his own
specific reference system. This is the same fohesan of the questionnaire and
it does not change at the moment but only aftemg time.
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Figure 1: The approach based on the differences betweenahables (a) and the single
guantification based on the difference betweensthigiective scale of the customers (b).

To give a graphic example, Figure 1 compares theagch presented in the
first section (a) and the alternative one basedtlom difference between the
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customers (b). It is clear that by the first apmioanon homogenous customers
have the same quantification, while in the second the difference between the
customers is respected. Moreover, each customea Isasgle quantification for all
the items of the questionnaire and, in respechéospecific reference system, each
customer has a quantification that preserves thgestive origin of the measuring
system and the different distance between two goontthe scale as the non-linear
distance between two subsequent points.

In order to obtain a quantification that presene tbharacteristics of the
alternative approach we propose the following sggt Before each generic row of

matrix Ry ; (Ey,) is crisp coding in a matrixG, (J x £) in accordance with
Section 2.1. But th@¢" row (with j=1,...,J) of G, is the coding of the rate that the

i subject has given to the different items. Afterdgran Alternative Least

Squares (ALS) algorithm is engaged to minimizeftiwing loss function
-1 N '
N7 SSEX -G qB,) (2.3)

with 1SX =0,, XX=J andp,'Dp, =1 WhereAlS is a s dimensional vector
of unit, 0, is aJ dimensional vector of zeraX a matrix of orderI x s), B, is a
vector of score,q, is a vector of single category quantification fach single
customer, andD, =G,"G,. Equation (2.3) presents the rank-one restrictions
(Y, =q,B,") that implies the quantifications is dimensional space of each

customer. To minimize the loss function (4) the Ab&orithm is proposed to
search the optimal solution through the satisfactd the two centroid principles
with respect toX and eachy, (van Rijckevorsel, 1987). The algorithm is given b

the following step:

- Step Olnitialize the matrixX by a singular decomposition analysisRf(E) so
that1, X =0 and X' X =JI

- Step 1Estimate the matrix/, =D;*G, X, i ON

- Step 2Estimate the vectop, =Y,'D,q, /q,' D,q;, i ON

- Step 3Estimate the vector of single quantificatign= \A(i' Bi /BI iii, iON

- Step 4Update the matrixy, =¢,p,', i ON

- Step SEstimate the matrixX = N~ i'ilei\?i

- Step 6Center and orthonormalize the matixx
- Step 7Go toStep 1until the convergence criterion is reached.
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By the single quantificatiory, of each customer we are coding the perceived

(expected) matrix into the quantified matrX™ (E’ ). In this way, the subjective
scale of each customer has been respected. Fuathnedtidimensional analysis of
the gap between the performance and expectationther performance and
expectation data, could be carried out separately.

The B-spline takes a variable as input and produces rtiae one variable as
output. By B-spline a variableh, (h, O[ab] with a#b) is partitioned into a
number of intervals, where two boundary points,ledhlknots, restrict every
interval: a<k, <...<k, <b, with exactly r “interior knots” (knots that meet
another knot on both sides) ad-r “exterior knots”.

Let piecewise coding function be a positive funaotizetween 0 and 1 on some
contiguous part on rangb, b]. For each variablén, exists s different piecewise

coding functions represented by correspondingly column-vectors Gk(h)
k=1... s, where thes column-vectorsG, (h) are collected in a pseudo-indicator

S
matrix G, where ZGik =1. A B-spline is a particular piecewise coding function
k=1

with functional pieces of degree that is positive on exactly+1 consecutive
intervals, with an overlap of exactlyintervals with the nexB-spline, all intervals
defined by the knot sequence, with v<r. The order ofB-spline is equal to
v+1, while the number oB-splines needed to code a variable with knot segeien
Kk is equal tos=v+r . B-splines of zero degree are the most used for thed g
properties of the crisp coding (van Rijckevors€l38).

More coding functions and relative characteristaies illustrated in Schumaker
(1981). To have a global transformation we usenadr combination oB-spline

dh‘):ZakBk(hj), where the unknown spline coefficientr; is the only
k=1

determining parameter ofy([) (Van Rijckevorsel, 1987). Nevertheless, other

methods to determine the optimal coefficient areppised in literature (De Boor,
1978; Schumaker, 1981).

3 Compositional data

The compositional data have particular propertiest ppose special problems for
imputation and they can rarely be analyzed with wesaal multivariate statistical
methods. For each row of matrig,, we definec,....,C, as positive quantities

with the same measurement sc@e (G....,,) € 20....,5, 20 and|c| the trace
of €. The vector ¢ is the basis of compositional data amd=C/[c| is a
composition vector.
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More generally, we defin€ , a compositional data matrix if all elements are
positive and each row is constrained to the unmsﬁﬁD =1N WhereAlD and 1N

are vectors of units oD andN dimension, respectively. L&D :lNI N —1N1N] be

the product betweeri/N and the usual centering projector th€hQC is the

covariance matrix ofC called crude covariance matriAitchison, 1986). The
unit-sum constraint for each row @ implies four difficulties: 1) Negative bias,
2) Subcomposition, 3) Basis, 4) Null correlatiorack row and column o€ QC

has zero-sum:AlDC'QC:f)D where E)D is a D dimensional vector of zero.
Therefore each variable has a covariance sum elguvéo negative variance (the
first difficulty). No-relationship exists betweeméd crude covariance matrix and
the crude subcomposition covariance one. Therefdhe variation of
subcomposition can substantially influence the c@arece (the second difficulty).
Likewise in the subcomposition, it is not easy telest a basisC for the
composition (which is the third difficulty). Likene crude covariance matrixeach
row and column of therude correlation matrixof C has a zero-sum. Therefore
the correlation between two variables is not freedange over the usual interval
[—ll]. The negative bias causes a radical differencemfrthe standard
interpretation of correlation between variables.raZeorrelation between two
ratios does not mean that there is no associatiom lgtter difficulty). Moreover
the uninterpretable crude covariance structure @ the only problem of
compositional data. Unfortunately, compositionaltadaften exhibit curvature
when standard multivariate methods are employed.

Aitchison (1986) richly described the properties afmpositional data and
proposed an alternative form of logratio, where there useful is based on a
geometric meang(c). Replacing the natural non-negative condition the t

following stronger assumption of the strict posétiquantities:w, >0,...,w, > 0
(see Gallo, 2003); Aitchison (1982) proposes tasfarm each element & (c;)

in the Iogratiolog[cij /g(c)] because the relative matrix of centred lograipwith
generic element, :Iog[cij/g(c)Jis adequate for a low-dimensional description of

compositional variability. Moreover, a generalizati of the logratios — called
logcontrasts— have particular and researched properties inposimional data
analysis. Logcontrast of ¢ is any loglinear combination
u'logc=u,logc, +...+uy logc, with u, +...+u, =0, where of logcontrast with
the geometric meam(c) presents the propertyt logc = u'log(c/g(c)).

The study of composition is essentially concerneith ihe relative magnitudes
of c,,...,cp rather than their absolute values. In this casdjos between
components are meaningful, and those ratios arepiaddent from the arbitrary
total. Moreover any logcontrast is scale fre&lpgc = u'logkc (with k >0).
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Aitchison (1986) richly describes how the logcostraransformation is
adequate to resolve the difficulties of compositibdata. Barcelé-Vidal, Martin-
Ferndndez and Pawlowsky-Goahn, (2001) show, fromathematical point of
view, that this transformation is not arbitrary.

4 External information in CS analysis

Before a multidimensional analysis of the matrR® we could include the
additional information available on the customers mrocess (Takane and
Shibayama, 1991). In this way the additional infatian defines a priori levels of
sampling hierarchical structures, since it permits to investigate how well
structures supplied by the a priori information @tount for the data.

LetH (N,Q with Q the number of predictor categorig3,< N) be the external

informational matrix, which can take a variety afrins. We can consider the
following decomposition model of the matrRR” :

R"  =HT +E (4.1)

where T = (H'H) H'R’" is the estimated coefficient matrix aEdthe error matrix.
Each term of the model is column-wise orthogonalohhimplies that the sum of
squares ofl is decomposed into the sum of squares of the coems of (5). The
problem of estimating:l' is equivalent to minimizingSSE) =tr(E'E) where
E=R -HT =R -P,T and P, =H(H'H)™H' is the orthogonal projection
operator onto the subspace spanned by the columtorseof H, so that (4) is
decomposed into two additive componen&: =P,R" +P/R" where P;] is the
orthogonal projection operator that is orthogoralR,. Once the data matrix is
decomposed according to the additional informati¢xternal Analysis),
multidimensional analysis is carried out ®R" and PJR" separately (Internal

Analysis). An analysis ofP,R" allows us to incorporate the external information

into the analysis, whereas the analysis BfR" allows us to exclude them.
Incorporating the external information we have #waluation of the performance
perception in a more precise and objective way bseave have the degree of
satisfaction of homogeneous customer clusters. egfitly, incorporating the
second additive component (analysis ®JR’) we have the evaluation of the
performance perception while excluding the influerad the external information.
Similarly we carry out an analysis with the extdrirdormation on the matrices
E,R -E, C andsoon.

It is also possible to include the external infotioa before the quantification
of the raw data (D’Ambraet al, 2002) to obtain a more parsimonious



174 Michele Gallo

representation of the data. Nevertheless we havespect the original scale of the
external information and it is not always possilfléthe external information has
different scale systems.

5 Conclusion and perspectives

The central theme of this paper is the quantifmatof expected (perceived) data.
Different scaling methods are proposed in literatto quantify these data (see
Zanella, 1999) and most of them have a large nunoberesearched properties.
Nevertheless, here is a new approach to scalingagrd (perceived) data because
the preservation of the subjective scale of eachtarner is necessary for an
accurate multivariate analysis. Moreover a stratigyt preserves the rule and the
properties of the row data that we collect witB@analysis is a secondary aim of
this paper. The strategy that we propose is basdti@following steps:
* quantification of expected (perceived) data by apraach that preserves
the subjective scale of each customer,
* inclusion of the additional information availablen ahe customers or
process,
» research of the latent factors by more independaatysis.

As further developments, we are comparing the deffié scaling methods with
the appreciable monotone property. For example M¥splines are proportional to
B-splines and a basis of integratedsplines (-spline) have the characteristics of
a probability distribution function. Moreover weeachecking on real data for the
benefit to use the approach that we have proposed.

Relative to the importance data, the compositicsle of the kind of data
should be considered because the analysis of tHate without transformation
give misleading information (Aitchison, 1986). Lagdrast transformation is the
most used for compositional data afterward thisadatuld be used in SQ analysis
in accordance to the strategy given before.
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