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Background and Purpose: Data mining techniques are intensely used in various industries for the purpose of fraud 
prevention and detection. Research that focuses on the leasing industry is scarce, although frauds in the field of 
leasing occur rather often. First, we identify clusters of business clients in one leasing company by using the method 
of self-organising maps based on leasing contract attributes. Second, we compare clusters based on the presence 
of fraudulent clients, in order to develop fraudsters’ profiles.
Methodology: For detecting characteristics of fraudulent clients, we use a client database containing leasing con-
tract attributes of one Croatian leasing company. In order to develop profiles of fraudulent clients, we utilise a clus-
tering procedure with the Kohonen Self-Organizing Maps supported by Viscovery SOMine software. 
Results: Five clusters were identified and labelled according to the modal values of attributes describing the leasing 
object and the industry in which the client operates: (i) New cars / Trade; (ii) Used trucks or tugboats / Other services; 
(iii) New machinery / Construction; (iv) New motors / Trade; and (v) New machinery and tractors / Agriculture. 
Conclusion: Self-organising maps have proved to be a useful methodology for developing profiles of fraudulent cli-
ents in leasing companies. Companies can use our results and make additional efforts in monitoring clients from the 
identified industries, buying specific leasing objects. In addition, companies can apply our methodology to their own 
databases, in order to develop fraudster profiles for their specific purposes, and implement fraud alert mechanisms 
in their client database. 
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1 Introduction

Knowledge management consists of the processes of cre-
ating, storing/retrieving, transferring and applying knowl-
edge (Alavi & Leidner, 2001). The process of knowledge 
discovery is an important subprocess in knowledge man-
agement (Wang & Wang, 2008). Some of the tasks solved 
by data mining are clustering and deviation detection 
(Folorunso & Ogunde, 2005), which also includes fraud 
detection. Numerous other applications are also focused to 

rare events, such as bankruptcy (e.g. Moradi, Salehi, Ghor-
gani & Yazdi, 2013). In this paper, the focus is on fraud in 
the leasing industry. 

Frauds represent an issue for leasing companies and 
regulators, which should be able to predict fraudulent be-
haviour and take different actions to prevent losses caused 
by fraud. Defence against frauds includes the implemen-
tation of operational and technical solutions for fraud pre-
vention and detection. Fraud detection systems are based 
on data mining techniques and methods that can discover 
and visualise patterns related to fraudulent behaviour, such 
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as financial frauds (Sadgali, Sael, & Benabbou, 2019), 
credit card frauds (Carcillo et al., 2019), and frauds in the 
insurance sector (Leite, Gschwandtner, Miksch, Gstrein, 
& Kuntner, 2018). Cluster analyses and profiling of clients 
based on various behavioural, demographic and opera-
tional attributes contained in clients databases are essen-
tial tools in analysing transactions, and recognising client 
profiles, which have been used in various industries, such 
as banking (e.g. Pejić Bach, Juković, Dumičić, & Šarlija, 
2014). Clients profiling based on the cluster analysis has 
also been used in various researches and has been proved 
as a useful tool in predicting fraudulent behaviour, which 
can help companies to develop appropriate fraud detection 
and response systems, e.g. financial statement fraud de-
tection system (Chen, Liou, Chen & Wu, 2019). Current 
research on fraud detection and prevention in the leasing 
industry is scarce (Singleton & Singleton, 2007), with only 
a few examples that present the utilization of data mining 
techniques for that purpose. For example, Horvat, Pejić 
Bach and Merkač Skok (2014) used a decision tree model-
ling in order to discover fraud in leasing agreements. 

Self organizing maps have been efficiently used to 
explain fraudulent behaviour in different contexts of the 
financial industry, including banking (e.g. Merkevicius, 
Garšva, & Simutis, 2004; Balasupramanian, Ephrem, & 
Al-Barwani, 2017) and insurance (e.g. Hainaut, 2019). 
However, to our best knowledge, previous works did not 
utilise self-organising maps for fraud profiling in leasing, 
although self-organising maps have been previously effec-
tively deployed for fraud prevention and detection (Jian, 
Ruicheng, & Rongrong, 2016). The research question that 
emerges is whether self-organising maps are an appropri-
ate method for identifying and describing clusters of cli-
ents in the context of the leasing industry, with the specific 
goal of detecting specific attributes that could explain the 
fraud in the leasing industry. In order to shed some light 
on this issue, we develop the methodology for developing 
fraudsters profiles using self-organising maps, based on 
the leasing contract attributes. We use the database of one 
leasing company with the rich data on client characteristics 
and behaviour, for the identification of fradulent behav-
iour. First, we use self-organising maps in order to develop 
clusters of business clients in a leasing company based on 
leasing contract attributes. Second, we identify the charac-
teristics of fraudulent clients among cluster members. 

The paper is structured as follows. After the intro-
duction, the literature review section describes frauds in 
the leasing industry and gives an overview of previous 
research related to fraud modelling. The second section 
explains the methodology of the research, including the 
self-organising maps, the sample description, and the sta-
tistical analysis. The fourth section provides results of the 
clustering procedure and the fraud analysis according to 
client and leasing characteristics. It also contains the in-
terpretation of the clusters and profiles of fraudsters for 
each of the clusters based on all the attributes used for the 

analysis. The last section is the discussion and conclusion 
section, which provides a response to the research question 
and describes the contributions of this research. 

2  Literature review 

2.1 Fraud in the leasing industry

Fraud causes material and immaterial losses to an or-
ganisation or a person. According to the Basel Committee 
(Basel Committee on Banking Supervision, 2002), frauds 
are loss events that are classified into internal and external 
frauds. Internal frauds are “losses due to acts of a type in-
tended to defraud, misappropriate property or circumvent 
regulations, the law or company policy, excluding diversi-
ty and discrimination events, which involves at least one 
internal party” (Basel Committee on Banking Supervision, 
2002, p.3), such as accounting administrators. External 
frauds are “losses due to acts of a type intended to defraud, 
misappropriate property or circumvent the law, by a third 
party” (Basel Committee on Banking Supervision, 2002, 
p.3), such as clients or partners. Fraud is often both inter-
nal and external.

European Commission (2011, p.3) defines a lease as 
“an agreement whereby the lessor conveys to the lessee in 
return for a payment or series of payments the right to use 
an asset for an agreed period”. In order to understand the 
concept of fraud in leasing, it is necessary to understand 
ownership rights in the context of the leasing contracts. 
During different stages of the leasing contract, difficulties 
in executing ownership rights can occur. Such differences 
can be the result of the complex leasing law framework 
(Flath, 1980). However, fraud in leasing, as in other finan-
cial industries, is often intentionally conducted by the cli-
ent. In that case, leasing companies are usually not able to 
reach a client or locate a leasing object. For example, fraud 
happens when a client refuses to return a leasing object 
after a lease expires. In such a scenario, a leasing company 
can contact a client and it knows the location of a leasing 
object but regaining or repurchasing a leasing object is not 
possible without a complex law procedure.

This research focuses on frauds and defaults commit-
ted by clients (small and medium companies, and sole 
proprietorships) in the leasing industry. Defending leasing 
companies against leasing fraud brings challenging issues 
both operationally and technically. An efficient fraud de-
fence system in the field of leasing has several prereq-
uisites. A leasing organisation needs to create anti-fraud 
measures and introduce them to its employees, as well as 
to keep employees aware of the fact that frauds are a part 
of the leasing industry (Boobyer, 2003). Cross-departmen-
tal cooperation and communication, especially of sales, 
human resources, and accounting department, as well as 
cooperation with external experts are also needed. Addi-
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tionally, an organisation should establish client verification 
procedures (Wang, Cheng, & Chen, 2019). In leasing, such 
procedures are used to verify leasing objects such as verifi-
cation of client economic activity, verification of payments 
and so on. Upgrading information systems with data ana-
lytics and warning systems that would support decisions in 
relation to potentially fraudulent clients are crucial as well 
(Bănărescu, 2015).

2.2 Fraud modelling

Fraud and default modelling are based on various data 
mining methods. Ngai, Hu, Wong, Chen and Sun (2011) 
reviewed data mining techniques for the detection of fi-
nancial fraud. They concluded that logistics models, neural 
networks, decision trees, and the Bayesian belief network 
are the primary data mining techniques for financial fraud 
detection. Sadgali, Sael and Benabbou (2019) reviewed 
the performance of various machine-learning techniques 
such as classification, clustering, and regression for fraud 
and prevention detection. In addition, visual analysis tech-
niques are used for the identification of fraud detection. 
In identifying and preventing attempts of fraud, detection 
of suspicious events can be made by using visual analyt-
ics techniques (Leite, Gschwandtner, Miksch, Gstrein, & 
Kunter, 2018), who categorised, described and discussed 
current visualisation, interaction and analytical methods 
that can be used in fraud detection systems. Chen, Liou, 
Chen and Wu (2019) proposed the approach for detecting 
fraud in the financial statements in business groups by us-
ing data mining techniques. 
 However, current research does not conclude 
which method performs the best in fraud prevention and 
detection, although several authors identified that neural 
networks and clustering were the most efficient. Deep 
convolution neural networks (DCNN) were used to detect 
fraudsters in customer records of a mobile communication 
company (Chouiekh & Haj, 2018). The authors stated that 
DCNN outperforms support vector machines, random for-
est and a gradient boosting classifier in terms of accuracy 
and training duration.
 Data mining methods have been implemented in 
various application areas related to fraud. Rousseeuw, Per-
orotta, Riani and Hubert (2019) combined the idea of the 
Fast LTS algorithm (least trimmed squares) for robust re-
gression for the detection of unexpected events in time se-
ries. These unexpected events are often outliers and shifts 
that can represent suspicious transactions. An intuitionistic 
fuzzy set, one of the classification methods, and evidential 
reasoning were proposed for fraud detection in banking 
transactions by Eshghi and Kargari (2019), who modelled 
transactional behaviour by considering the trends of differ-
ent variables. The method determines the originality of a 
newly arrived transaction.

Credit card fraud has been researched by several au-

thors. Lucas et al. (2020) used a hidden Markov model 
and a random forest classifier for credit card fraud detec-
tion. The hidden Markov model was used to associate a 
likelihood to a transaction given its sequence of previous 
transactions. Likelihoods are then used by a random for-
est classifier for fraud detection. Ryman-Tubb, Krause and 
Garn (2018) presented a survey of methods that use AI and 
machine learning for credit card fraud detection, with the 
conclusion that in terms of accuracy neural networks were 
on average better than other techniques. West and Bhat-
tacharya (2016) analysed issues of credit card fraud min-
ing related to the choice of detection techniques, problem 
representation, feature and performance analysis. Nami 
and Shajari (2018) proposed a two-stage method of detect-
ing fraudulent payment card transactions. The method is 
based on k-nearest neighbours, the dynamic random for-
est algorithm and the minimum risk model. Patil, Nemade 
and Soni (2018) used the big data analysis framework and 
machine learning algorithms for real credit card fraud de-
tection. Deployment of a fraud detection system based on 
machine learning methods in a large e-tail merchant was 
explored and described by Carneiro, Figueira and Costa 
(2017). Ensemble learning is a common method used in 
various practical problems. Zareapoor and Shamsolmoali 
(2015) evaluated and compared various data mining tech-
niques for credit card fraud detection. They presented the 
decision tree based bagging classifier as the best classifier 
to construct the fraud detection model. Deep learning neu-
ral networks, Generative Adversarial Networks, were used 
to improve the effectiveness of classifiers for credit card 
fraud detection by Fiore et al. (2019). Tu, He, Shang, Zgou 
and Li (2019) proposed convolutional neural networks 
for the enhancement of anti-fraud systems in the area of 
e-commerce payments.

Several pieces of research have been conducted in 
the area of insurance. Yan, Li, Liu, and Qi (2020) used an 
adaptive genetic algorithm with a backpropagation neural 
network for simulation and prediction of frauds in the au-
tomobile insurance claim data. An Artificial Bee Colony 
algorithm-based Kernel Ridge Regression was proposed 
for automobile insurance fraud detection by Yan et al. 
(2019). An Artificial Bee Colony was used for global opti-
mization and to optimize the parameter combination of the 
Kernel Ridge Regression. Wang and Xu (2018) proposed a 
deep learning model for automobile insurance fraud detec-
tion based on text mining. They used the Latent Dirichlet 
Allocation-based text analytics to extract text features of 
the descriptions of the accidents in the claims. Deep neural 
networks are used for detecting fraudulent claims. Neural 
networks were used to detect fraud in the automobile in-
surance industry, with the aim of fraud detection when it 
comes to personal injury claims (Viaene, Dedene, & Der-
rig, 2005). Machado and Santos (2015) used five strategies 
for auditing vehicle claims and concluded that neural net-
works perform the best. Šubelj, Furlan, and Baje (2011) 
proposed an expert system for the detection of groups of 
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automobile insurance fraudsters by using an Iterative As-
sessment Algorithm (IAA). Patel and Singh (2013) used 
genetic algorithms to detect fraudulent activities in credit 
card transactions. Fuzzy C-Means clustering and super-
vised classifiers comprise the novel hybrid approach that 
was proposed for detecting fraud in an automobile insur-
ance dataset (Subudhi & Panigrahi, 2017). Nian, Zhang, 
Tayal, Coleman and Li (2016) proposed a spectral ranking 
method for automobile insurance fraud detection, while 
Caldeira, Gassenferth, Machado and Santos (2015) used 
neural networks for the same purpose.
Additionally, neural networks were used to detect fraud 
in the context of bank direct marketing (Zakaryazad & 
Duman, 2016) and card payments and operations (Dor-
ronsoro, Ginel, Sánchez, & Cruz, 1997). Recurrent neural 
networks were used for the detection of stock price manip-
ulation activities by Wang, Xu, Huang, and Yang (2019). 
The authors concluded that the method could be used to 
identify unusual trading activities among huge amounts of 
data.

2.3 Kohonen self-organising maps in 
fraud research

Self-organising maps (SOMs), Kohonen Map or Kohonen 
Neural Networks are feed-forward neural networks based 
on unsupervised learning and a clustering algorithm that 
produces two dimensional and nonlinear mappings of mul-
tidimensional data (Urueña López et al., 2019). 
SOMs are widely used for research in different contexts of 
the financial industry, including banking, insurance and so 
on (Van Hulle, 2012).

Pejić Bach, Juković, Dumičić and Šarlija (2014) iden-
tified three clusters by using self-organising maps for busi-
ness clients’ segmentation in the context of the Croatian 
banking industry, and authors suggested marketing activi-
ties for the identified clusters. Holmbom, Eklund and Back 
(2011) described how self-organising maps could be used 
for customer portfolio analysis. Merkevicius, Garšva, and 
Simutis (2004) explored the usage of self-organising maps 
for forecasting of credit classes.

Only several researchers investigated the usage of 
SOMs in fraud. Urueña López et al. (2019) used self – 
organising maps for finding hidden relationships in data 
about fraud on the Internet, computer users’ behaviour, as 
well as security incidents. Balasupramanian, Ephrem and 
Al-Barwani (2017) proposed an architectural framework 
that uses big data analytics and the self-organising maps to 
handle card fraud effectively. Olszewski (2014) presented 
how self-organising maps can be used for visualisation of 
user profiles and comparison of frauds in credit card trans-
actions, telecommunications, and networks. Almendra and 
Enachescu (2013) present an algorithm that combines the 
self-organising map with the supervised learning para-
digm with labelled data in the context of online auction 

sites. Quah and Sriganesh (2008) described a real-time 
fraud detection approach aimed at a better understanding 
of fraudulent spending patterns based on self-organising 
maps. Zaslavsky and Strizhak (2006) derived the model of 
a typical cardholder’s behaviour and analysed suspicious 
transactions by using self-organising maps. Brockett, Xia, 
and Derrig (1998) classified suspicious automobile bodily 
injury claims by using self-organising maps.

Data mining has been extensively used in fraud de-
tection and prevention, with various areas of applications, 
such as credit card fraud and insurance fraud. Several re-
searchers indicated that neural networks outperform other 
methods for fraud prevention and detection. To our best 
knowledge, no research presents the application of data 
mining in fraud prevention and detection in the leasing 
industry. 

3 Methods 

3.1 Self-organising maps (SOMs)

The goal of using the SOMs is to discover similarities 
among elements in the set of instances and to organise the 
neurons in the computational layer into clusters associated 
with patterns in the set of instances. Therefore, SOMs are 
visual representations of learned structures that appear as 
clusters of similar objects.

The basic SOMs algorithm can be described as follows 
(Bação, Lobo, & Painho, 2005). The neighbourhood func-
tion is a function that decreases with the distance to the 
winning node and is responsible for the interactions among 
nodes. During training, the radius of this function decreas-
es, so each node becomes more isolated from the effects of 
its neighbours. The winning node changes its weight vec-
tor to become more similar to the input vector. All neigh-
bours of the winning node also change their weights to the 
direction of the input vector. Thus, the weight vectors of 
neighbouring nodes become similar because of their con-
vergence with the winning node towards the input data 
vector.

The corresponding error function E(w) with an expec-
tation value converging to a minimum during the training 
process (distortion measure) is:

E = ∫Σi hci |w − x| g(x) dnx,  (1)

where hci is the neighbouring function of node i to the 
corresponding winner c(x), and g(x) the density function 
of the vectors x in the n-dimensional data space. The Ko-
honen net is obtained in a discrete data space by computing 
the optimal weight vectors for minimizing E(w)) using a 
gradient descent (Viscovery, 2019).

In addition, SOMs can be seen as a form of k-means 
clustering in which every unit corresponds to a “cluster”, 
and the number of clusters is defined by the size of the 
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grid (Wehrens & Buydens, 2007). In comparison to the 
k-means clustering, Kohonens’s self-organizing maps 
showed more accuracy in classifying most of the objects 
when the number of clusters is lower than eight (Abbas, 
2008). Bação, Lobo, and Painho (2005) also proposed the 
use of SOMs as a possible substitution for the k-means 
clustering. They concluded that during the search, space 
is better explored by SOM, and by the end of the search 
process, the SOM is the same as k-means, which allows 
for a minimization of the distances between the nodes and 
the winning node. The main reason for the usage of SOMs 
in this research is that the k-means clustering algorithm is 
mainly used for minimizing the sum of squared distances 
between the input and the prototype vectors, but it does not 
perform topological mapping like Kohonen self-organiz-
ing maps do (Van Laerhoven, 2001).

SOMs are used in state-of-the-art software. Viscovery 
SOMine software is specialised software, which enables 
clustering by using two algorithms that are based on the 
classical hierarchical agglomerative cluster method of 
Ward (Viscovery, 2019). The first algorithm is based on 
the Ward method, which uses the variance criterion as a 
distance measure. The second algorithm is the SOM Ward 
algorithm based on the modified Ward method. It is de-
veloped on the ground of the soft computing paradigm. 
In this method, the topological neighbourhood influences 
the cluster merge steps (Viscovery, 2019). The nodes with 
many corresponding data records have a higher impact in 
comparison with the nodes with fewer matching records 
(Viscovery, 2019). 

As a distance measure, a modified Ward distance is 
used. This distance observes the topological locations of 
the clusters. It means that two clusters that are not neigh-
bouring in the SOM are never considered to be merged 
(Viscovery, 2019): 

     (2)

Then, the SOM – Ward distance is normalized with an 
exponential function (Viscovery, 2009):

µ(c) = d(c)*cβ,    (3)

where d(c) indicates the SOM-Ward distance used to 
merge c clusters into c-1 clusters and β is a linear regres-
sion coefficient (3≤c<C).

For this research, the SOM-Ward algorithm supported 
by Viscovery SOMine software was used.

3.2 Sample description and statistical 
analysis

In this research, the analysis was performed using the cli-
ent base of one Croatian leasing company containing data 
on 13,057 small and medium enterprises (SMEs) and sole 
proprietorships as clients with expired leasing contracts. 
The dataset contains numerous attributes. The following 
attributes were used.

• Client sector - a nominal attribute related to demo-
graphic characteristics of clients, and it has eight 
modalities: agriculture, chemical, construction, 
financial, trade, other services, public, and tour-
ism 

• Client New/Old - a nominal attribute related to 
behavioural characteristics of the client, and it is 
represented by two modalities: new and old

• Leasing object - a nominal attribute related to op-
erational characteristics of the lease agreements. 
12 modalities describe it: car, light commercial 
vehicle, truck_tugboat, machine, equipment, trail-
er_semitrailer, motor, agri_forest, forklift, vessel, 
public and other

• Leasing object New/Used - a nominal attribute 
describing operational characteristics of the lease 
agreements. It is represented by two modalities: 
new and used

• Leasing type – an operational attribute with two 
modalities: financial and operative

• Client type – a demographic attribute with two 
modalities: company and sole proprietorship

• Client County – a demographic attribute with 20 
modalities: all the Croatian counties

• Client rating – a behavioural attribute with four 
modalities: R2, R3, R4, and R5 (R2-the lowest 
risk, R5-the highest risk)

• Risk mark – a behavioural attribute with two mo-
dalities: No_estimation, No_risk, and Risk

For the purpose of this research, fraud is defined as 
every act of a client that decreases the possibility to regain 
a leasing object or payment during collection (Pejić Bach, 
Vlahović, & Pivar, 2018). The goal of the research is to 
develop an algorithm that could be used for the purpose of 
fraud prevention and detection. The goal attribute in our 
research is:

• Fraud/Default attribute is represented by two mo-
dalities: (1) - fraud_default, which describes the 
situation when a lease is terminated because fraud 
or default occurred; and (0) - non-fraud or non-de-
fault cases which refer to the contracts that were 
terminated in cases of pre-term repurchase, nor-
mal, pre-term termination and harms.
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A cluster analysis was performed by using the SOM-
Ward algorithm implemented in Viscovery SOMine soft-
ware. The first step in performing a cluster analysis is to 
define the map size, training parameters, and a clustering 
method. The map size is the granularity of the map that 
is determined by a number of nodes. More nodes require 
more time for training. For the cluster analysis in this re-
search, a map with 14000 nodes was trained with a normal 
training schedule. In Viscovery SOMine, the number of 
clusters should be set before running the SOM-Ward algo-
rithm. Therefore, the algorithm was run with varying num-
bers of clusters and the most appropriate clustering result 
was selected using the domain knowledge, by consulting 
the expert in the field (Uribe & Isaza, 2012). The num-
ber of five clusters was determined, and the SOM-Ward 
clustering method was chosen. In the following steps, the 
map was explored in order to identify clusters, which are 
presented in the results section.

Chi-square tests results were used to describe (i) char-
acteristics of clusters according to the characteristics of 
the leasing contracts, and (ii) characteristics of clusters 
according to the occurrence of frauds/defaults within clus-
ters. 

4 Results 

4.1 Cluster identification

The SOM algorithm revealed five clusters in the leasing 
company dataset. Clusters can be described and clearly 
distinguished based on all the attributes used for the anal-
ysis. Figure 1 shows the self-organising map in which 
clusters are labelled according to the modal values of the 
attribute leasing object and the attribute client sector. Since 
the difference between the clusters is the largest in relation 
to the leasing objects and industry, clusters were named 
after them, like the following: Cluster 1 – new cars / trade; 
Cluster 2 – used trucks and truckboat / other services; 
Cluster 3 – new machine / construction; Cluster 4 – new 
motors / trade; and Cluster 5 – new machines and tractors 
/ agriculture. 

Table 1 presents the structure of the total number of 
leasing contracts per cluster. Cluster 1 contains the majori-
ty of the leasing contracts (72.18%), and Cluster 5 contains 
only 1.86% of the total number of leasing contracts. 

Figure 1: SOM-Ward clusters of clients in leasing. Source: Authors’ work based on Viscovery SOMine output
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The quantization error is a measure of how well the 
data vectors from the source data set are matched by a spe-
cific node. It is calculated by the average of the squared 
distance of all data records associated with a node. Aver-
aging over the quantization errors of all nodes yields the 
quantization error of the map (Viscovery, 2019). The value 
of the quantization errors (Table 2) suggests that the map 
is well trained. The errors are distributed evenly over the 
map. 

Table 3 presents the clusters according to the demo-
graphic attributes of clients. Clusters differ significantly 
according to the client sector. For example, in Cluster 1 
majority of clients perform trade activities (41.4%). Fur-
thermore, in Cluster 1 companies perform other services 
(27.9%) and construction activities (17.3%). In Cluster 2 
56.2% of clients and Cluster 3 31.4% of clients perform 
other services. In Cluster 4 46.8% of clients perform trade 
activities, followed by other services (29%). The agricul-
ture sector is dominant in Cluster 5 (75.35%). 

Table 1: Clusters according to the number of leasing contracts

Table 2: Training report

Furthermore, Chi-squares show a significant associa-
tion between the clusters and the attribute client type as 
well as associations with the client county. It can be no-
ticed that in all the five clusters there is a high percent-
age of SMEs, although in Cluster 4 this percentage is the 
highest. Cluster 5 is distinguished from the others by the 
highest percentage of sole proprietorships (73.7%). 

All the clusters have a high percentage of clients do-
ing business in Zagreb County. However, Cluster 1 cli-
ents from Zagreb County are followed by those from Pri-
morje-Gorski Kotar County, and in Cluster 2, 3 and 4 by 
clients from Split–Dalmatia County. Compared with the 
other clusters, Cluster 4 contains the highest percentage 
of clients from Zagreb County. Similarly, Cluster 3 con-
tains the highest percentage of clients from Split-Dalmatia 
County. It can be noticed that Cluster 5 contains a high 
percentage of clients from counties that are traditionally 
related to agricultural activities. The clusters differ accord-
ing to the demographic characteristics of clients. 

Cluster Number of leasing contracts in the 
cluster

% of the total number of leasing 
contracts

C 1 9425 72.18%
C 2 1828 14.00%
C 3 951 7.28%
C 4 611 4.68%
C 5 243 1.86%

Total 13057 100%

Source: Authors’ work based on Viscovery SOMine output 

Data records: 13057 Attributes: 26 Principal plane: 100:90
Nodes: 14096 Rows: 121 Columns: 117
Schedule: Nrmal Training cycles: 115 Tension: 0,5
Final errors were: Normalized distortion: 0,00045 Quantization error: 0

Source: Authors’ work based on Viscovery SOMine output 
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Table 4 compares clusters according to the type of leas-
ing object, whether the leasing object was new or used, and 
the leasing type (financial or operative). As for the leas-
ing object, Cluster 1 is the only one that contains leasing 
contracts related to cars and light commercial vehicles as 

Table 3: Clusters according to client sector, type and county

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Chi-square

(p-value)
Client sector

Agriculture 5.7% 0.5%  3.1% 75.3% 3411.889

(0.000***)Chemical 0.3%     
Construction 17.3% 16.1% 43.3% 15.5% 2.1%
Financial 0.5%     
Other_services 27.9% 56.2% 31.4% 29.0% 5.3%
Public 2.0%   0.2%  
Tourism 4.9% 0.7%  5.4% 0.8%
Trade 41.4% 26.5% 25.4% 46.8% 16.5%

Client type
Company 75.1% 55.5% 64.7% 80.0% 26.3% 5653.550 

(0.000***)Sole proprietorship 24.9% 44.5% 35.3% 20.0% 73.7%
Client County

Bjelovar-Bilogora 1.0% 2.1% 1.1% 0.5% 10.3% 1482.537 
(0.000***)Brod-Posavina 5.1% 3.3% 2.3% 1.0% 2.5%

Dubrovnik-Neretva 1.3% 1.5% 2.1% 1.8%
Istria 6.4% 2.0% 4.9% 8.7% 2.5%
Karlovac 2.2% 3.4% 2.0% 4.7% 1.6%
Koprivnica-Križevci 1.4% 1.4% 0.5% 1.0% 8.6%
Krapina-Zagorje 2.0% 3.6% 2.3% 1.0% 1.6%
Lika-Senj 0.9% 1.0% 2.3% 0.8% 0.4%
Međimurje 0.9% 1.3% 0.4% 0.7%
Osijek-Baranja 3.9% 2.7% 3.9% 1.5% 21.8%
Požega-Slavonia 0.4% 0.6% 0.3% 0.2% 0.8%
Primorje-Gorski Kotar 13.0% 6.5% 7.6% 7.7% 1.2%
Sisak-Moslavina 1.6% 3.1% 1.9% 0.7% 4.9%
Split-Dalmatia 11.1% 15.9% 21.8% 13.7% 2.1%
Šibenik-Knin 1.0% 2.9% 4.3% 2.8% 0.4%
Varaždin 3.1% 3.7% 2.0% 1.1% 0.4%
Virovitica-Podravina 0.4% 0.6% 0.5% 1.0% 9.1%
Vukovar-Srijem 1.6% 2.4% 1.3% 0.5% 9.5%
Zadar 1.7% 2.5% 3.9% 2.9%
Zagreb 41.1% 39.4% 34.5% 47.8% 22.2%

Source: Authors’ work based on Viscovery SOMine output; 
Note: ***statistically significant at 1%

leasing objects. In Cluster 2 those are trucks and tugboats, 
as well as trailers and semitrailers. Leasing contracts re-
lated to machines are assigned to Cluster 3 and Cluster 5 
contains only leasing contracts related to agricultural ma-
chines and tractors. Cluster 4 is diverse when it comes to 



138

Organizacija, Volume 53 Issue 2, May 2020Research Papers

leasing objects, and it included leasing contracts related to 
machines, forklifts, and vessels.

When it comes to the status of the leasing object, 
whether it is new or used, it can be noticed that in Cluster 
2 the majority of leasing objects are used. In the other clus-
ters, those are mostly new leasing objects with the highest 
percentage in Cluster 4. 

Financial leasing is the most common leasing type in 
all the clusters. However, the highest percentage of finan-
cial leasing contracts is related to Cluster 5 and the high-
est percentage of operative leasing contracts is related to 
Cluster 1. 

Table 4: Clusters according to leasing object and leasing type 

Table 5 compares clusters according to a different cli-
ent and contract characteristics. When it comes to the sta-
tus of the client, it can be noticed that in Cluster 5 new 
clients are in the majority, while in others those are old 
clients. Within Cluster 3 the highest percentage of the cli-
ents has the lowest rating R5, followed by R2. In the other 
clusters, rating R3 is most common. Finally, according to 
the attribute client risk, it can be noticed that the leasing 
company did not have data on the estimated client risk. 
The highest percentage of fraud or default cases occurred 

within Cluster 5 (18.55%) and Cluster 3 (17.1%).

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Chi-square 
(p-value)

Leasing object
Agri_forest     100.0% 50454.327

(0.000***)Cars 66.8%     
Equipment 5.6%     
Forklifts    37.5%  
Light_commercial_vehicles 25.8%     
Machines 0.8%  100.0%   
Motors   40.9%  
Public  3.8%    
Trailers_semitrailers  24.9%    
Trucks_tugboats 1.0% 71.2%    
Vessels    21.3%  
Other 0.3%

Leasing object New/Used
New 67% 19.4% 59.4% 84.5% 84% 853.240

(0.000***)Used 33.1% 80.6% 40.6% 15.5% 16%

Leasing type
Financial 64.4% 87.9% 85.8% 86.6% 98.8% 716.436

(0.000***)Operative 35.6% 12.1% 14.2% 13.4% 1.2%

Source: Authors’ work based on Viscovery SOMine output; 
Note: ***statistically significant at 1%
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4.2 Fraud according to client and leasing 
characteristics

In this section, we present the ratio of fraud/default leasing 
contracts within clusters.

Table 6 presents details on fraud/default cases in each 
cluster according to the client sector, the client type, and 
the client county. Chi-squares results show significant as-
sociations between clusters 1, 4 and 5 and the attribute 
client sector. For example, in Cluster 1 31.8% of fraud/
default cases were committed by clients doing business 
in the trade sector, followed by other services (27.40%) 
and construction (26.40%), which was significant at 1%. It 
can be noticed that the clients from the same sectors were 
fraudsters in Cluster 4 as well, which is also significant at 
a 1% level.

The client type was shown to be significant when it 
comes to frauds/defaults for clusters 2, 4 and 5. The high-
est percentage of SMEs committed fraud in Cluster 4. 
Sole proprietorships committed the highest percentage of 
frauds/defaults in Cluster 5.

Additionally, Chi-squares reveal significant associa-
tions between frauds in clusters 1, 2, 3 and 4 and the at-
tribute client county. 

Table 5: Clusters according to client characteristics and fraud/default attributes 

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Chi-square (p-value)
Client new/old

New 48.5% 44.3% 42.5% 38.6% 67.9% 80.270

(0.000***)Old 51.5% 55.7% 57.5% 61.4% 32.1%

Client rating
R2 2.2% 0.7% 0.7% 1.3% 1.2%

198.575

(0.000***)

R3 43.6% 43.2% 33.2% 38.3% 43.6%
R4 29.5% 25.6% 22.8% 33.2% 25.1%
R5 24.7% 30.6% 43.3% 27.2% 30.0%

Client risk
No_estimation 63.6% 86.2% 83.3% 85.3% 97.5% 762.799 

(0.000***)
No_risk 24.9% 5.5% 6.2% 3.8%  
Risk 11.5% 8.3% 10.5% 11.0% 2.5%

Fraud/default
No 89.3% 87.7% 82.9% 90.2% 81.5% 48599.000

(0.000***)Yes 10.7% 12.3% 17.1% 9.8% 18.5%

Source: Authors’ work based on Viscovery SOMine output;
Note: ***statistically significant at 1%

Table 7 presents details on fraud/default cases within 
the clusters according to the operational attributes. Chi-
squares results show significant associations between 
frauds and defaults in clusters 1, 2 and 4, and the attribute 
of the leasing object. In Cluster 1 fraud/default cases are 
mostly related to cars (62.50%), in Cluster 2 to trucks and 
tugboats, and in Cluster 4 to forklifts. The status of the 
leasing object was shown to be significant in Cluster 2 and 
5. 

Frauds/defaults in Cluster 2 are related to used leasing 
objects, and in Cluster 5 to new leasing objects. The leas-
ing type is significant for fraud in Cluster 1 and 2. 

In Cluster 1 frauds/defaults are related to operative 
leasing contracts in 57.60% of cases. For Cluster 2 those 
are financial leasing contracts in 83% cases. 

Table 8 presents details on fraud/default cases in the 
clusters according to the behavioural attributes of clients. 
The attribute client new/old, and the attribute client risk 
are significantly associated with fraud/default cases for 
Cluster 1. New clients mostly committed fraud or default 
in Cluster 1. The client rating R5 is significant for frauds/
defaults in all the clusters.
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Table 6: Fraud and default cases according to the behavioural attributes of clients 

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Client sector

Agriculture 6.7% 1.3%  3.3% 97.8%
Chemical 0.1%     
Construction 26.4% 11.6% 44.4% 30.0%  
Financial 0.6%     
Other services 27.4% 58.6% 30.2% 20.0%  
Public 0.8%     
Tourism 6.2% 0.4%    
Trade 31.8% 28.1% 25.3% 46.7% 2.2%

Chi-square (p-value) 97.087 
(0.000***)

6.771 
(0.148)

0.142 
(0.932)

14.498 
(0.013**)

15.050 
(0.005***)

Client type
Company 74.5% 67.0% 68.5% 91.70% 8.9%
Sole proprietorship 25.5% 33.0% 31.5% 8.3% 91.%

Chi-square (p-value) 0.198 
(0.657)

13.527 
(0.000***)

1.224 
(0.269)

5.636 
(0.018**)

8.667 
(0.003***)

Client County
Bjelovar-Bilogora   34.0% 51.7% 26.7%
Brod-Posavina 4.4%  17.9% 3.3% 33.3%
Dubrovnik-Neretva   6.8% 5.0%  
Istria 7.90%    2.2%
Karlovac     15.6%
Koprivnica-Križevaci     13.3%
Krapina-Zagorje     4.4%
Primorje-Gorski Kotar 9.8% 4.9%    
Split-Dalmatia 7.5% 6.7%    
Zagreb 44.2% 46.9%    

Chi-square (p-value) 94.452 
(0.000***)

52.968 
(0.000***)

52.544 
(0.000***)

72.064 
(0.000***)

18.728 
(0.283)

Source: Authors’ work based on Viscovery SOMine output; 
Note: ***statistically significant at 1%; ** 5%
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Table 7: Fraud and default cases according to operational attributes of leasing contracts

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Leasing object

Agri_forest     18.5%
Cars 62.5%     
Equipment 4.2%     
Forklifts    65.0%  
Light_commercial_vehicles 31.3%     
Machines 0.8%  17.1%   
Motors    15.0%  
Public  0.9%    
Trailers_semitrailers  36.6%    
Trucks_tugboats 1.3% 62.5%    
Vessels    20.0%  

Chi-square (p-value)
21.916 

(0.001***)
22.395 

(0.000***) /
24.635 

(0.000***) /
Leasing object New/Used

New 70.0% 25.0% 60.5% 86.7% 62.0%
Used 30.5% 75.0% 39.5% 13.3% 38.0%

Chi-square (p-value)
3.327 

(0.068)
5.079 

(0.024**)
0.103 

(0.749)
0.249 

(0.618)
19.352 

(0.000***)
Leasing type

Financial 42.4% 83.0% 81.5% 86.7% 100.0%
Operative 57.6% 17.0% 18.5% 13.3%  

Chi-square (p-value)
239.348 

(0.000***)
5.707 

(0.017**)
2.973 

(0.085)
0.000 

(0.983)
0.690 

(0.406)

Source: Authors’ work based on Viscovery SOMine output; 
Note: ***statistically significant at 1%; ** 5%
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4.3 Summary of cluster characteristics 
in relation to fraud

Based on our research, this section provides the charac-
teristics of clusters according to characteristics of leasing 
contracts and fraudulent behaviour occurrence. It also 
presents the occurrence of fraud in relation to the type of 
vehicle.

Cluster 1 - New cars / Trade. Cluster 1 contains the 
largest percentage of clients doing business in the trade 
sector (41.4%). It is also the only cluster in which clients 
are interested in cars as leasing objects (66.8% of clients), 
but it also consists of clients that are interested in light 
commercial vehicles (25.8% of clients). The leasing object 
is new in 67% cases, reflecting the fact that the new cars 
are an object of the majority of the leasing agreements. 
Leasing contracts of this cluster were financial in 64.4% of 
cases. In this cluster, clients are also mostly small or medi-
um companies (75.1%) from Zagreb County (41.1%), and 
they are old company’s clients (48.5%). Their rating is on 
average R3, and their risk is not estimated (63.6%).

More than 10% of leasing contracts in this cluster were 
fraudulent. In 93.20% of cases, fraudsters had low client 
rating R5. Therefore, when it comes to fraudster profiles, 
leasing companies should take care of new clients that do 

business in trade, other services and construction in Za-
greb County. Additionally, a client’s risk in 48.6% of cases 
was not estimated, or they were no risky clients (38.5%). 
Operative leasing contracts were prone to risk, and they 
were related to cars and light commercial vehicles. An ad-
ditional analysis showed that VW, Peugeot, and Citroen 
vehicles are riskier than the other vehicle brands.

Cluster 2 - Used trucks or tugboats / Other services. 
Clients in Cluster 2 perform business in other services or 
trade (82.7%). This is the only cluster in which clients are 
interested in trucks and tugboats (in 71.2% of cases) as 
well as trailers and semitrailers (in 24.9% of cases). Most 
of the leasing objects are used (80.6%), and 87.9% leasing 
contracts are financial. Furthermore, more than half of the 
clients in this cluster are from Zagreb or Split-Dalmatia 
County. When it comes to behavioural attributes of a cli-
ent, 55.7% of them in this cluster are old clients. Their risk 
is not estimated in 86.2% of cases. Client rating in this 
cluster is R3 in 43.2% of cases, but there is also a large 
proportion of clients with low rating R5 (30.6% of cases).

In Cluster 2 12.3% of leasing contracts were fraud-
ulent. An analysis of fraudulent cases for this cluster 
showed small and medium companies were fraudsters in 
67% of fraud cases, and they were mostly from Zagreb 
County (46.9%) with rating R5. Additionally, used vehi-
cles as well as trailers and semitrailers, especially MAN 

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Client new/old

New 60.1% 44.2% 42.6% 43.3% 82.2%
Old 39.9% 55.8% 57.40% 56.7% 17.8%

Chi-square (p-value)

61.095

(0.000***)

0.001

(0.971)

0.000

(0.985)

0.622

(0.430)

5.197

(0.023**)
Client rating

R2 0.2%     
R3 1.7% 4.50% 0.6% 1.7% 2.2%
R4 4.9% 3.10%  1.7%  
R5 93.2% 92.40% 99.4% 96.70% 97.8%

Chi-square (p-value)
2861.991 

(0.000***)
459.771 

(0.000***)
250.596 

(0.000***)
162.408 

(0.000***)
120.594 

(0.000***)
Client risk

No_estimation 48.6% 83.9% 78.4% 83.3% 100.0%
No_risk 38.5% 5.4% 9.3% 3.3%  
Risk 12.8% 10.7% 12.3% 13.3%  

Chi-square (p-value)
127.931 

(0.000***)
1.928 

(0.381)
4.093 

(0.129)
0.402 

(0.818)
1.398 

(0.237)

Table 8: Fraud and default cases according to behavioural attributes of clients

Source: Authors’ work based on Viscovery SOMine output; 
Note: ***statistically significant at 1%; ** 5%
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trucks, were the object of most of the fraud cases. Finan-
cial leasing contracts are especially risky in this cluster.

Cluster 3 - New machinery / Construction. Cluster 3 
is the one with the largest percentage of clients doing busi-
ness in the construction sector (43.3%), followed by other 
services and trade. Most of the clients are small or medi-
um companies (64.7) in Zagreb or Split-Dalmatia County. 
Machines are the only type of leasing objects in this clus-
ter, and they are new in 59.4% of the cases. The leasing 
contracts are financial. In this cluster, clients are known to 
the company from previous agreements (57.5%). This is 
the cluster with the highest percentage of R5 rated clients 
(43.3%), but their risk is not estimated (83.3%).

This cluster has a high percentage of fraud/default cas-
es (17.1%). Clients from the construction sector committed 
44.4% of fraud cases. Fraudsters are from Bjelovar-Bilogo-
ra County in 34% of cases, and their rating is R5.

Cluster 4 - New motors / Trade. Cluster 4 has the 
highest percentage of clients doing business in the trade 
sector (46.8%) followed by other services (29%). In 80% 
of cases, those are small or medium companies, and in 
more than 60% they are from Zagreb or Split – Dalmatia 
County. These companies are interested in motors (40.9%) 
and forklifts (37.5%) as leasing objects, especially new 
ones. Financial leasing contracts are the main type of leas-
ing in this cluster. When it comes to behavioural attributes 
of clients, in this cluster, clients are mostly old clients, with 
the average rating R3 or R4.

This cluster has the lowest fraud rate of all the clusters 
(9.8%). Fraudulent cases are related to small and medium 
companies from Bjelovar-Bilogora County with an R5 rat-
ing. They also do business in the trade or the construction 
sector. in 65% of cases, the leasing object in fraudulent 
leasing contracts is a forklift.

Cluster 5 - New machinery and tractors / Agricul-
ture. Clients in Cluster 5 do business in the agricultural 
or the trade sector. Sole proprietorships are the main type 
of clients. This is the only cluster in which agricultural 
machinery and tractors are objects of leasing contracts. 
Additionally, leasing objects are new in most cases. The 
primary type of leasing is financial. This can be explained 
by the fact that agricultural sole proprietorships, in reali-

ty, want to keep machinery and tractors for a longer term, 
after the termination of a lease. This cluster contains the 
largest percentage of new clients without a risk estimation. 

Furthermore, this cluster contains the largest percent-
age of fraud cases (18.5%). Frauds are likely to be commit-
ted by new, low rated agricultural proprietorships interest-
ed in new agricultural machinery and tractors.

5 Practical recommendations

In order to check the validity of our approach, we asked 
experts from leasing companies to evaluate whether the 
observed results are useful to them and whether they are in 
line with their observations in practice. In our research, we 
followed the approach of Osei-Bryson (2010), who used 
expert evaluation of clustering results in one data mining 
application. We asked four experts, from four different 
Croatian companies, to provide their opinion in relation to 
the cluster characteristics. They confirmed that the given 
results are applicable in their day-to-day business opera-
tions, as well as tactical and strategical planning.

Finally, with the support of experts, we have developed 
Table 8, which presents the summary of the characteristics 
of fraudulent contracts within each cluster, which can be 
useful to leasing companies in their development of fraud 
prevention and detection programmes. The table presents 
the characteristics of leasing contracts within clusters, 
which have been proved as statistically significant and 
thus useful for the identification of fraudulent clients. For 
example, fraud occurs most often in Cluster 1 with the 
construction industry, other sectors, and trade, which is 
significant at 1%.

There are several practical recommendations that could 
be derived from Table 9. For example, companies should 
take special care of the clients coming from the construc-
tion industry, other services and trade, which operate in 
Zagreb County, with new cars and light commercial vehi-
cles as leasing objects, especially if the operative leasing 
is used. Similar recommendations could be derived from 
other clusters. 
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Table 9: Fraud or default profiles within clusters

Cluster Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Client sector ○ (1%, construc-
tion, other, trade) / ○ (5%, construc-

tion, other, trade)
○ (5%, trade, con-
struction, other) ○ (1%, agriculture)

Client type / ○ (1%, SME) / ○ (5%,  SME) ○ (1%, sole proprie-
torship)

Client County ○ (1%, Zagreb) ○ (1%, Zagreb)
○ (1%, Bjelo-
var-Bilogora, 

Brod-Posavina)
○ (1%, Bjelovar-

-Bilogora) /

Leasing object
○ (1%, cars and 
light commercial 

vehicles)

○ (1%, tra-
iler_semitrailer; 
truck_tugboat)

/ ○ (1%, forklift) /

Leasing object 
(New/Used) / ○ (5%, used) / / ○ (1%, new)

Leasing type ○ (1%, operative) ○ (5%, financial) / / /
(Client new/old) ○ (1%, new) / / / ○ (5%, new)
Client rating ○ (1%, R5) ○ (1%, R5) ○ (1%, R5) ○ (1%, R5) ○ (1%, R5)

Client risk (1%, no_estima-
tion; no_risk) / / / /

Source: Authors ‘calculations and Viscovery SOMine output; 
Note: ○ Statistically significant at 1% and 5%; / - no significance

6 Conclusions

The objective of this work is to shed some light on 
the area of fraud in the leasing industry, with support of 
the data mining approach utilizing cluster analysis with 
self-organising maps. Research goals were: (i) to investi-
gate whether SOMs is an appropriate method for identify-
ing and describing clusters of clients in the context of the 
leasing industry; (ii) to detect specific attributes that could 
explain the fraud in the leasing industry.

We applied the SOM algorithm with the usage of 
Viscovery SOM software on a database of one Croatian 
leasing company, which resulted in the identification of 
five clusters of leasing contracts according to their char-
acteristics, such as the client sector, the leasing object, 
and the leasing type. The application of the SOM algo-
rithm resulted in the extraction of five clusters, with the 
significant differences in relation to the leasing contract 
characteristics. We have asked several experts from other 
leasing companies to evaluate the usefulness of our results. 
They have confirmed that the results are in line with their 
observations, as well as the practices of their companies. 
Therefore, the usage of the SOM-Ward algorithm with the 
support of Viscovery SOMine software proved to be useful 
for the cluster analysis of the clients of the leasing compa-
ny, which indicates a positive answer to our first research 
question.

In order to detect specific attributes that could explain 
the fraud in the leasing industry, the clusters were inter-

preted according to all clustering and other attributes used 
for the analysis. We used Chi-Square tests in order to de-
tect a significant association between attributes’ modalities 
and the occurrence of fraud and default cases within each 
of the clusters. Based on our results, we identified fraud-
ster profiles based on the attributes that explain committed 
frauds or defaults. 

Our work indicates the potential practical implications. 
Although our work is based on a client database from one 
Croatian leasing company, the expert evaluation of the 
clustering results indicates that other leasing companies 
could also benefit from the developed fraudster profiles. 
In addition, other leasing companies could develop their 
own analyses, based on the same methodology and imple-
ment fraud alert mechanisms in their client databases. This 
means that they also can increase their efficiency and ef-
fectiveness by creating customised business strategies for 
different clusters of clients. The findings of this paper can 
be used for further adaptation of the methodology in fraud 
profiling in contexts of different industries. 

However, several limitations should be taken into ac-
count when it comes to this research. First, we focused 
only on small and medium companies and sole proprie-
torships in one industry. Second, data are provided only 
by one leasing company. Therefore, future research should 
include data provided by more companies in order to en-
hance the robustness of the results. Additionally, the meth-
odology should be tested in the context of other industries, 
such as insurance. Testing the proposed method on other 
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case studies and industries could enhance the robustness 
of the results.
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Preprečevanje goljufij pri lizingu z uporabo Kohonen-ovih samoorganizirajočih zemljevidov

Ozadje in namen: Tehnike rudarjenja podatkov se intenzivno uporabljajo v različnih panogah za preprečevanje 
in odkrivanje goljufij. Raziskav, ki se osredotočajo na lizing industrijo, je malo, čeprav se goljufije na tem področju 
pojavljajo precej pogosto. V študiji najprej identificiramo grozde poslovnih strank v izbrani lizinški družbi po metodi 
samoorganizirajočih zemljevidov, ki temeljijo na atributih lizing pogodb. Nato primerjamo grozde na podlagi prisotno-
sti goljufivih strank, da bi razvili profile prevarantov.
Zasnova / metodologija / pristop: Za odkrivanje značilnosti goljufivih strank smo uporabili bazo strank, ki vsebu-
je atribute lizinških pogodb ene od hrvaških lizinških družb. Za razvoj profilov goljufivih odjemalcev smo uporabili 
postopek združevanja s Kohonen samoorganizirajočimi zemljevidi, ki jih podpira programska oprema Viscovery 
SOMine.
Rezultati: Identificirali smo pet skupin in jih označili v skladu z modalnimi vrednostmi atributov, ki opisujejo predmet 
lizinga in panogo, v kateri stranka posluje: (i) novi avtomobili / trgovina; (ii) rabljeni tovornjaki ali vlačilci / druge sto-
ritve; (iii) novi stroji / gradbeništvo; (iv) novi motorji / trgovina; in (v) novi stroje in traktorji / Kmetijstvo.
Zaključek: Samoorganizirajoči zemljevidi so se izkazali kot uporabna  metodologijo za razvoj profilov goljufivih 
strank v lizinških družbah. Podjetja lahko naše rezultate za ciljno spremljanje strank iz opredeljenih panog, ki kupu-
jejo specifične lizing predmete. Poleg tega lahko podjetja uporabijo našo metodologijo v lastnih bazah podatkov, da 
razvijejo profile prevarantov za njihove posebne namene in v svoje baze podatkov strank vgradijo mehanizme za 
opozarjanje na goljufije.

Ključne besede: prevara, zakup, Kohonenovi samoorganizirajoči zemljevidi, Viscovery SOMine, Ward algoritem, 
Hrvaška, rudarjenje podatkov


