
Informatica 20 (1996) 173-183 173 

Neuro-Quantum Parallelism in Brain-Mind and Computers 

Mitja Peruš 
National Institute of Chemistry, Lab. for Molecular Modeling and NMR 
Hajdrihova 19 (POB 3430) 
SLO-1001 Ljubljana, Slovenia 
Phone: ++386-61-1760-275 or ++386-61-1760-314 
Fax: ++386-61-1259-244 or ++386-61-1257-069 
E-mail: mitja.perus@uni-lj . s i 

Keywords: neural network, attractor, quantum, consciousness, mind, coherence, wave-function col-
lapse, pattern-correlation, Green function 

Edited by: Jih Sledita 

Received: January 5, 1996 Revised: May 16, 1996 Accepted: May 22, 1996 

Specific characteristics of mind and computers (synergetic and neurocomputers, 
especially) are reviewed. The characteristics are presented which future computers 
would have to possess in order to be treated as mind-like. It is argued that for human 
consciousness a coherence of neural, quantum and virtual (attractor) levels are neces-
sary. Mathematical analogies of the neural-network-theory and quantum mechanics 
are discussed. These analogies may be a mathematical framework for a research of 
multi-level cognitive isomorphisms involving complex systems of neurons/synapses, 
subcellular structures, quantum "elements" (spins etc), and attractors, because the 
principles of their collective dynamics are level-invariant. 

1 Mind—Computer: 
A Comparison 

Mind is a sort of computer: it is an informa-
tion processing system. However, it is also much 
more than that. It is easy to cite many speci­
fic characteristics of mind discussed in philosophy 
and psychology, but neglected by artificial intelli-
gence: e.g., 

— phenomenal qualia: experiences of vision, au-
dition, olfaction, etc. [6]; 

- consciousness including self-awareness [31]; 

- subjectivity and self-concepts (the "I"); 

— associative contextuality par excellence [27, 
30]; 

- meaning; evaluation; judgments [6]; 

— high flexibility and fuzziness [34]; 

— evolution of virtual structures and correspon-
ding biological "media" [1, 21, 7], including 
thermodvnamical constraints [37]. 

Here we will also be interested in any possibility of 
creating computers with mind-like qualities using 
artificial neuronal and quantum devices. 

In addition to 

- high computational power already reached by 
computer technology, 

- logic-based computer-reasoning using seman-
tic networks and specific rules, 

— parallel, but stili mechanistic, architecture of 
neurocomputers [29], 

— simple categorization and pattern-recogni-
tion abilities, etc. [15], 

- of contemporary computers, the mind-like 
computers of future will need: 
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- complex-system-architecture with self-
organization and adaptation abilities 

[15]; 

- very much higher degree of indirect in-
teraction with the environment; 

- very high complexity overriding some 
critical values of parameters controlling 
the phase transitions of the system's 
structure [16]; 

- well-differentiated and large hierarchical 
organization with strong intra-layer co-
uplings and symmetric inter-layer struc-
tures; 

- specific responses to environmental sti­
muli with formation of reversible iso-
morphic states; 

- formation of attractors-gestalts of high 
order [17]. 

The first step in this direction are: 

— neurocomputers based on neural network mo-
dels [12, 22], especially attractor neural ne-
tworks [1]; 

— Haken's synergetic computers based on mo-
dels of complex physical systems [15]; 

— artificial life simulations; etc. 

Neural and synergetic computers already provide 
a good basis for: 

— perceptual categorization and feature extrac-
tion; 

— pattern-recognition as specific pattern-for-
mation or selective pattern-reconstruction 
(invariant under translations, rotations, sca-
ling, deformations, etc.); 

— content-addressable memorizing, including 
specific and selective memory-recall (or for-
getting); 

— complex interaction-patterns providing the 
strong context-dependence; 

— multiple-knowledge concept: integrating va-
rious views; 

— refiective and recursive processing, also con-
stituting fractal properties (scale invariance). 

Associative neural networks of the Hopfield 
type provide [20] are the simplest model of a 
symmetrical complex system. This simplest mo­
del includes the system of basic elements (formal 
neurons), and the system of connections (formal 
synapses) which represent strengths of interacti-
ons between two connected neurons, or the cor-
relation between them. Symmetrical means that 
the same signal-summation-process is going on in 
every neuron, and that every synapse changes its 
strength according to the same Hebbian "learning 
rule" (i.e., proportionally to the correlations of ne-
uronal activities) [14]. 

In such a network parallel-distributed neuronal 
patterns which act as attractors are formed [1]. 
Attractors represent categories or gestalts which 
are isomorphic to some environmental objects. 
Gestalts are some qualitative unities arising from 
collective system-dynamics which cannot be redu-
ced to the sum of activities of the constituting ba­
sic elements alone. Patterns-qua-attractors thus 
represent some mind-like representations. They 
are not only some collective neuronal states, but 
also encode specific information. VVhenever a gi-
ven object occurs in the environment, reconstruc-
tion of a specific neuronal pattern-qua-attractor is 
triggered. Actually, a superposition of the sensory 
stimulus-pattern and the most similar memory-
patterns (coded in the matrix of synapses) is for­
med in the svstem of neurons. The system of 
neurons is a carrier of that information which is 
currently being processed (i.e., which is the most 
important in that specific context or those circurn-
stances, which is mostly correlated to the state of 
environment). So, the pattern of neuronal activi­
ties represents the object of consciousness. The 
neurons, and whole patterns, are constantly inte-
racting, and their activities reflect each other; but 
in spite of feedback-based interaction-paths, this 
recursive dynamics is, it seems, not enough for the 
"real" consciousness as a unified self-referential 
system-process par excellence. 

2 Consciousness: Need for the 
Quantum 

It seems that also a very large and complex ne­
ural network would not be sufficient for con­
sciousness. There are indications that consci­
ousness is connected with quantum phenomena 
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[24, 28, 36, 39, 40]. The main reasons for this 
hypothesis are the following: 

— Quantum systems are the microscopical basis 
of ali physical processes and of biological or 
psychophysical processes also: ali the clas-
sical world arises from the overall quantum 
background. 

— Quantum systems transcend even the divi-
sion of particles and waves, or interactions, 
or fields [9, 23]. Quantum systems, especi-
ally sub-quantum systems, are holistic in na-
ture [5] - they cannot be satisfactorily ana-
lyzed into interacting fundamental elements, 
but act synthetically as indivisible parallel-
distributed processes. As such, they are good 
candidates for correlates of the unity of con­
sciousness. 

— Neural netvrorks with their rigid neurons and 
synapses, in spite of their very subtle virtual 
processes (often not enough understood) [33], 
seem to be too mechanistic, too discrete and 
too deterministic for consciousness and phe-
nomenal qualia, i.e., qualitative perceptual 
experiences. 

On the other hand, ali thought-processes, inclu-
ding consciousness, seem to arise from complex-
system-dynamics. Objects of consciousness and 
stream of conscious thought seem to be repre-
sented in some physical or at least informational 
(virtual) "medium". That "medium" has to be 
a complex-system which only is enough flexible, 
fuzzy, adaptive, and has good self-organizing and 
recursive abilities. Because the mathematical for-
malism of the neural nettvork theory is confined 
to the collective system-dynamics, it remains to 
a large eztend valid also for complex systems of 
other basic elements [32]. So, our formal neurons 
and formal synaptic connections are not necessary 
biological neurons and synapses (or, in models, 
artificial neurons—processors). There are various 
candidates in biological systems which may be 
modeled in a neural-network-like way and have, 
hypothetically, a relevant role in micro-cognition 
processes: 

—. dendritic trees where a dendrite (which is a 
part of a neuron) has a similar summation-
task to that of a neuron (K. Pribram [17], B. 
MacLennan [25]); 

Informatica 20 (1996) 173-183 175 

— subcellular structures: cytoskeleton, especi-
ally microtubules (they are, for example, lo-
cated in neuron's axons), which may have a 
role of an interface between the neural and 
the quantum level (S. R. Hameroff [18], R. 
Penrose [28]); 

- presynaptic vesicular grid—a paracrystalline 
hexagonal lattice in the pyramidal cells (J. 
C. Eccles); 

- webs of quantum particles (e.g., electrons) 
with their spins (A. Stern [41]); 

— a "continuum" of sub-quantum "beables" (J. 
S. Bell, B. J. Hiley) or "hidden variables" (D. 
Bohm); etc. [4, 19] 

There are several compact alternative theories 
which have been proposed as models of various 
cognitive levels using mathematical language: 

- holographic and holonomic brain theory (K. 
Pribram) [17]; 

— quantum neuro-holography (W. Schempp 
[35]); 

- synergetic computers by H. Haken extended 
to quantum domain; 

— generalized-laser-theory of the brain as a 
"hot" (sub)cellular automaton (J. Sledita) 
[37, 38]; 

— Bohm-Hiley ontological interpretation of 
quantum mechanics including the notions of 
implicate order and sub-quantum holomove-
ment ("vacuum-processes" in old termino-
logy) [9]; 

- Everetfs "many-worlds" interpretation of 
quantum mechanics [11] and the quantum 
computer by D. Deutsch [10]. 

3 Coherence of Neural, 
Quantum and Virtual 
Processes 

The unintentional consciousness ("conscious-
ness-in-itself", "pure" consciousness), especially 
transcendental (mystical) consciousness, may be 
associated with the quantum field, or better, with 
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the "overall sub-quantum sea" [13] - the holo-
movement by Bohm/Hiley. On the other hand, 
intentional consciousness (consciousness about 
some object of consciousness) cannot be associa-
ted merely with a specific quantum-informational 
state. If a specific mental representation is pro-
cessed under control of consciousness, this specific 
representation, which is associated with a pattern 
of neural activity, is coupled or correlated with a 
specific quantum eigenstate which was explicated 
by the "wave-function collapse". 

The "wave-function collapse" is a transition of 
the quantum state from a state described by a li-
near combination of many quantum eigenstates to 
a "pure" state which is one eigenstate (one eigen-
wave-function) only. Simply to say, a superposi-
tion of many "quantum patterns" is transformed 
into a single "quantum pattern" only. 

Collapse of the wave-function means a selective 
projection from subconscious memory to the con­
scious representation which was explicated from 
the memory. There are two possible versions of 
memory and memory-recall: the quantum one 
(just mentioned), or the classical neural one. 
Using another point of view, subconsciousness-
consciousness transitions may also be related to 
laser-like phase transitions from individualized to 
collective dynamics [37, 38] when a certain thre-
shold is exceeded. Memory may be a parallel-
distributed pattern of the system of synaptic con-
nections, but it may also be more subtle ("pa­
rallel worlds" of the many-world interpretation of 
quantum theory by Everett [11], implicate order 
of Bohm/Hiley, etc). 

Mind is necessarilv a multi-level phenomenon, 
because we cannot totally divide intentional con­
sciousness from the object of consciousness which 
may be an internal virtual image or a real external 
object. If unintentional consciousness is of quan-
tum nature, virtual representations are associated 
with neuronal patterns, and external objects are 
of classical nature, then intentional consciousness 
is necessarilv a combined QUANTUM-NEURAL CO-
HERENCE which is furthermore correlated with a 
classical state in the (external) environment. 

There is stili a question of relationship between 
quantum-informational states and virtual repre­
sentations. Virtual representations are usually 
based on neuronal patterns which act as attrac-
tors. However, attractor is a contextual gestalt-

structure which cannot be reduced to the neuro­
nal pattern (which represents attractor's kernel) 
alone. So, virtual structures are attractors which 
thus over-build their constitutive material basis. 
They represent complex webs of relations and ra-
tios; a neuronal pattern is an attractor only if it 
is more stable and more dominant in the system-
dynamics than the neighboring neuronal configu-
rations in the configuration-space [34]. 

Quantum mechanics governed by the Schro-
dinger equation does not exhibit attractors, but 
they are formed in the čase of the "wave-function 
collapse". In that čase, because of the interac-
tion of a classical macroscopical system (either 
measurement apparatus, or environment, or our 
sensory apparatus) with the quantum system, the 
wave-function "collapses" and a specific quantum 
eigenstate (a "quantum pattern") occurs as an at­
tractor. So, there are quantum virtual structures 
also, and they cannot be reduced to a quantum 
eigenstate alone, because they occur only as a re­
sult of interaction with a classical system. Thus 
quantum virtual structures are (re)constructed as 
a result of so-called quantum measurement where 
the "measurement apparatus" may be our sen-
sory and associative neural system directly, or a 
machine which is then observed by that neural sy-
stem - that's an indirect way. In both alternatives 
the "wave-function collapse" occurs as a result of 
a specific interaction with a classical system. The 
probability of the "collapse" is very much higher if 
the interaction is knowledge-b&sed (as in the čase 
of a radio: if we knoui the right frequency, we are 
able to receive the associated information). 

So, again, virtual structures cannot be reduced 
to the corresponding state of a neural or quan-
tum "medium", although they are closely rela­
ted to it! Virtual states are always non-local, or 
parallel-distributed, respectively. They cannot be 
measured, or can be measured only indirectly— 
over states of their corresponding neural or quan-
tum "ground". For the sake of modeling and ana-
lysis we indeed have to distinguish neural, quan-
tum and virtual levels, and environmental influ-
ence also. In an "organic synthesis" they are, of 
course, involved in an united process, including 
environment. That united process is called (in­
tentional) consciousness. 

Our hypothesis is that intentional conscio­
usness (we are conscious of some object of 
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consciousness) emerges from collective svstem-
dvnamics which is triggered from environment 
(see also [37, 38]). It is a result of evolu-
tion that neurobiological svstems are capable of 
such a specific self-referential response to sti­
muli from external and internal environment. 
On the other hand, having in mind mvstical 
and meditational experiences [34] we can ar-
gue that a deeper processual background of 
these specific information-processes is unintentio-
nal (pre)consciousness which is as fundamental as 
various material processes [4]. Slechta's work [36] 
is pioneering in proposing detailed "mechanisms" 
for quantum micro-cognitive processing in a ma-
thematicallv well-formalized way. As a comple-
ment to Slechta's original approach, this author is 
proposing a more svstem-theoretical view of these 
"mechanisms". 

4 Mathematical Formalism of 
the Quantum Theory is 
Analogical to That 
Describing Associative 
Neural Networks 

We have presented some reasons to investigate 
parallels between quantum processes and neural-
network-processes. Several mathematical analo-
gies will now be discussed. 

4.1 Neuronal-State-Vector <—>• 
Quantum Wave-Function 

In neural network theory the state of the system 
of neurons is described by q(r, t) which denotes 
the activity of an individual neuron (located at 
f) at tirne t. Neuronal patterns v are special ne­
uronal configurations q which represent some in-
formation. In quantum theory the state of the 
quantum system at location f and time t is de­
scribed by the wave-function ty(r, t) [23]. 

4.2 Neuronal State Is a Superposi t ion 
of Neuronal Pat terns <—> 
Quantum Wave-Funct ion Is a 
Superposit ion of Quantum 
Eigen-Wave-Functions 

A neuronal configuration <f may be described as a 
linear combination of neuronal patterns Vf. (k — 
1, . . . ,p where p is the number of patterns repre-
sented simultaneously in the combination). Si-
milarly, a wave-function \I/ can be described as a 
linear combination of eigen-states ipk ("quantum 
patterns"): 

p 

q(r,t) = £ Ck(t)vk(r) (1) 
fc=l 

tt(F,i) = Yl Ck{t)^k{r). (2) 
fc=i 

4.3 Ortogonality and Normal i ty 

Both sets of vectors, vk and ipk, have the proper-
t ies of ORTHOGONALITY a n d NORMALITY. 

4.4 Coefficients of the Series: 
Synergetic Order Parameters <—• 
Quantum Probabi l i ty Coefficients 

Cfc are the quantum probability coefficients and 
Ck are the neural order parameters. In the li­
near combination each pattern is represented by 
a corresponding coefficient. The coefficients de-
scribe how much a specific pattern is represented 
in the actual state of the system, or how probable 
it is that the corresponding pattern will be recal-
led (reconstructed, explicated from the superposi­
tion of many patterns). Thus, the time-dependent 
coefficients encode quantitatively the meaning of 
their patterns. They describe how strong a role a 
given pattern has in contextual system-dynamics. 
Mathematically, coefficients describe projections 
(in terms of scalar products, in Hilbert space, for 
example): 

Cfc(i) = (vk,q) = I vk(r)*q(r,t)drdt, (3) 

Ck(t) = (iPk, *> = j / Mr)*^(r, t)drdt. (4) 
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Asterisk denotes the operation of complex conju-
gation. If variables Vk or ipk are real, we may 
delete the asterisk. 

4.5 Spat io- temporal Integration of 
Neuronal Signals <—• Feynman's 
Version of the Schrodinger 
Equat ion 

The dynamical equation for one neuron is essenti-
ally a spatio-temporal integration of signals from 
ali other neurons which are connected to that ne­
uron. So, the state of a neuron at position r2 and 
tirne t2 is given by J-weighted summation of ali 
signals and the whole history of signals1: 

q(f2,t2)= / / J(ri,ti,f2,t2)q{fi,ti)df1dti 

(5) 

where J(ri,ti,f2,t2) is the strength of an indivi-
dual synaptic connection. J 's may be the tran-
smissions of real synaptic connections between 
two neurons (spatially separated, but realized at 
the same tirne) or correlations between states of 
different neurons at different times, represented 
at least virtually. 

In non-relativistic quantum mechanics the 
dynamical equation is the Schrodinger equation 
which is here vvritten, analogously to the neural 
equation (5), in Feynman's form [19]: 

*(?2,t2)=yy"G(f1,ii,f2^2)*(fi,ii)df1^i 

(6) 

where G(fi,ti,f2,t2) constitutes the Green 
function or propagator of a quantum system [2]. 
The propagator G is a matrix which describes a 
parallel-distributed transformation of the whole 
system from an initial state to the final state. 
The system transforms itself into a new state 
by exhibiting numerous internal interactions 
betvveen its constitutive "quantum points" (some 
mathematical "basic elements" of the system). 
Informationally, such a transformation ((5) or 
(6)) is association. 

xtz is always greater than fi—because of the "arrow of 
tirne". 

4.6 Encodings of Pattern-Correla-
tions: Synaptic Transmissions <—• 
Green Functions 

The kernels of dynamical equations (5) and (6) 
are given as a correlation function. The transmis-
sion of an individual synapse is determined by 
the Hebb learning rule as a correlation between 
its two neurons participating in various patterns 
Vk-

p 

J{ri,ti,f2,t2) = YlVk^'tl">Vk^'t^ 
k=i 

p 
or J(fi ,f2) = ^2vk(fi)vk(f2). (7) 

fe=i 

Similarly, the Green function [2] is given as a sum 
of auto-correlations of individual "quantum pat­
terns" ipk'-

p 

G(fi,ti,f2>t2) = i^2i>k{ri,ti)ipk(r2,t2) 
k=i 

p 
or G(rx,r2) = 1 5 1 Vfc(fi) ^fc(f2). (8) 

fc=l 

4.7 Relat ivist ic Analogy 

Analogy of Subsection 4.6 can be extended to re­
lativistic domain as well. In the relativistic čase 
the role of G is realized by the 5 — matriz [2]. Its 
elements are: 

P 2 

S(n,ti,r2,t2) = -i^2^2^{{ri,t{)il}3
k{r2,t2) 

fc=ij=i 

if ti > h; 

P 4 

S{fi,ti,f2,t2) = » J ^ ^ V i C n , * ! ) ^ ^ , ^ ) 
fe=lj=3 

if t2<tx. (9) 

There is, of course, an essential difference between 
equations (7) and (8): the later one includes the 
imaginary unit i. That prevents us from claiming 
that a quantum system is a very complex sort of 
"neural network". Here we shall not enter into 
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discussion of the role, backgrounds and origins of 
the imaginary nature of quantum equations. We 
shall also not discuss any possible proposals for a 
replacement of complex-valued quantum equati-
ons with a system of real-valued equations which 
would support the search for further analogies 
with the neural-network-theory. In spite of this 
we are able to argue that there are very intere-
sting functional and mathematical analogies be-
tween quantum and neural levels, although they 
are not perfect. 

In neural networks the correlations betiveen 
patterns are important for memory. In quantum 
mechanics the phase differences betmeen different 
parts of the wave-function are important [3]. 
They control the time-evolution of probabi-
lity distribution involving interference of the 
contributions of different stationary eigen-wave-
functions. Thus, changing the phase relations 
betineen eigen-wave-functions is analogous to 
the learning-piocess in neural networks where 
synaptic correlation-matrix "absorbs" new 
pattern-correlations. This is also similar to 
holography [35]. 

4.8 Neuronal -Pattern-Reconstruct ion 
<—> "Wave-Function Collapse" 

The most important neuro-quantum analogy is 
the following. Pattern-reconstruction in a neural 
netvrork 

p 

l(r,t) = ^2 ck(t)vk(f) => 
fc=i 

q(f,t0)=vko(r) (10) 

is very similar to the "collapse of the wave-
function" in a quantum system 

*(r,*) = ^ C f c ( t ) ^ ( f ) = > 
fc=i 

V(r,t0) = ipko(r). .(11) 

For reasons presented in section 3 this is a very 
important feature of cognitive processes. Proces­
ses (10) and (11) are both a result of the influence 
from the system's environment. The environment 
selects those neural/quantum pattern which is the 
most similar (or is correlated) to the state of en­
vironment. 

Neural-pattern-reconstruction and wave-func-
tion collapse are results of a transition from 
the implicate order 2 (with latent, implicit, 
inactive, potential information only) to the expli-
cate order (carrying manifest, active, realized 
information) [5]. The implicate order represents 
a combination of very many possible states or 
processes. It is analogous to a set of so-called 
"parallel worlds" or parallel sub-branches of the 
general wave-function proposed by Everett [11]. 
Explicate order, on the other hand, represents a 
state or process which is at a moment physically 
actualized—it is "chosen" from a set of potential 
(implicate) states, or is a result of their optimal 
"compromise". 

4.9 Fourier-like Analys is 

A short calculation, presenting correspondence 
rules between above equations, can be performed 
first for the neural čase (12), and then for the 
quantum čase (13): 

q{r2,t2) = / / J(n,ti,f2,t2) q{fi,ti) dridti 

= / / I ^2vk(n,ti) vk(f2,t2)\ q{n,ti) dfidti 

vk(fi,ti) q(fi,ti) dfidti 

p 

= > q(r,t) = ^2 ck(t) vk(f,t) or 

p 

q(r,t) = Yl ck(t)vk(n- (12) 
fc=i 

In the last step we have used definition (3) for 
time-dependent patterns (Eq. 12, last row, left). 
For stationary čase we delete the time integral and 
get Eq. 12, last row, right. On the other hand, 

2Bohm's term. 
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-idti 

idti 

*( r 2 ,< 2 ) = j J G{futur2,t2) * ( n , t i ) dr 

= Jf[^2Mn,ti) V*(r2 ,<2)W(r i , t i ) dr 

= J2tpk(r2,t2) ( [i ^ * ( f i , t i ) * ( f i , t i ) dfidt 
fc=i ^ 

p 
= • tt(f,i) = £ Ck(t)Mr,t) or 

fc=i 

tt(f,i) = X ] Ck(t)Mr)- (13) 
fc=i 

4 . 1 0 D y n a m i c s o f t h e S t a t e F u n c t i o n s 

The following version of dynamic equations can 
be derived from the above neuro-synergetic equa-
tions (here somewhat generalized): 

q(f2,t2) = 

= / / [^^kVk(ri,ti)vh(f2,t2)\q(futi)dfidt 

= Y^hvk{r2,t2) ( / / vk(fi,ti)q(fi,ti)dfidti 
fc=l ^ 

p 
=> q(r,t) = ^ Xkckvk(f,t) or 

fc=l 

k=i 
(14) 

We have inserted a generalized version of the 
Hebb rule (7) into the time-dependent equation 
(5). Afc is the so-called attention parameter of the 
pat tern vk > and is an eigenvalue of the matrix J 
with eigenvectors vk. In the second step we have 
used the definition (3) for time-dependent pat-
terns. For stationary čase we could delete the 
time integral. 

On the other hand, we can make the follo-
wing quantum calculation starting from the time-
dependent Schrodinger equation with the Hamil-
tonian operator H: 

M * ( f , t ) = H * ( f , 0 

= H fc Ck Mn) 

k 

= ^CkEk Mr)- (15) 
k 

In the last step we have used the stationary 
Schrodinger equation H ipk(r) = Ek ipk(r) where 
Ek is the energy-eigenvalue. We thus obtain 

W,t) £ Ek Ck Mr) or 
k=\ 

v 
* ( f ' * ) = -T J2 EkCkVk(r,t) (16) 

k=i 

where Ek has a similar role as Afc. 

4.11 Uncertainty Principles and 
Duality 

In the neural network theory there are uncertainty 
principles (Daugman [8], Gabor [26]) which are si­
milar to the famous Heisenberg uncertainty prin­
ciples of quantum mechanics. An interesting neu­
ral analogy of the Heisenberg uncertainty princi-
ple is represented by an inability of simultaneous 
determination of patterns in the system of neu-
rons q and of patterns in the system of interacti­
ons (or connections) J . We are unable to explicate 
a pattern in a system of neurons, and to explicate 
a pattern in the system of connections at the same 
time. Only one pattern which is temporarily reali-
zed in the system of neurons is explicated. Ali the 
others are present only implicatedly (implicitly) in 
the system of interactions, or in the dynamics it-
self, respectivelv. This is similar to the cognitive 
situation; we can be avvare of one pat tern only 
which has been extracted from memory. Other 
memory patterns remain unconscious and impli-
cit. 

Thus, the so-called position (x-) representation 
of quantum theory can be approximated by the 
system of neurons q. The so-called impulse (p-) 
representation can, on the other hand, be asso-
ciated with the system of interactions J which 
regulates ali transformations of the network-state. 
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Although only some basic mathematical analo-
gies were presented here, numerous other parallels 
can be found between the neural and the quan-
tum processing. They show that there may be 
a subtle "division of labor" and an isomorphism-
like relation and cooperation between the neural 
and the quantum levels. These levels may be in 
a sort of /racia/-relationship. The first main di-
fference between the physical and psychophysical 
processes is that the guantum sijstem itself is not 
intentional (does not carry any mental informa-
tion), but mind-brain is intentional (carries spe-
cific mental contents). The second difference is 
that the guantum svstem itself does not have a re-
latively independent environment, but brain does. 
Therefore the brain models its macroscopical en­
vironment in a specific and flexible manner by 
using the biological neural netmork as a macro-
micro-interface and a (subconscious) preprocessor 
for an unified conscious ezperience ivhich involves 
neuro-guantum coherence. 

5 Super-Computers Exhibiting 
Multi-Level Coherence 

We have argued that mind-like processing needs 
neural or/and quantum virtual structures (attrac-
tors). There is no reason why complex compu-
ters would be unable to form virtual structures. 
Indeed, every collective state of a complex sy-
stem may constitute a specific gestalt (a speci­
fic virtual unity) which cannot be reduced to the 
state of constitutive elements of the system alone. 
The problem is the formation of a specific iso-
morphic (e.g., fractal) multi-level coherence. The 
practice of computer simulations of neural nets 
shows that we can govern the artificial neuronal 
level implicitly by regulating the artificial virtual 
level explicitly. If our dvnamical eguations for 
neurons and synapses regulate the patterns onhj, 
the attractors always accompany the neural dyna-
mics implicitly! Neural dynamical equations (re-
presented in the computer program) are differen-
tial equations (with local range of validity), but 
attractor-structures may be mathematicalh/ de-
scribed by variational calculus (with global range 
of validity). We do not necessarily need both ma­
thematical descriptions—one is sufficient. Thus, 
we may organize one level and the others will au-
tomatically follow. This is the reason, why the 

reductionist approach usually works for ali prac-
tical purposes, and this is a chance for advanced 
system-based artificial intelligence. 

Conventional computers and human analytic 
mind are limited by the Godel theorem. On the 
other hand, the human mind is able to synthesize 
different levels, which refer to each other, into a 
coherent whole. The mind is also capable of syn-
thesizing a thesis and an antithesis simply by "not 
taking the difference too seriously", by "making a 
compromise", by merging incompatible informa-
tional subspaces into a higher-dimensional space, 
by transcending the hierarchy of well-defined le­
vels using a process of restoration of symmetry 
(like in spectroscopy after turning magnetic field 
off). Actually, ali sufficiently complex systems are 
capable of symmetry-breaking (formation of di-
fferentiated structures) or symmetry-restoration 
(integration of different aspects into a coherent 
unity or gestalt); they can also be artificial. 

It is true that human mind is also not able to 
solve the liar paradox. It is not able to integrate 
the concepts of liar and his self-referential sen-
tence into a static (stable) solution, but it is able 
to "think about it". So, the reaction of human 
mind to such paradoxes is not decay of the model-
structure (except in schizophrenic minds), but 
formation of a dynamic coherence. The resulting 
coherent state is quasi-stable and only temporary, 
but useful for ever-changing life-situations, beca­
use it is adaptive. 

Artificial consciousness of hypothetical quan-
tum computers of the future will, of course, never 
be identical to human consciousness. It will be 
only a model of human consciousness, but it may 
be a good replica, identical for ali practical pur­
poses due to Turing test. The hypothetical arti­
ficial consciousness will (at least for a very long 
time) be only an extension of human consciou­
sness, always coupled to it. Humans will stili pro-
ject their conscious interpretations into the per-
formance of their replica-machines. The physi-
cal states of these hypothetical machines will be 
informational only due to the coding-rules given 
by humans. So, computer-consciousness will not 
be autonomous, because its contents will always 
be interpreted by humans - until these futuristic 
computers-robots would become self-maintaining. 
Till then, we cannot talk about "real" computer-
consciousness in any čase, because involvement of 
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human informational interpretations necessarily 
means "projection of human consciousness" into 
computers. So, as long as computers will be our 
tools they will merely be a sub-branch of human 
consciousness, an isomorphic co-processor. 

6 Conclusion 
It was shown that associative or attractor neural 
networks and quantum networks realize similar 
collective dynamics. Our computer simulations 
[34] of neural networks realize efficient informa-
tion processing. Using presented mathematical 
analogies with quantum netvrorks, we can try to 
establish similar information processing in quan-
tum systems also. 

Neuro-quantum parallelism may thus represent 
the crucial element of natural and artificial infor-
matics. 
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