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A Study ofk-means Method where Starting
Conditions are Changed: A Simulation Study

Rok Podgornik, Marijan Zafred, and Anja Pajtler

Abstract

The goal of our work is to evaluate the performanafe k-means
clustering method. We created three (or two) growdsunits, which
compose one of our three different structures. tFive created groups,
which were clearly separated in three-dimensiongdce, and then we
started to decrease the differences among them imitheasing the data
dispersion at keeping the centroids constant. Wat&d to find out how
long we can continue with this process until wdl gfet satisfactory results
at clustering of units into groups. Six differenethods of clustering were
used (with different initial cluster centers) an& wvaluated every one of
them. In comparison with initial clustering we awbserving three criteria:
percentage of correctly clustered units, centralddocation and value of
criteria function. The results of clustering areepented graphically with
added values of three chosen criteria for bettesfimlity of evaluation. For
the simulation of the data and graphical preseatative used program
package R.

1 Introduction

Ordering or classifying of similar things (objectsfo groups is a very old and
intuitionally simple problem that represents a batsisk of every research. The
fundamental problem is to classify objects into gr®by chosen criterion in a way
that the objects inside groups are as internallyesole (homogeneous) as possible
and the objects in different groups are as extéynadolated (separated) as
possible. The groups that we get are then callexbsdfication or clustering.
Although the problem is set very simple at the fegght, the determination of the
right clustering is not an easy task. For solving pinoblem of clustering there is a
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large number of methods, but in this article weu®®nly onk-means clustering
method.

Our primary goal is to evaluate the performancé-afeans clustering method.
First of all we created three groups of units, whoompose our structure, where
we exactly know, in which group every single unitdreds. By doing that we can
always check the correctness of the clusteringt Miescreated groups, which were
clearly separated in three-dimensional space, aad the started to decrease the
differences among them. We wanted to find out howgl we can continue with
this process until we still get satisfactory reswtsclustering of units into groups.
In comparison with initial clustering we are obseag/three criteria:

1. percentage of correctly clustered units,

2. centroids dislocation and

3. value of criteria function.

By creating groups, which are less and less isolatedican choose between
two methods: we can either bring centroids of threugs closer together at
constant dispersion of the data or gradually enldahgedispersion of the data at
constant centroids. In this article we are focusimgonly one of these methods —
the increase of the data dispersion at constaritaels.

2 Used methods

2.1 Simulation of the data

In order to implement the research properly we flratl to prepare the data, on
which we could test the chosen clustering methoke Bdvantage of usage of
simulated data (in comparison with real data) iattlve can choose the type of
distribution and values of parameters — by doing tha remove the influence of
eventual deviations. We usually use normal distidnutwhich is the presumption
of most methods in multivariate data analysis.

We used program package R, with which we can creabelom normally
distributed sets of data in multi-dimensional spdoeorder to stay in dimensions,
which are still imaginable, we decided to creatéada three-dimensional space,
which means that we used three variables. The salievariables (x, y and z)
were mostly set inside the interval (1, 5), whicimheds us of the data sets from
statistical research with ordinal variables (rankexn 1 to 5). All centroids were
set near the point (3, 3, 3).

When we simulated random normally distributed nursheith a program, we
had to define two basic parameters of distributimector of average values
(centroid) and variance-covariance matr).(In our case we changed only the
variance-covariance matrix and defined the add#@idimitation that the average
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values of generated numbers are exactly equal tmalingentroids. At variance-
covariance matrix, which also determines the shafpdistribution in space, we
chose only two simple cases: spherically symmetrical aellipsoidal shape. In
case of spherically symmetrical distributi@nis a diagonal matrix with the same
diagonal elementsZ; = 6% = 0%y = 0% The shape of distribution is actually
determined by only one parametef;; (dispersion).

In case of ellipsoidal distribution we also chobe simple example where the
longer axis of ellipsoid is parallel with one ofetldiagonals of unit cube in first
guadrant of the co-ordinate system. In that cags symmetrical matrix with the
same diagonal elements while the off-diagonal elgsiare different only by their
signs:Z = * po;oj, which determine the direction. So besides + sigh there are
two basic parameters: dispersi@f; and the correlation coefficienp, which
determines the width of the ellipsoid.

2.2 Thek-means clustering method

The k-means clustering method is one of the most widalgdumethods for data
clustering in statistics. With its help we can d¢lrsthe units from the sample in
any number of relatively homogenous groups. The ntetlses iterative algorithm,
which finds the best group centroids (with iterasd and defines the ideal
combination of clustering — this is the combinatiab which the criterion function
has one of its minimums (optimization).

The number of groups and initial cluster centersstmoe predefined. The k-
means clustering method was started in five difiengays (on this basis we later
determined the performance of the method in congpariwith initial cluster
centers):

1. With random initial cluster centers (by defadét by the program, at which

units are sorted the same way as they were simu(atedroup membership
— first 500 units from the first group, then 500itsnfrom the second group
etc.) — in continuation we are using the expres$iG€ 1".

2. With random initial cluster centers (by defawdét by the program, at which
units are assorted with help of random numbers €adntinuation we are
using the expression "ICC 2"

3. With initial cluster centers, which we got froterarchical clustering
(Ward's method) — in continuation we are usingdkpression "ICC 3"

4. With initial cluster centers, which represenalrgroup centroids — most
favourable ICCs — in continuation we are using ékpression "ICC 4"



78 Rok Podgornik, Marijan Zafred, and Anja Pajtler

5. With initial cluster centers, which lie exactlyetveen the real group
centroids — unfavourable ICCs — in continuationave using the expression
"ICC 5"4.

When we repeat the same procedure with differemtiaincluster centers
(ICCs) we can determine the best solution by simfigesving which one has the
minimum value of criteria function. First three I€@re part of standatdmeans
clustering procedure while last two ICCs serve diolly control purposes because
they are only hypothetical for real data with unknowemtroids.

At k-means clustering method the criterion function fedlowing form:

P(¢)=>_ p(C)

Chg

where ¢ are clusters (C) from a set of possible clustdise sum of squared
Euclidean distances d of each unit X from the dusenter E:

p(C)=> d*(X T)

xac

represents a certain "error”, which arises at urmbaonits — it is also called "Error
sum of squares of the cluster C" or "Inertia of ttlester C". The described
criterion function can be found in literature undbe name of "Ward's criterion
function”. We decided that at evaluation of clustgrperformance we also take
into consideration generalized Ward's criteriondtion:

P@)=> > d(XT)

Clg XOC

where d is in general a dissimilarity. Batagelj (29p®&ad proved generalization of
Ward's criterion function from squared Euclideastdnce to any dissimilarity. His
mathematical proof goes beyond the extent of thigzepaln our case generalized
Ward's criterion function with Euclidean distance @ssimilarity was calculated
for comparison and as an alternative criterion.

4 Because at the last structure we have only twaugsoboth initial cluster centers at ICC 5
should be in the same spot (between both real goeuyproids). Because of this fact we manually
set two different initial cluster centers, whiclhillstie in the middle of both group centroids but i
different spots. Both points have the same distaondeoth real group centroids and therefore still
represent unfavorable initial cluster centers.
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2.3 Graphical representation of clustering

For graphical representation of data and clustemeg used statistical program
package R. The program enables the representatithmee-dimensional groups in
two dimensions with help of three-dimensional cdinate system. In co-ordinate
system, in which every dimension represents one bbkxjave can then represent
three-dimensional group with combination of dotsloeirs and shading (or with
different black signs). The group consists of datich are relatively close to
each other, and is surrounded with empty space tr single dots. The spinning
of co-ordinate system helps us to identify the mditirensional form of the group
(Ferligoj, 1988; Bogosavljevj 1988; Ferligoj, 1989).

2.4 Evaluation of performance of the clustering

After clustering was finished we had to evaluate gerformance of clustering
with adequate methods. When observing the resultslustering we especially
focused on three quantities that we chose as itgligaof performance of the
method:

» percentage of correctly clustered units,

» centroids dislocation (dislocation of group mearwf real centroids) and

» values of criteria function.

The percentage of correctly clustered units was utated with program
Microsoft Excel where we used data from SPSS. Wmpared the real group
membership (this was the variable that we creatat) membership, which was
set byk-means clustering method using different ICCs.

We measured centroids dislocation in Euclideanadise, calculated for i-th
cluster with formula:

B =06, =% ) +(%, = W*+(7 - 3)°,

where T is the real (as simulated) centroid anglthe centroid of i-th cluster.
The value of generalized Ward's criterion functwas calculated in SPSS as a
sum of Euclidean distances between units and alesteters Ti:

P@) =30y — %+ (y - v.) +(7- 2)°.

i=1 j=1

The formula for standard Ward's criterion functisrthe same as previous, but
without the square root.
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3 Results

3.1 Preparation of the data

From variety of possible structures and differentadewe chose three different
structures and for each of them we prepared fous & data with different
overlapping of the groups:

» first structure was named "spherical distributiar" "OOO structure"” - it
consists of three groups of spherically symmetricdibtributed units with
the same dispersion of the data;

» second structure was named "asymmetrical distrilbut@CC structure” — it
consists of three groups of ellipsoidally distribaditenits, which main axes
are not parallel to each other. All three groupgehthe same dispersion and
the same correlation coefficienp = 0.8, they differ only by their
orientation, which is set by + or — sign of off-doa@l elements of
symmetrical variance-covariance matrix:

» forfirst group:Zyy =2y, = 2y, = + poZ;
« for second groupZyy = 5y, = —p0%; Sy, = + PO
« for third group:Z,, = Z,, = —po?%; I,y = + po’.

e third structure was named "asymmetrical distributi®O structure” — it
consists of two groups, from which one is sphehcalymmetrical and the
other has curved form, which embraces the firstugrérom one side. This
(banana shaped) group was created with integratfomine spherically
symmetrical subgroups.

Each group consists of 500 units. So at first aexbad structure together there
are 1500 units while at the third structure theme @nly 1000 units. Centroids are
fixed and have following values of co-ordinates:

* 1. centroid: (3, 2.5, 3)

e 2. centroid: (2, 2, 2.5)

« 3. centroid: (2.5, 3, 3.5)

The distances between centroids are: 0.87, 1.22land
For all three structures we created four data séth following values of
dispersion:

2i=0.04 6i = 0.2), fori=x,Yy, z
Zii =0.10 ()-ii = 0.32),

2ii=0.16 o-ii - 0.4),

Zii =0.25 ()-ii = 0.5).
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a) OOO structure, dispersion 0.04 b) OO0 gtmeg dispersion 0.25

X

Figure 1: Simulated data for all three structures (at lonssd highest dispersion only).



82 Rok Podgornik, Marijan Zafred, and Anja Pajtler

At the lowest dispersion the groups are well sefgaravhile at dispersion
value of 0.25 they are already very overlapping. Atiah trials with dispersion
values at spherical groups we found out that dusttong overlapping of groups
the data with dispersion values over 0.25 is ngirapriate for our analyses.

Simulated data is shown on Figure 1. For briefsitation we are here showing
only simulated data with lowest and highest disparsialues.

3.2 Clustering

On each prepared set of data we did one hierarciiWard's method) and five
different ways ofk-means clustering in SPSS (with five different ialitcluster
centers - ICCs). The hierarchical clustering ofads¢ts (Ward's method) serves for
comparison and as the source for initial clustartees for some modes ktmeans
clustering method. First three ICCs are part ofndtad k-means clustering
procedure, while last two ICCs serve only for cohporposes:

* With real centroids as the best possible ICCs thst lpossible solution

should be found.
* Very unfavourable ICC 5 can indicate some instapibit the method.

At the end of clustering we calculated and comparede already mentioned
indicators. While the search of minimum of critefimction is already installed in
the method, the centroids dislocation and the pd#ege of correctly clustered
units is known only when we are familiar with realogps. In reality we are
usually not and therefore we can observe only catéunction and differences in
centroids positions between single results.

In general the results of five repetitions of ckrétg are equal or almost the
same for each set of data. The values of indicadoesthe same or vary for some
%0 when observing percentage of correctly clusteredsuor even less when we
observe value of criteria function. Such differemamigin from a few units that
change the cluster and we can consider these seasillequivalent. The differences
are significant only for some exceptional resultbeve groups are quite different.
Rather than representing the tables, the valuesnditators are added to the
figures, which are more appropriate way for représigon of the results for our
three-dimensional case. Values of indicators, whack shown on figures, are
properly rounded off and are represented with foifapysymbols:

» 1 — the percentage of correctly clustered units;

» Xd - value of generalized Ward's criteria function;

+ 3d? — value of standard (or Ward's) criteria function.
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a) dispersion 0.04 b) dispersion 0.10
n=99.8% n=91.5%
Xd =477.3 ¥d = 733.8
>d®=177.0 >d® = 415.6

H H
c) dispersion 0.16 ) dispersion 0.25
n=86.1% n=78.7%
¥d =898.0 ¥d = 1058.4
>d” = 613.8 >d®=913.9

Figure 2: K-means clustering results at OOO structure (typieallts with indicator
values).
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3.3 Results of clustering for spherically distribued data (OOOQ)

On graphical representations of clustering (FigByewe can recognize the basic
characteristics ok-means clustering. The number of units in groupsesrly
constant and units from single groups are not miketiveen each other. Units
from area between two groups are clustered intaestagroup and the border
between such groups is a plane. Incorrectly cludtengits are lying around the
two bordering planes between three groups (Figuby. BNith decreasing
dispersion and overlapping of the groups the pdsggn of correctly clustered
units is decreasing — for the greatest disperdisalue is only 78.7 %.

At the smallest dispersion (0.04) the first and thecond group are still
isolated while the first and the third group alrgapartly overlap. For four
different ICCs we get same clustering with only h8drrectly clustered units (1.2
%), which all lie in the area between the groupgyFe 3a). With unfavourable
ICCs (ICC 5) we got completely wrong clustering (g 3b), at which two groups
merged into one and the third group was dividedo itivo new groups. In
continuation we didn't get any further clusteringuks that would be so "bad".

On Figure 4 we can see significant difference betw&-means and
hierarchical clustering (Ward's method). Units ihetborder region of two
neighbour groups are mixed and the percentage ofectly clustered units is
lower. This happens at all dispersion values for@D€ructure.

a) ICCs 1-4 with incorrectly b) ICC 5 with ICCs (A)
clustered units (x)
n=98.8% n~50.0 %
Xd =477.3 Xd = 663.1

Figure 3: Comparison of typical and exceptional clustering@&@QO structure for
dispersion 0.04.
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With ascending dispersion and overlapping of theugs (Figure 6) also the
co-ordinates of centroids are changing - centraads getting more and more
distant. The largest deviation is at first centrorchich at the largest dispersion

moved for 0.173 to the right. On Figure 6 deviasaf the centroids are marked
with signA.

a) ICCs 1-5 b) Wardisethod

Figure 4: Comparison of two different clustering methods &@@structure for
dispersion 0.10

b) ICC 4 with incorrectly
clustered units (circles)

Figure 5: Results of clustering at OOO structure for dispand.16.
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With the values of criteria functions we got thengavaluation of clustering as
we got with help of indicator that measures theredmess of clustering. If we
neglect the small differences between similar ressuwhich we got with different
ICCs, then all values of criteria functions are a&lgqyat the same value of
dispersion). When the dispersion values are growhmegvalues of criteria function
are increasing. For completely "missed"” clusteriagutt at dispersion 0.04 (ICC
5) we perceived very increased value of criteriacfion.

1
|
Giiz = 0.04 Giiz =0.10
A<0.01 A =0.01-0.03
6“2 T HE G 4 Saoum 6“2 — 0.25
A = 0.03-0.09 / A = 0.06-0.17
4§
T Vf/
H
x — dispersion 0.04 e — dispersion 0.10
m — dispersion 0.16 A — dispersion 0.25

Figure 6: Centroids dislocation at OOO structure.

3.4 Results of clustering for asymmetrically distibuted data (CCC)

Already a short sight on figures, which representstdring for CCC structure
(Figures 7-11), shows that the results of clustgerare very different than for
spherically distributed data. Groups are taking sifiibom each other and we can
not define a general rule for this process becaasedispersion 0.16 it is
completely different than by other dispersions. A¢ §mallest dispersion we have
only 12 incorrectly clustered units (0.8 %) while lagher dispersion values the
performance of clustering is decreasing quickemthg spherically symmetrical
distribution, which is consequence of very difficatinfiguration in this case.
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a) dispersion 0.04 b) dispersion @1
n=99.2% n=286.4%
¥d =445.1 ¥d =690.8
>d® =176.7 >d” = 404.6

X X
c) dispersion 0.16 d) dispersion 0.25
n=79.5% n=723%
¥d = 825.9 Xd = 982.0
>d® =579.8 >d® = 820.1

Figure 7: K-means clustering results at CCC structure (typieallts with indicator
values).

Already at the smallest dispersion (0.04) we canteedendency of units take-
over because second and third group already takesmme of the most exposed
units from first group.
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At dispersion value of 0.10 the take-over of thetains already strong. The
border where the second group took over one paundts from first group is set
much further from the area, on which there was actnixing of the units from
both groups (Figure 8a). It is harder to explainywhe first group took over one
part of units from the third group because on thiga these groups are still
relatively well isolated what can be seen by the wvmw (Figure 8c). On Figures
8c and 8d the incorrectly clustered units are manked x.

a) ICCs 1-5 Byvard's method
n=286.4% n=98.1%

x X
c) ICCs 1-5 — top view dWard's method with
incorrectly clustered units
n=286.4% n=98.1%

Figure 8: Comparison of typicak-means and hierarchical clustering (Ward's method)
clustering at CCC structure for dispersion 0.10.
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At dispersion value 0.16 where first and secondugroverlap quite heavily
with their ends and first and third group come tbge we got two very different
clustering results. Four times we got almost idealticlustering, which is totally
different from the previous case (Figure 9a). Néw third group took over half of
the first one and the first took over almost hdlitle second group. Therefore we
have one third of incorrectly clustered units (333 Only in one clustering (ICC
4) we got much better result, which is similar t@yous case — in total we have
20.5 % of incorrectly clustered units (Figure 9b).

a)ICCs 1-3and 5 b) ICC 4 (better solution)
n=66.7% n=79.5%
¥d =861.1 ¥d = 825.9

Figure 9: Comparison of typical and exceptional clusterin@&C structure for
dispersion 0.16.

At the biggest dispersion value (0.25) we once maggit better results at four
ICCs and worse result at one of the ICCs, whichgain similar to previous case
(Figure 10).

In comparison wittk-means clustering method the performance of hidiaat
clustering (Ward's method) was better for lowerpéision values (Figure 8),
while at higher dispersion valugsmeans method's performance is better.

At clustering where we had more take-overs of uattsl changes at numbers
of units in single groups we noticed large centrdislocations, which can be seen
with assistance of graphical representation (Figite At the smallest dispersion
value the dislocation of the centroids is negligiblut already at value of 0.10 this
is not so. The centroids have moved in the couateckwise direction a little
further away from the axes of single groups towah#sareas where the take-overs
took place. The strongest dislocation (one thirddstance between the first and
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the third centroid) was at centroid of the firsbgp, which retained the least of its
initial units. Deviations of the centroids are madkwith signA.

At dispersion value of 0.16 the dislocations araikir and slightly bigger only
for one ICC. At worse results of clustering, whiele got four times, the centroids
moved in clockwise direction, which is in line witlirection of take-over of the
units. Dislocations are proportionately bigger adoog to number of incorrectly
clustered units and the centroid of the first grasigvith dislocation length of 0.76
closer to the second centroid. At the largest disipa value the dislocations at
both results of clustering (at better and worse)@are larger in the same direction
as by previous case.

Also at this structure the valuation of clusteriog the basis of both criteria
functions corresponds with correctness of clusterifhe values of criteria
function are increasing when there is an increasdigpersion. At much worse
clustering results by dispersions 0.16 and 0.25vilees of criteria functions are
heavily increased.

At this structure we perceived certain instabilaty clustering results for
larger values of dispersion. This can be seen eslheat dispersion value of 0.16,
where we got the only better result because theasthtSCs were very favourable.
Visibly worse results represent local minimum ofteria function, which can not
be easily evaded.

a) ICCs 1-4 b) ICC 5
n=72.3% n1=60.5%
>d =982.0 -982.1 >d = 1006.9

Figure 10: Comparison of typical and exceptional clusteringc&C structure for
dispersion 0.25.
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Giiz =0.10
A =0.1-0.3

Giiz =0.25
A:A=0.1-0.6
A A =0.3-0.9

x — dispersion 0.04 e — dispersion 0.10
m — dispersion 0.16 — best result o — dispersion 0.16 — worse results
A — dispersion 0.25 — better results A — dispersion 0.25 — worse result

Figure 11: Centroids dislocation at CCC structure.

3.5 Results of clustering for asymmetrically distributed data
(BO)

For BO structure the results of clustering (Figui@s14) are similar to clustering
results of spherically distributed groups. Again wet the demarcation plane
between both groups, which we can prove with hdlgop view (Figure 14b).
Smaller difference is visible only at position ofcorrectly clustered units, which
are mostly from spherically symmetrical group in thieldhe part and from curved
(banana shaped) group at the edges. Percentageradctly clustered units is
decreasing from 98.8 % at the lowest dispersionef@hboth groups are still
isolated) to 88.0 % at the largest dispersion. plecentage of correctly clustered
units is in average higher than by spherical stmectu
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a) dispersion 0.04 b) dispersionl®
n=298.8% n=95.9-96.0%
xd =490.8 ¥d = 500.5
>d® = 335.0 >d® = 415.6

c) dispersion 0.16 d) dispersion2b
n=935% n=88.0-88.8%
Xd=737.1 ¥d = 860.6 — 860.8
>d® = 662.3 >d” = 888.7

Figure 12: K-means clustering results at BO structure (typreaults with indicator
values).

Hierarchical clustering (Ward's method) provedlites more successful at the
lowest dispersion (100 % of correctly clustered spitat next two dispersion
values it is roughly equal (Figure 138nd at the highest dispersion it is already
much less successful than tkeneans method.
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a) ICCs 1-5 b) Ward's method
n=96.0% n=96.3%

Figure 13: Comparison of typicak-means and hierarchical clustering (Ward's method)
at BO structure for dispersion 0.10.

At BO structure the centroids dislocations are ewsmaller than by OOO
structure in case we use the best clustering resilthe largest dispersion both
centroids move only for 0.12. Values of criteria ¢tion are increasing when there
is an increase of dispersion.

a) ICCs 1-5 b) ICCs 1-5top view

Figure 14: Typical k-means clustering at BO structure for dispersidbO.
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3.6 Final evaluation of clustering results

Common characteristics of clustering of units ingroups at spherically
symmetrical and asymmetrical distribution (BO struejuare the distribution of
units around the demarcation plane between two ggoand smaller changes in
number of units per group. The reason for suchrithigtion is minimization of the

criteria function, which value is always larger folhe real clustering. The
difference between its value and found minimumsrapidly increasing with

increase of dispersion.

When the units from different groups begin to mibe tbest demarcation for
clustering of these units is exactly between bothtrmeds. By minimizing the
criterion function the method finds a plane, whiods between both groups and
divides units of one and other group. For any othethod of clustering, for
instance if we provide additional information andcriease the percentage of
correctly clustered units, the value of criteriomdtion would be higher. We can
also perceive that values of criterion functions always higher or equal at actual
distribution of the data than by alkymeans clustering. All units that lie beyond
the demarcation plane contribute more to the valuéhe criteria function, when
they are taken into account with their own groupvasen they are clustered
incorrectly to the nearest centroid. At hierarchichlstering (Ward's method) we
got partly mixed clustering of units but the per@agd of correctly clustered units,
which is much lower, shows us that the method'soperance is worse on the area
where the units from different groups are mixing.

Similarity of clustering results at BO structure lwispherically symmetrical
structure is in its partial symmetry because theeetaro symmetrical planes that
are rectangular on each other and are defined bypldwee, which connects both
centroids. One of the reasons for slightly bettercpptage of correctly clustered
units at BO structure is in the way the second grougs created — centers of
subgroups are 1.4 units away from first centroid,jolthis 15 % more than the
distance between centroids of first and second grou

At CCC structure of asymmetrical distribution theustiering withk-means
method had lower performance. Besides low percentaiy correctly clustered
units we also got results that were very unstab$®me results were diametrically
opposed. Just like at spherically symmetrical groafso at CCC structure the
criteria function is the reason for the shapes emdrcation lines. The criteria
function tends toward clustering of groups, whiale @as much rounded off as
possible. In the case of two distinct stretchedapar groups the clustering witk
means method will have smaller value of criteriadtion for solution where both
ends of groups are joined together as the cluggenvhich would be closer to
actual structure.

By both structures that contain stretched groups fieformance of
hierarchical clustering (Ward's method) is bettert performance of themeans
method when we have small values of dispersion (wttee groups are more
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clearly isolated). But when the dispersion gets darghe performance of
hierarchical clustering (Ward's method) startsatib fapidly.

The comparison of results, which we got with di&et ICCs, confirms known
rules that clustering must be done several timess recommendable that first
clustering is done with one of the hierarchical hoels because like this we get
number of groups and ICCs. If we observe only restiiat we got with ICCs 1, 2
and 3, which are most commonly used in praxis, wesse that (with exception of
one clustering) we always got results, which areyvelose to best clustering.
Without additional testing on data (with varied gaeters) we can not say why
there was an exception in clustering results apefision value of 0.16 at CCC
structure. In that case ICC 4 was very useful besaugh its help we found a
better solution. With ICC 5, which usually providearst results, we illustrated
possible unstableness of the method when ICCsiakeg very unskilfully.

Because ICCs 4 and 5 are merely hypothetical and #@dsopercentage of
correctly clustered units is merely hypothetical tdbe only indicators for
measuring performance of clustering methods, wiceh be used at real problems,
are criteria function and centroids dislocation.

Because at real problems we never know real ceafgroie can only monitor
the differences in their positions by single clustgrresults. While the differences
in position of centroids are only couple of perceatsimilar clustering results we
can see that by worse results these differencesimenease up to several ten
percents, which is already comparable with averagedce between centroids of
the groups.

Values of criteria functions at similar clusteringsults are very similar and
differ 0.2 % at the most while this difference igdper than 2.5 % for exceptions.
There aren't any bigger divergences at both criterrections that we monitored
(Zd? in =d). Both show the same trend of growth (with inseaf dispersion) and
big increase at "worse" results. Only by some simithustering results the
minimal differences at values of criteria functiorran be seen but these
differences are mostly only on second or third spadtibd the decimal point.

4 Conclusion

Our goal in this article was to evaluate the perfance of the&k-means clustering
method on data with known structure and distribmticAlthough because of
temporal and other limitations we tested only a deug structures and parameter
values we determined following characteristickaheans clustering method:

» performance of clustering is decreasing in linehwitcrease of dispersion;

» performance strongly depends on structure and Higion of the data;

« minimum of criteria function (either standa¥d® or generalized Ward®d)

corresponds to the best clustering result.
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For evaluation of clustering performance we usedo timdicators, the
percentage of correctly clustered units and dislocabf centroids; these are
parameters, which values are not known for actash ah real clustering problems.

On actual data we can monitor only value of critduaction and position of
the centroids. Therefore small differences in valoé criteria functions at single
modes of clustering and minimal differences in posis of group centroids tell us
that we are close to the best achievable resuitst€ting exceptions (larger values
of criteria function or large differences at cemdropositions) indicate the
instability of clustering and warn us that we are mecessarily close to ideal
clustering. Therefore we have to take into constden significant rule that the
clustering should be repeated several times witrefadly chosen ICCs. It is
recommendable that we also include others, espgchaérarchical methods of
clustering (we can determine number of groups &1dsl), because in this research
the performance ofk-means clustering method is not always better than
performance of other used methods.

The k-means method is most successful at sphericallyidiged structures.
The performance is worse at asymmetrical stretchedttsires when the aspiration
for rounded groups (which is dictated by minimizatiof criteria function) can
bring to worse and unstable results of clusterimgysuch cases the hierarchical
clustering (such as Ward’s method) has better perdoce.
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