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Stress represents our subconscious emotions. The majority of the unconscious content is unacceptable or 

unpleasant such as pain, anxiety, or conflict. Most individuals do not realize that they are experiencing 

stress. Prolonged stressful experiences are likely to lead to health problems and affect one's facial 

appearance, specifically wrinkles shown in the face.  This paper discussed the introduction of facial stress 

with histogram information. There are three stages in recognizing the stress pattern on the face of the 

registered image, feature extraction and classification. The registered image process takes three 

important parts of the face, i.e. the eyes, nose, and mouth. The feature extraction process was performed 

using the histogram method, i.e. Gabor filter and HOG feature. Each extracted feature was used as the 

model input to determine whether or not an individual is suffering from stress. Two classification methods 

were applied to learn stress patterns from the extracted feature. The classification process was performed 

using SVM with six kernel functions and a Tree algorithm with three numbers of split. Each model is 

trained using ten cross-fold validation strategies. The test results showed that the Gabor filter and HOG 

feature accuracy were 55% and 65%, respectively. The effectiveness of the proposed method is evaluated 

by comparing it with the existing methods in term of accuracy. 

Povzetek: Predstavljena je študija ugotavljanja stresa iz obraznih mimik. 

1 Introduction 
Stress is a non-specific response of the body in every claim 

[1]. It defines an individual's suppressed psychological 

state due to limitations and barriers arising in their effort 

to seize an opportunity [2]. Stress arises due to failure in 

achieving demands due to an imbalance in demands 

(physical and psychological) and ability [3]. According to 

[4] in his book, stress denotes one's physical or 

psychological response to a change in his environment 

perceived as disturbing and threatening [4]. 

Stress is our subconscious emotion. The subconscious 

mind is the shelter of feelings, thoughts, drives, and 

memories that are in the subconscious of our 

consciousness. Much of the unconscious content is 

unacceptable or unpleasant, such as pain, anxiety, or 

conflict. The subconscious will be influencing our 

behavior and experience, even though we are not aware of 

this fundamental influence [5]. 

Stress may affect one's physical condition. A 

prolonged stressful experience may result in heart and 

circulatory problems. As reported by [6], it can increase 

heart rate. In 2017, one-three of people reported feeling 

stressed, meaning that approximately 322 million people 

worldwide have an anxiety disorder [7]. If this condition 

continues, one's may suffer from increased blood pressure, 

affecting their facial appearance. Wrinkles may appear in 

an individual undergoing stressful experiences [8]. One's 
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facial expression may indirectly show his/her stressed 

condition. However, it should be noted that stress is 

known to affect only several face areas such as the eye, 

nose, and lips [9].  

Several methods are known to be helpful for 

recognizing stress conditions. The medical test is known 

to be the most accurate method in identifying stress level. 

However, it is very difficult to identify under-stress 

person. Most things have used the intrusive method, that 

is, through facial recognition. Over the past few decades, 

research on face recognition has been instrumental in 

computer vision technology [10]. 

Computer vision is a combination of image 

processing and pattern recognition. Image processing is a 

process of image transformation that aims to get good 

image quality [11]. Pattern recognition is the process of 

identifying an image object to extract information from 

the image. In neuroscience, researchers have been mostly 

concerned with models of the perception and classification 

of expressions [12], [13]. However, facial expression is a 

complex element that is difficult to understand. Even in a 

static pose, a face may present information related to 

emotion and mood [14]. It investigated how human 

observers use information from different face areas to 

successfully recognize the emotion expressed. More than 

a half of face part presents their conditions. Not only 

focusing on the perception of facial emotions and human 

behaviors [15], but the researchers also focused on the 

methods developed [16]. 
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The current study focused on comparing two texture 

feature extractions. The feature extraction process is the 

process of encoding images in visual form. The encoding 

stage used the HOG descriptor (Histogram of Oriented 

Gradients) and Gabor filter. These two feature extractions 

were selected since the stress experience is identifiable 

through the wrinkles in the face area. Furthermore, a 

classification algorithm was applied to evaluate the 

effectiveness of the selected feature extractions. Previous 

studies showed that SVM and Tree-Based algorithm have 

better recognition rates than other machine learning 

methods [17]. Considering those findings, this study 

applied the SVM and Tree algorithm. The vector array of 

the extracted image features is modeled using SVM 

(Support Vector Machine) and Tree Algorithm. 

2 Face and stress 
Stress is likely to cause sleep difficulty [18]. It may slow 

down the circulatory system, expanding blood vessels 

below the eyes and thus creating dark circles around the 

eyes [19]. 

Although aging is a natural, common skin experience, 

stress may accelerate this process. Stress can affect our 

brain, causing wrinkles to emerge earlier due to anxiety, 

depression, exhaustion, or lack of rest. These lines or 

wrinkles may emerge around the forehead, mouth, and 

eyes [20]. 

Stress indirectly affects the production of healthy 

collagen in the skin. Thus, the skin will look dull and 

create a tired-looking face. Stress also causes the 

production of melanin, a pigment that gives color to the 

skin, to decrease [21]. One's signs of stress can be easily 

detected from his/her face. Figure 1 above displays the 

lines or wrinkles around the mouth and eyes. 

3 Methods 
The stressed face recognition system has two main parts: 

the feature extraction process and the classification [22]. 

Figure 2 shows the stress recognition system block 

diagram. 

As shown in Figure 2, Specific face areas were 

segmented first before the feature extraction process. This 

study focused on three areas. The segmented images were 

extracted to obtain the numerical value for further process. 

Lastly, the extracted features were fed to classification 

algorithm for facial pattern learning.  

3.1 Image dataset  

The training phase is the process of providing the images 

face that is known to the class (stress or neutral). The 

collection of facial images is called the image dataset. This 

study employed JAFFE consisting of 213 images of 

different facial expressions from ten different Japanese 

female subjects categorized as stress and neutral 

expression. 

3.2 Registered image 

The registered image phase has 3 steps to get the needed 

facial parts to be processed further. The first step is 

detecting the face area. The next step was to greyscale the 

image. Finally, the selected area of the image was cropped. 

In particular, the three areas to be cropped are the eye, 

nose, and mouth [23]. These areas are chosen as the 

features since wrinkles may appear in these three regions. 

The image registration steps are displayed in Figure 3. 

Face detection and area cropping is detected and 

performed using Viola-Jones object detection framework 

in MATLAB Toolbox.  

3.3 Feature extraction 

3.3.1 Gabor feature 

Gabor Filter is a linear filter used to detect edges and 

frequency decomposition [24]. There are 2 main processes 

in Gabor feature extraction: the process of making Gabor 

array and the extraction process, i.e., taking vector feature 

from the Gabor array [25]. 

 

Figure 1: The lines or wrinkles around the mouth and 

eyes. 

 

Figure 2: The stressed recognition system block diagram. 

 

Figure 3: The pre-processing steps of registered image. 



A Study of Stressed Facial Recognition Based on Histogram Information Informatica 46 (2022) 179–185 181 

 

 

Gabor filter consists of several steps. The first step is 

the initialization variable. Four variables are initialized, 

including wavelength (u), number of orientations (v), and 

two dimensions of Gabor filter bank (m, n) [26], [27]. 

Each Gabor filter variable used in this study was identified 

to obtain the maximum extraction results. These four 

parameters were used to calculate the Gabor filter bank. 

The visual illustration of the Gabor matrix is displayed in 

Figure 4.  

Fig. 4 shows that the 5x5 filter matrix. Each filter 

array represents a different wavelength and orientation 

[28].  

3.3.2 Histogram of Gradients (HOG) 

Histogram of Oriented Gradients (HOG) is a rotationally 

invariant descriptor [29]. HOG feature consists of several 

stages, including gradient calculation, spatial weighting 

and orientation of cells, normalization of spatial block 

overlapping and HOG detection windows. 

The gradient calculation process is to apply the 

vertical and horizontal Sobel method with the kernel filter 

on the greyscale image (Rekha and Kurian, 2014). The 

magnitude and gradient values can be calculated after 

obtaining the values of x, y derivatives Equation 1. 

|G|=√(I_x^2+I_y^2 )      (1) 

Where, I_x and  I_y are input image after convolution 

operation x and y. 

The spatial weighting and orientation of the cells 

process divide the image into small spaces called cells. 

Each pixel in the cell is grouped in bins based on the 

orientation value obtained from the gradient calculation 

[30]. Each cell creates a histogram with 9 channel 

histograms distributed into an angular orientation of 0°-

180°. 

Since the gradient calculation process obtained 

different values, it is necessary to group each cell into 

larger groups called blocks. After grouping into a block, 

any overlapping block should be normalized. All 

histograms for each block were combined to produce a 

feature vector. This process is called a HOG detection 

window. The illustration of the HOG feature stages is 

presented in Figure 5. All of the HOG parameters in this 

study were explored to get the most extraction results.  

3.4 Classification 

SVM is the traditional classification method used in this 

study because it can find the hyperplane optimally [31]. 

SVM maps each input and output data to represent the 

similarity vector [32]. Vector mapping can be either linear 

or non-linear [33]. For non-linear functions, a kernel is 

required in the mapping process. Three types of kernels 

are known, namely Linear (Equation 2), Polynomial 

(Equation 3) and Gaussian (Equation 4). 

 

k(x,y)=x^T y     (2) 

k(x,y)=〖(1+x^T y)〗^d     (3) 

k(x,y)=e^(-(〖||x-y||〗^2/〖2σ〗^2)  )  (4) 

 

Where x and y represent classes, d represent 

polynomial degree; if d = 2 then quadratic kernel function; 

if d = 3 then cubic kernel function; 1/2𝜎 = γ; if γ = 0.43 

then fine Gaussian; if γ = 1.7 then medium Gaussian if γ = 

6.9 then coarse Gaussian. 

The second classification method was Tree algorithm. 

Tree algorithm has influenced machine learning as 

classification and regression. A tree has presented a node 

and split of the branch. The splitting number σ (T) of tree 

T has an effect of successive [34]. In this study, feature 

extraction data from Gabor filter and HOG feature were 

classified into three models of Tree algorithm, namely, 

Fine Tree, Medium Tree, and Coarse Tree. The number of 

fine tree’s split is 100, for medium tree is 20, and for the 

coarse tree is 4. 

3.5 Validation method 

In these experiments, the stress classification is validated 

using a k-fold cross-validation method. This is a technique 

to validate the accuracy of a model built on a particular 

dataset. The development of a model usually aims to 

predict and classify new data [35]. The data used in the 

model development process is called training data. The 

data used to validate the model is called the test data.  In 

 

Figure 4: The visual illustration of Gabor matrix (u=5, 

v=5). 

 

Figure 5: The illustration of HOG feature stages 

(a=greyscale image, b=gradient calculation, c=cell 

orientation, d=feature vector) 

 

Figure 7: The gradient histogram of eyes, nose, and 

mouth. 
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this study, we evaluated the effectiveness of the proposed 

system by applying some “k” value. 

4 Result and discussions 

4.1 Gabor filter 

Initially, we created a Gabor filter matrix (m=7, n=5). This 

matrix was filled by the Gabor array with the number of 

wavelengths of 5 and the number of orientations of 7. The 

wavelengths were 3, 6, 13, 28, and 58. The orientations 

were 0, 30, 45, 90, 120, 135, and 150. Every face part of a 

registered image (eyes, nose, and mouth) is convoluted its 

magnitude based on Gabor array. So, each face part has 

7x5 arrays of images. The Gabor magnitude image array 

for the eye can be seen in Figure 6. 

The next step was converting those magnitudes 

matrices to feature vectors. The feature vector consists of 

Local Energy and Mean Amplitude [36]. Local energy is 

the mean of the sum of squares of the magnitude matrix. 

Mean Amplitude is the mean of the absolute values of the 

magnetic matrix.  

Furthermore, both local energy and mean amplitude 

are input of SVM and Tree Algorithm.  

4.2 HOG feature 

The first step of the HOG feature is calculating a HOG 

descriptor. We need the horizontal and vertical gradients. 

The next step is to divide the image into a 16x16 cell. Then 

the gradient histogram is counting on each cell. Each 

gradient histogram consists of 2 matrix values, i.e. 

magnitude and direction. A gradient histogram of three 

face areas (eyes, nose, and mouth) can be seen in Figure 

7. 

As shown in Figure 7, the calculation of the feature 

vector values was performed after the gradient histogram 

matrix value was normalized into dimensional vectors. 

The dimensional vectors in each face area will take the 

average value of each cell and will be as the input of SVM 

and Tree Algorithm. 

4.3 Support Vector Machine  

The result data from feature extraction was classified 

using SVM algorithm. The classification was performed 

with 6 SVM kernel functions, i.e. linear, quadratic, cubic, 

fine Gaussian, medium Gaussian, and coarse Gaussian. 

Each classification was validated using a cross-validation 

method with some “k” values. The accuracy of SVM 

algorithm can be seen in Figure 8.  

Figure 8 (a) displays the SVM accuracy for Gabor 

filter feature extraction. The highest accuracy was around 

50%. Fig. 8 (b) shows the SVM accuracy for HOG feature 

extraction. The highest accuracy was around 60%. Based 

on the classification results, the combination of SVM and 

HOG feature shows higher recognition result compared to 

SVM and Gabor Filter by showing accuracy of 62.8%. 

4.4 Tree algorithm 

Each feature extraction (Gabor Filter and HOG Feature) 

was classified using the Tree algorithm. The accuracy 

value was cross-validated. The accuracy of the Tree 

algorithm can be seen in Figure 9. 

Figure 9 shows that the average accuracy using Tree's 

algorithm is above 65%. Figure 9 (a) shows that the best 

accuracy of the Tree's algorithm classification for the 

Gabor feature is the 30-folds Fine Tree. Figure 9 (b) shows 

that the most accurate of the tree algorithm classification 

for the HOG feature is the 50-folds Medium Tree. The 

combination of Medium Tree and HOG Feature was found 

to be more accurate than other combinations  with a 70.4% 

accuracy.  

 

Figure 6: The Gabor magnitude image array for the eye. 

 

(a) Gabor Filter 

 

(b) HOG Feature 

Figure 8: The accuracy of SVM algorithm. 
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4.5 Comparison performance 

The effectiveness of the proposed method is evaluated in 

term of accuracy and compares it to baseline methods, as 

showed in Table 1. 

The evaluation result shows that Bayesian Network 

(BN) able to incorporate the past information about a 

event parameters. However, BN sometimes produce a 

posterior distribution that is strongly influenced by priors, 

it might difficult to assure the validity of the selected 

priors. On the other hand, the DNN based technique 

(ResNet and SOTA) outperforms the BN. DNN better to 

represent complicated patterns of emotions. However in a 

simple case, such as binary classification of stress, our 

work more accurate than DNN due to a low set of 

categorical values in training data. DNN and Tree has a 

same mechanism in finding non-linear solutions by 

interacting between independent variables. Thus, decision 

trees are better when the scenario demands an explanation 

over the decision. It is because its deterministically one, 

whereas DNN take a probabilistic view towards the piece-

by-piece model fitting.  

4.6 Summary 

The summary of classification performance can be seen in 

Figure 10.  

As shown in Figure 10, the accuracy of SVM-Gabor 

filter feature was 51.9%, while that of SVM-HOG feature 

was 62.8%. The accuracy of Tree algorithm and Gabor 

filter feature was 64.8% and that of Tree algorithm and 

HOG feature was 70.4%. The results indicated that the 

HOG feature is more efficient for classifying stress 

extracted from facial elements. HOG feature extracted the 

orientation of the histogram which can extract nonlinear 

pattern in the image. The registered images used in this 

study were not linear. Thus, nonlinear feature extraction 

would be suitable in this situation.    

We also evaluated the proposed method effectiveness 

by comparing it with the existing methods such as 

Bayesian Network (BN) and Self Organizing Tree 

Algorithm (SOTA). The evaluation result shows that our 

work outperforms the existing methods because decision 

trees explicitly fit parameters to direct the information 

flow. 

Stress, anxiety, and depression were the highest 

mental health problems with 74% for stress, 28% for 

anxiety disorders, and 48% for depression [38]. Currently, 

mental health problems are increasing and worrying, 

especially because of the COVID-19 pandemic, affecting 

individuals and society in an increasingly diverse nature. 

The pandemic has also given rise to a wide-ranging mental 

health crisis. This is forcing decision makers to turn to 

technology to open up research opportunities into a 

coherent framework that serves as an initial effort to 

develop interdisciplinary research between technology 

and mental health [39][40]. 

5 Conclusion 
In this paper, we have recognized the facial signs caused 

by stress. Three face areas (i.e., eyes, nose, and mouth) 

were selected as stress features. We applied a Gabor filter 

and HOG feature extraction methods. The classification 

 

(a) Gabor Filter 

 

(b) HOG Feature 

Figure 9: The accuracy of Tree algorithm. 

Table 1: The comparison performance evaluation. 

Reference Dataset Method 

and 

Classifier 

Accuracy 

(%) 

L. Surace  

[10] 

GAF 

(positive/neg

ative event) 

Bayesian 

Network 

64.68 

S. D. Viet 

[15] 

FERC-2013 

(7 

expressions) 

Multi-

task 

ResNet 

69.33 

B. H. 

Prasetio 

[37] 

SUSAS (5 

classes of 

stress) 

SOTA 68.72 

Our work Jaffe 

(stress/neutra

l) 

Tree 70.4 

 

 

Figure 10: The summary of classification performance. 
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process was performed by SVM and Tree algorithm. The 

effectiveness of the proposed system was evaluated using 

k-fold cross-validation method with some “k” value. The 

experimental result showed that SVM and Tree algorithm 

with Gabor filter feature exhibit an average accuracy of 

55% while the combination of SVM and Tree Algorithm 

with HOG exhibited a 67% accuracy. The current study 

achieved satisfactory results by recognizing stress from 

facial images by involving three face areas, namely eyes, 

nose, and mouth. Future studies might consider adding 

more face areas as additional features. It is also 

recommended to explore other algorithm methods as the 

model could affect the recognition accuracy. In a simple 

classification, decision tree better than DNN based 

method due to its explicitly fit parameters to direct the 

information flow and deterministically one. 
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