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Foreword

The linguistic clumsiness of tourists and students might be the price we pay for the
linguistic genius we displayed as babies, just as the decrepitude of age in the price we
pay for the vigor of youth.

Steven Pinker

..., however, from the viewpoint of a linguist, it is definitely worth having it all.

The articles for the summer 2022 issue mainly involve topics either on second language
learning and acquisition or historical language changes and the motives for them. They
were carefully picked up from numerous proposals, and we are very grateful to every
single contributor and also to the reviewers.

This issue opens with the article “Examples of Corpus Data Visualization:
Collocations in Chinese” in which Lubo$ GAJDOS and Elena GAJDOSOVA lightheartedly
share a highly beneficial practical procedure that can be used in the visualization of
language data, especially in language pedagogy.

In a very similar manner to the visualization, DENG Qi presents a tangible example
from Japanese in the article “Choice Between the Synonymous Pairs of Sutoppu and
Teishi: A Case Study on Synonyms of Western Loanwords and Sino-Japanese in Modern
Japanese Based on Corpus”, discussing their usage and functions.

Yet another article “The Roman Alphabet Within the Japanese Writing System:
Patterns of Usages and Their Significance” by Hironori NISHI explores the usages of the
Roman alphabet within the present writing system of Japanese, which is, as the author
suggests, induced by more and more frequent horizontal writing and the ever-
increasing international interaction.

The following article was written by GUO Qingli and CHEW Fong Peng and is
entitled “Liushu-based Instruction and Its Effects on the Motivation and Intended
Learning Efforts: The Case of Laos Learners of Standard Chinese”. It introduces the Liushu-
based instruction and examines its effects on the students' motivation and intended
learning efforts.

LIU Sha wrote the article “Exceptions vs. Non-exceptions in Sound Changes:
Morphological Condition and Frequency”, in which the author tries a unique approach
to locate factors that explain exceptions in the diphthongization of [i] to [ei] in Mandarin.


https://www.azquotes.com/quote/611525
https://www.azquotes.com/quote/611525
https://www.azquotes.com/quote/611525
https://www.azquotes.com/author/11687-Steven_Pinker

Last but not least, Nina GOLOB in her article “Word-Prosodic Typology: The Traps
of Seemingly Similar Japanese and Slovene” offers a brief review of research trends on
prosody, and by introducing the phonetic properties of the two languages and
acquisition difficulties by Slovene speakers of Japanese questions the typological
similarity between Japanese and Slovene.

Editors and Editorial board wish the regular and new readers of the ALA journal a
pleasant read full of inspiration, and a rise of new research ideas inspired by these
papers.

Editors
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Examples of Corpus Data Visualization: Collocations in Chinese
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Comenius University in Bratislava, Slovakia
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Comenius University in Bratislava, Slovakia
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Abstract

The article aims to show a practical procedure that can be used in the visualization of language
data. The paper freely follows our previous articles about the visualization of language data in
language pedagogy. We demonstrate how to retrieve language data —in our case from corpora,
how to edit data in a spreadsheet program, and then in the last step, how to visualize it on the
example of Legal Chinese and partly Legal German. The Javascript library Vis.js via Pyvis is
chosen for the visualization of the language data.

Keywords: visualization, corpus, Chinese, Javascript library Vis.js, Python

Povzetek

Namen ¢lanka je predstaviti postopek vizualizacije jezikovnih podatkov. S tem se navezujemo
na dosedanje prispevke o vizualizaciji jezikovnih podatkov pri poucevanju jezika. V ¢lanku
najprej prikazemo, kako poteka pridobivanje jezikovnih podatkov, kar so v nasem primeru
korpusi besedil. Nato prikazemo, kako podatke urejamo z orodjem za delo s preglednicami,
nazadnje pa se osredoto¢imo na vizualizacijo podatkov, za kar smo uporabili primer pravne
kitajs¢ine in deloma pravne nemscine. Za vizualizacijo jezikovnih podatkov smo uporabili
dinamicno knjiznico Vis.js in modul Pyvis v Pythonu.

Kljucne besede: vizualizacija, korpus, kitajs¢ina, dinamicna knjiznica Vis.js, Python
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1 Introduction

Digitized language data can be obtained from several sources. In this article, we chose
a corpus as a source of data, though data can also be obtained relatively easily from
other sources. A corpus or corpus linguistics brings some benefits when compared to
other sources.! Let us mention a few major benefits: (1) language data are already
preprocessed, which means that texts are cleaned, (2) very often texts are tokenized
(divided into tokens), (3) texts or tokens are annotated, and (4) corpora are equipped
with statistical tools.

2 Methods

As with the data sources, there are many ways to retrieve data from a corpus in
general.? In this chapter, only a basic procedure is introduced. Followed by the
preliminary stage of the visualization — data retrieving and data editing, the
visualization of data via Vis.js? library? is also shown.

2.1 Retrieving data

The most conventional way to obtain data from a corpus is to use a built-in corpus
manager and, for example, Corpus Query Language (hereafter CQL). As our goal is to
find the most “common” collocations in a corpus, there are probably other, more
appropriate, or perhaps easier ways to tackle this task.

As confirmed by our previous research on the identification of collocations,
language data which are obtained directly from the built-in functionalities offered by
the NoSketch Engine is advantageous. Both corpora — the subcorpus Zh-law of the
Hanku® corpus and the corpus COLEGE,® which serve as the data source, use the
NoSketch Engine. Because there are many queries for the identification of collocations
(only some of the parameters change), it is convenient to use scripting languages. In

1 Corpus linguistics is a well-established part of linguistics. Despite some existing methodology
issues, results from corpus linguistics have already proven that some areas of linguistics and
language pedagogy are unimaginable without it, such as lexicography or quantitative analyses, just
to mention a few. For more details on using the corpus data in language pedagogy, see Petrovcic¢
(2022, pp. 43-47).

2 See Gajdos (2022b) or Gajdos (2020) for details.

3 Vis.js is a dynamic, browser-based visualization (JavaScript) library (Vis.js, n.d.).

4 As the data retrieving script is written in Python, Pyvis library should be used to produce Javascript
code. Pyvis is designed as a wrapper around the popular Javascript Vis.js library (Pyvis, n.d.).

5 The Hanku corpus is a corpus of the Chinese Language. The zh-law is a subcorpus of legal Chinese
(Gajdos et al., 2016).

6 The COLEGE is a corpus of legal German. See Gajdo$ova & Gajdo3 (2018) for details.
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our case, by retrieving language data from corpora, programming languages like
Python’” and the JSON format? are used, however, the following procedure describes a
“manual” way, and it may also be used.

1. Get keywords (hereafter KWIC)® from the corpus by using query, e.g. CQL:*°
[tag="VV|NN”"], then use node forms functionality, and finally save as .txt
format.!

2. Again, based on our previous research, it is advantageous to look for
collocations on the right and left sides separately.!? LogDice score is chosen
as the basic criterion (the measure of association), and the spanis set to 5 to
the left and 5 to the right side from KWIC for Chinese, and 10 to the left and
10 to the right for German.!3 The results are sorted by node forms and
frequency for Chinese, and then lemma for German. The results are saved as
a .txt file. As spreadsheet programs may not work properly with .txt formats,
it is advisable to simply change the .txt filename extension (a suffix to the
name) to .csv.'*

2.2 Data editing

In this step, the data will get equipped with parameters and will further be formed in
the way to best suit the visualization. For our purposes, the Pandas®’ library was used
to modify the data. The following steps show some manual data modifications.

3. In a spreadsheet program,® the results from both sides are merged into a single file
based on the LogDice score maintaining the side designation.”

7 Python (version 3) is a programming language, for more information see Python (n.d.).

8 JSON (JavaScript Object Notation) is a lightweight data-interchange format, for more information
see JSON (n.d.).

° Keywords can be selected based on one’s own requirements, e.g. only verbs and nous, as it is in
our case (tags VV or NN for Chinese).

1 The CQL query means “searching for all verbs VV or (symbol |) nouns NN”. In the next step, the
functionality Node forms sorts tokens by frequency.

1 The most frequent tokens in a corpus do not necessarily create the strongest collocations
(measured by the Logdice score).

12 As will be shown in the following chapters, this information is used in the visualization.
13 See Gajdo3ova (2022) or Gajdos (2022a) for more information.

14 Abbreviation CSV stands for “Comma-Separated Values”. See CSV (n.d.) for details.

15 See PANDAS (n.d.) for more details.

16 Here it is worth noting that not all spreadsheet programs work properly with the CSV format.
Libreoffice Calc has proven to be a good solution in this regard. For more details, see
https://www.libreoffice.org/discover/calc/.

17 The side designation may be added manually after obtaining data from a corpus for each side
separately.
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4. The previous steps are repeated for all the keywords. The results are then
combined into one single .csv file (sorted by the LogDice score). This can be
considered as the basis for visualization.

Table 1 below shows the results for Legal Chinese. POS tags of KWIC (column
POS_kwic) and collocators (POS_item) are added manually at the end of the entire
search. According to the requirements, it is possible to add other information that can
be obtained from the corpus, such as the author’s gender, period of origin, and others.

Table 1: Identified collocations in the corpus Zh-law

KWIC Side ltem Logdice Corpus POS_kwic POS_item
i LS FE 12,921 Zh-law NN NN
AR RS B 12,914 Zh-law NN NN
ZN RS 5 12,856 Zh-law AD vV
AR LS SRECS 12,803 Zh-law NN NR
AR RS FLA 12,789 Zh-law NN NN
i LS ITEL 12,483 Zh-law NN NN
TEL RS I 12,455 Zh-law NN NN
AR RS %B 12,183 Zh-law NN NN
e LS ZN 12,116 Zh-law NN DT

2.3 \Visualization

Data visualization can be done in different ways. We here demonstrate only one of the
possible ways of using Vis.js — network. The network in the Vis.js library mainly consists
of nodes and edges. In our case, the keywords (KWIC) and identified collocators (item)
are chosen as the nodes. The following code shows how to create a simple network
with three nodes and two connections (edges) as an arrow based on the side (LS).
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// create an array with nodes
var nodes = new vis.DataSet ([

{ id: "EBiJ", label: "HBIT)" , shape: "dot", wvalue: 2, group: 1},

{ id: "EE%""_", label: "E&" , sShape: "dot", wvalue: 1, group: 2},

{ id: "fTE{", label: "fTE{" , shape: "dot", wvalue: 1, group: 3},
1)

// create an array with edges
var edges = new vis.DataSet ([

{ from: "EE", to: "HEII" },

{ from: "fTEX", to: "ERI" 3},
1)»

var edges = [{ from: "ZBi]", to: "FE", arrows: "from" },
{ from: "ZBiI", to: "TTE", arrows: "from" },

17

As can be seen from the code above, there are many parameters that can be used for nodes
and edges. In our visualization, the following parameters are used — shape (dot), value
(based on the number of connections/edges to nodes), and group (based on POS tag).
Nodes can be dragged via a left mouse click. Figure 1 shows the visualization of a given
code.

17X
=

Figure 1: Example of creating a simple network in Vis.js

It is possible to create nodes and edges manually, yet with a large amount of data,
this procedure is very laborious and time-consuming. For these reasons, it is very
convenient to use one of the scripting languages, e.g. Python.*®

18 n the first step, the nodes are added within a for loop. In Python with Pandas are used, i.e. “for
index, row in df.iterrows():”. For more details, see https://pandas.pydata.org (PANDAS, n.d.).
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The node ID is then the KWIC or item token. One KWIC or item (any token) is only
one node. Edges are connected according to the side. The value of the node (the size)
is based on the number of edges to other nodes. The result of the visualization is a .html
file that may be displayed in a web browser such as Firefox, Chrome, or any other.

Because displaying a large amount of nodes (more than 1000) is computationally
intensive, it is a good idea to choose a compromise number of nodes that are
meaningful. It is appropriate to take this step when modifying/editing the data.
Alternatively, select only some keywords (such as nouns and verbs) and then display
them separately.

3 Practical use of visualization

Before showing a practical use of the visualization, is necessary to draw attention to
the limits of the visualization:

e since the tagsets for corpora are different, one must expect a different
proportion of POS tags in different corpora

e inthe case of using the German corpus Colege, it is necessary to consider the
relatively small size of the corpus, which may affect the result from the
statistical point of view

e the visualization is only as relevant as the obtained data

e when comparing more languages, it is important to pay attention to genetic
and typological differences between them.

3.1 Strongest collocations in Legal Chinese

The following example demonstrates possibilities of visualization in the Vis.js library.
As already demonstrated, searching for the strongest collocation to one token (KWIC)
in Legal Chinese, measured by the Logdice statistical measure, is quite simple. A
recursive algorithm is used to search for the strongest collocations in the corpus.?® The
following POS tags are excluded from the search: punctuation (PU), time nouns (NT),
numbers (CD, OD), sentence particles (SP) and all markers DE ], ¥, #fi (D.*).2° Table 2
shows only a small portion of the result.?! The whole table has 935 rows.

1% The searching function is called itself until the Logdice value is below a certain value. For more
details about recursion, see https://openbookproject.net/thinkcs/python/english3e/recursion.html

20 Needless to say, these restrictions may be set arbitrary, and, in this case, these restrictions are
applied to KWIC and collocators (ltem).

21 The very first result is particularly interesting. The formula for calculating Logdice shows that the
maximum theoretical value is 14, yet this result is higher (Rychly, 2008). The explanation is in this
case quite simple — cooccurrence count (689) of tokens ydugi B i (period) tiuxing %€ 7


https://openbookproject.net/thinkcs/python/english3e/recursion.html
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Table 2: Strongest collocations in Legal Chinese

KWIC Side  Iltem Logdice Corpus POS_kwic POS_item
HETH LS A 14,022 Zh-law NN I
SRECS RS L 13,979 Zh-law  NR NN
Eail LS HiAg 13,979 Zh-law NN NR
H¥GX RS HiTW 13,895 Zh-law NN NN
HEETH LS HiGIX 13,895 Zh-law NN NN
g RS PR 13,894 Zh-law WV NN
DR LS 11 FA 13,894 Zh-law NN Y,
IR LS JUHT 13,882 Zh-law NN Y
JUHT RS IR 13,882 Zh-law WV NN
A RS HETH] 13,861 Zh-law 1) NN
HiGX LS i 13,779 Zh-law NN NN
A RS HiqIX 13,779 Zh-law NN NN
H RS HiEN 13,733 Zh-law NN NN
HEET LS i 13,733 Zh-law NN NN
LIEE RS il 7 13,601 Zh-law NN NN
THI = LS SER 13,596 Zh-law NN Y
ER RS TH = 13,596 Zh-law WV NN
iR LS i34 13,484 Zh-law WV vV
4 RS R 13,484 Zh-law WV Y,

(imprisonment; fixed-term imprisonment) is higher than candidate count (619) of & . This
phenomenon may be caused by errors in tokenization.
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Figure 2: Network of 935 strongest collocations in Legal Chinese

As the printed version of the visualization is fairly limited, possibilities of the
visualization are demonstrated in the multiple figures. Figure 3 shows the following:

e there are nodes (tokens) that make more connections than others, the size of
a node reflects this information (mostly blue are nouns and red nodes are
verbs)

e some parts of speech are more common than others, e.g. blue nodes
(nouns)??

e clusters of blue nodes (nouns) and red (verbs) are the most common

e arrows point to the collocators (dashed edges to the collocators on the right
side, solid-line edges to the collocators on the right side) in the word order.

22|t is worth noting that due to polysemy or conversion (zero derivation), POS tags are not always
adequate in a certain collocation in Chinese.
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Though the above information is also available in the .csv file, we believe that their
visualization is more easily readable to a student or in the field of second language
acquisition in general. This is also because some information, as shown in Figure 3, can
only be retrieved from the table via a search, while in the figure, this information is
available by clicking on a node. Also, the figure can be zoomed in or out using the mouse.

‘
b {TE[ POS: NN
’chdnce 12.5to: ¥RI ]
Examlcs in zh-law

Level: 10 from: JE£7
4 ) [Translation

Y
N
Jics

S

S

%

e

Figure 3: Zoom in and viewing connection to other tokens

After clicking on a node, the pop-up menu would show that the node xingzhéng 1T
B (administrative) is a noun (NN), which makes collocations with the following tokens
in the column: bumén &B17] (department), chiifd A& 11 (punish), and others. At the same
time, the edges are also highlighted. Furthermore, by clicking on the connected node,
one can obtain information on the collocators to the connected node as well. The pop-
up menu in Vis.js also offers other options, such as a hyperlink directly to examples in
the corpus, to the web translator, statistical data, and others.

3.2 Comparison of synonyms

There are synonyms in every natural language and one of the difficulties in translating
them or in the L2 acquisition is to find their equivalences. Our empirical experiences
show that it is appropriate to seek an equivalence, not at the level of words (tokens)
but at least at the level of collocations (bigrams, n-grams), as has already been shown
by Benicka (2017), and others.?

2 For more details about translation issues, see Benicka (2017).
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Let us start with an example of the following three Chinese synonyms: “according
to” anzhao 1%, genju tR¥E, yizhdo K. Table 3 shows the first 10 rows. The
whole table consists of 193 rows.

Table 3: Collocations to given prepositions

KWIC Side ltem Logdice Corpus POS_kwic POS_item
i RS e 11,477 Zh-law P NN
I RS % 11,02 Zh-law P NN
R¥E RS TR 11,007 Zh-law P Y
I RS e 10,958 Zh-law P NN
% RS PN 10,86 Zh-law P 1
T LS A 10,809 Zh-law P Y
R¥E RS FEHI 10,781 Zh-law P NN
WR¥E RS g 10,78 Zh-law P NR
KHE RS e 10,769 Zh-law P NN
I RS A 10,685 Zh-law P NN
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Figure 4: Collocators to prepositions anzhdo 1%, génju #R 4 and yizhdo [

As can be seen from Figure 4, these prepositions have mutual collocators, of which
some are typical for two prepositions and some even for one preposition only. Let us
zoom in to see more details.

On the left side of Figure 5, there is a group of génju R4 and anzhao %18
collocators. The group in the middle are collocators of all three prepositions. The group
on the right side are the mutual collocators to anzhdo %% and yizhao .
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Figure 5: Mutual collocators of the prepositions

3.3 Comparison of modal verbs in legal texts

In the case of translating legal texts, for example, it is very important to find an
equivalence in translated languages, in our case for modal verbs. Due to the ongoing
research,?® the language pair Chinese — German is chosen as an example.

There are no specific tags for modal verbs® in the Chinese corpus, so modal verbs
must be selected manually as follows by the CQL query:

[word="2 | §& | &= | 0] LA | AT | 48| Gef% | 75 22 | B | T RE | 20 | 15| L1 | 75 | B2 |
| 06 | AREL | IR | RE TS | | 20| 15 LA & tag="VV"]

Table 4 below shows the first 10 collocations only. The whole table has 984 rows.

24 For more details, see Gajdo$ova (2022).
5 |dentifying modal verbs is not a trivial operation, since many modal verbs in Chinese may also be

e.g. transitive verbs.
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Table 4: Collocations of modal verbs

KWIC Side ltem Logdice Corpus POS_kwic POS_item
1% LS A 12,846 Zh-law W AD
= LS R 11,961 Zh-law W W
= RS I 11,601 Zh-law W DT
= LS AR 11,55 Zh-law W NN
DA RS (E37S 11,415 Zh-law W Y
AJ LS TR 11,366 Zh-law Y NN
ihi LS i 11,342 Zh-law W AD
Al e RS Al 11,134 Zh-law W NN
AiE LS R 11,068 Zh-law W AD
CIE>A LS ik 11,018 Zh-law Y AD

As can be seen from Figure 6 below, some modal verbs collocate more often than
others.

Figure 6: Collocability of modal verbs in Chinese
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From the list of modal verbs, the token that collocates the most is the verb
yingddng .24 (should; must), ying . (should), kéy7 B LA (may), dé 75 (must), and
may express deontic modality. The collocability of other verbs is rather limited or they
do not collocate at all. Such are yuanyi J& & (willing to), yuan J& (willing to), yinggai .
% (should), and others.

Let us zoom in. It is obvious that the modal verbs yingddang V.4 (should; must),
ying . (should), and dé 75 (must) have mutual collocators. On the other hand, some
modal verbs such as yinggai . 1% (should) and gdi 1% (should) rarely collocate in Legal
Chinese, if at all.

_Logdice: 12.8 to: 1§
[Examples in zh-law
Level: -1 from:
[Translation

T

72

Figure 7: Collocability of verbs (from left) yingddng V.24, ying . and dé 5

Now let us look at a practical example of using the network in L2 acquisition and
select the node bumén #B17] (department; division). This node points to the verb
yingddng .24 (must) and this verb, among others, points to the preposition génju i
$& (according to), which further points to the verb xdydo 75 % (a need; to need).
Searching for the above tokens in the Zh-law subcorpus brings the results presented in
Figure 8.
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Query 2311, [, 4848, BE 4 (0.56 per million) @

doc#360 B4R MAE AR BUR R B REBUEB oy R vy 18R4T p BE vy RI KA AT, o IRR 219
doc#903 & Bk DAE AR BUR R B REBUEBT oy RE vy 1848 » WE R KB BT, M RE 21
doc#1422 & A & & AR BURF M AX 807w BRI vy 1B » BE 0 F TR 1 7E BT 048 81 RE
doc#1791 RX i) T A BH AR BUF BX 88171 RISy 1838 p BE vy £ X8 BAH . @Al i 1 RS

Figure 8: Example of the n-gram in Legal Chinese

The visualization may not appear clear enough at first sight. If so, it is advantageous
to reduce the number of collocators or modify the parameters of the physical model,
e.g. change the value of constants (gravitationalConstant), extend the length of the
edges (springlength), etc. though these are rather limitations resulting from the
printed version. The .html version solves these problems partially or completely.

The downside of the visualization, as the parameters are set in this example (node
size based on the number of collocators), is also the inability to display collocation
strength based on the Logdice score. An example in this case is the negation bi A~ (not)
which makes the strongest collocation of all modal verbs, in this case with bu dé 4A~15
(must not). Besides, the negation bu A~ can also collocate with other modal verbs in
Legal Chinese.

Now, let us compare the above situation with the one in Legal German. Taking the
same example, we would like to illustrate a different approach to the same problem in
two different corpora and languages. This is not an exhaustive analysis of the issue of
equivalence in these languages but just a sample of the possibilities.

As for the modal verbs in German, there is a dedicated tag for modal verbs in the
Colege corpus and it may be identified very easily by the CQL:?° [tag="VMFIN| VMINF"]

Table 5: Modal verbs in Legal German

lemma Frequency Items: 6 | | Total frequency: 10,949

P | N kénnen 7,034 I
P | N diirfen 1,458 I

P | N miissen 1,231 I

P | N sollen 1,083 IR

P | N wollen 138 1

P | N moégen 5|
26 The VMFIN tag means a finite form of a modal verb, the symbol “|” OR and VMINF means an

infinitive form of a modal verb.
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Figure 9: Modal verbs in Legal German
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Figure 10: Modal verbs with negations in Legal German

As can be seen from the visualization, the modal verbs sollen (should, shall), diirfen
(may), kénnen (can) can be associated directly with the negation nicht (not) (similar to
keine none), but the verb miissen (must) does not take a negation. Therefore, when
comparing the situation in Legal German vs. Legal Chinese, it is clear that the
collocational preferences at the negation are different.

4 Conclusion

In this article, we have briefly demonstrated the whole process of a language data
visualization — from retrieving, via data editing to the visualization. We have shown
some examples of the visualization.

In the end, there is still one question to answer: is this kind of visualization useful?
We think that this type of visualization is primarily intended for the area of language
acquisition. We believe that visualization can help get a basic overview of the examined
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data —whether it is a view of the language register (as in our case), or to a literary work
of one author, or else just to compare the collocability of individual words (tokens).
With appropriately selected parameters and the number of nodes, it is possible to very
clearly show typical features of a text, register, or the relation between words. To
conclude, the visualization of linguistic data has its place in language data processing
and sometimes provides a clearer insight into the issue.
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Abstract

This paper discusses the results of a corpus-based study on the usage and functions of the
western loanword sutoppu and its synonymous Sino-Japanese, teishi. Our analyses focus on the
following four perspectives: (1) frequency, (2) conjugation types, (3) characteristics of genres
used, and (4) collocations. The results show that sutoppu is used mostly in a causative form,
implying something compulsory or intentional, whereas teishi is mostly used in its passive form
to imply inevitability. In addition, sutoppu emphasizes instantaneity and has the meaning of
intentionally stopping something with great resistance. Whereas teishi permits a certain
duration of time and describes the state of being stopped.

Keywords: western loanwords, Sino-Japanese words, sutoppu, teishi, synonyms

Povzetek

Clanek obravnava rezultate korpusne $tudije o uporabi in vlogah novej$e prevzete besede
sutoppu in njene sino-japonske sopomenke teishi. Analize se osredoto¢a na naslednje Stiri
vidike: (1) pogostnost, (2) vrste spreganja, (3) znacilnosti uporabljenih uporabljeni Zanrov in (4)
kolokacije. Rezultati kaZejo, da se sutoppu vecinoma uporablja v vzro¢ni obliki, kar nakazuje na
obvezno ali namerno dejanje, medtem ko se teishi ve¢inoma uporablja v pasivni obliki in s tem
izraza neizogibnost. Poleg tega teishi dovoljuje dolocen cas izvedbe oziroma opisuje stanje
ustavljanja, sutoppu pa poudarja trenutnost in ima pomen namernega ustavljanja necesa z
velikim odporom.
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1 Introduction

Japanese vocabulary can be classified into four lexicon strata according to its origin:
native (or Yamato), western loanwords, Sino-Japanese words, and hybrid vocabulary
(Sugimoto & lwabuchi, 1994; Ito & Mester, 1999; Nihongogakkai, 2018). Among the
aforementioned four strata of Japanese, western loanwords and Sino-Japanese can
function as verbs by adding suru to the noun. It should be noted that there are many
synonymous pairs between suru-verbs in western loanwords and Sino-Japanese words,
and their proper usage is one of the major difficulties for learners of Japanese.

The reason why learners feel it difficult to learn the distinctive usage of the
synonymous suru-verb in western loanwords and Sino-Japanese can be summarized as
follows: (1) western loanwords are one of the most difficult strata to learn, and the
acquisition of western loanwords is accompanied by various difficulties (Jinnai, 2008,
Yamasita et al., 2018). (2) Moreover, it has been pointed out that there is no description
in dictionaries on how to use them correctly (Yamashita et al., 2018). Although there
have been some case studies on the criteria for the use of synonymous suru-verb pairs
in western loanwords and Sino-Japanese, it is clear that there is still a lack of basic
information to help learners distinguish the difference in the usage (Mogi, 2015).

To address the above-mentioned problems, in this study, we investigate the
semantic differences between suru-verb western loanwords and Sino-Japanese, by
taking the pair of stoppu and teishi as an example. Regarding the selection of the target
words in this study, Yamashita et al. (2018) took up 9 pairs of synonymous suru-verb in
western loanwords and Sino-Japanese and conducted an awareness survey among 110
native Japanese speakers. Yamashita’s study revealed that 7 of the 9 pairs can be
classified into three major types, while the difference between 2 pairs (A7’ stoppu
and 1% 1k teishi, 7 Ak tesuto and A% shiken) cannot be well explained. However,
Yamashita (2018) focused his investigation on the introspection of native speakers.
Since a corpus-based study is considered valid when the introspection of native
speakers does not work (Ishikawa, 2012), this study will attempt to elucidate the usage
of A7 sutoppu (hereinafter referred to as sutoppu) and 1% 1k teishi (hereinafter
referred to as teishi) as an example, to cover the first limitation.

2 Literature review

The study of synonyms has been a fruitful area of corpus linguistics (Gries & Otani,
2010), which is discussed in many introductory books on corpus linguistics, such as
Kennedy (1998), McEnery & Wilson (2001), etc. Corpus data can not only provide
insights into naturally occurring language (Sinclair, 1991) but are also regarded as an
effective tool to distinguish the differences between synonyms (Biber et al., 1998;
Hunston, 2002; Moon, 2010). Besides the works which have investigated the
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differences between synonyms using corpora in English (Biber et.al, 1996; Liu, 2010;
Chuang, 2011; etc.), many studies have compared the semantic functions of synonyms
in Japanese (Sugimoto, 2009; Shinya, 2010; Zhao, 2013; etc.).

Regarding the works that have compared the semantic functions of synonymous
western loanwords and Sino-Japanese, for example, Miyata & Tanaka (2006) took up
the western loanword U7 risuku and compared it with its synonyms f&f& kiken, faiR
P kikensei (all of which mean “a risk”) by using a newspaper database (Asahi, Mainichi,
and Yomiuri newspaper from 2003 and 2004). Miyata (2007) compared AUk meritto
and its synonym FI| i1 riten (both of which mean “a merit”) also by using a newspaper
database (Asahi, Mainichi, and Yomiuri newspapers from 2003, 2004, and 2005). Sato
(2013) compared & — K mado with 7% [ & fun’iki (both of which mean
“atmosphere/mood”) using a newspaper database (Asahi newspaper) and clarified the
semantic features of each.

However, there are not so many studies that have compared synonymous suru-
verb western loanwords and Sino-Japanese. The following is an overview of studies on
synonymous pairs between suru-verb western loanwords and Sino-Japanese from the
following two perspectives: the qualitative survey on the awareness of native Japanese
speakers, and quantitative surveys of the corpus.

Regarding the awareness survey, Yamashita et al. (2018) conducted a survey
among 110 native Japanese speakers (teachers and students) to clarify the differences
between synonymous suru-verbs as either western loanwords or Sino-Japanese. The
task was two-fold: the first was sentence production, in which the participants were
asked to write down sentences they could think of, using each of the synonyms, and
the second was freewriting about their findings on the differences in the usages of the
same synonyms. Results revealed that 7 of the 9 pairs are classified into three major
types: (1) differences are seen in terms of the semantic nuance (e.g. B4 % kaishi-
suru/ A% —hr4% sutato-suru [begin]), B(2) differences are seen in terms of the number
of senses (e.g. Xk 35 tenken-suru/ =77 % chekku-suru [investigate, check]), and
(3) differences are seen in terms of the range of use (e.g. #& 3% renshad-suru/ NL-—
=735 toreningu-suru [train, have a physical practice]). However, the difference
between the two pairs (A~ stoppu and 1= 1L teishi, 7 Ak tesuto and #k shiken)
could not be well explained.

About the quantitative surveys, Chen (2014) used a newspaper database to clarify
the semantic frames of western loanwords, -7 kea, and Sino-Japanese, /1# kaigo
(both of which mean “care”) by classifying the co-occurrences of these two words.
Mogi (2015) conducted a survey using the Balanced Corpus of Contemporary Written
Japanese to compare the similarities and differences between ~—29% maku-suru
and FCt#k 7% kiroku-suru (all of which mean “to mark”) from the perspective of feature
genres and co-occurring objects.
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Although these studies have contributed a lot to a better description of the
differences between synonymous western loanwords and Sino-Japanese, there is still
room for improvement both in the database used as well as in the perspectives
investigated. Regarding the database, many studies use relatively small databases,
especially newspaper databases (Miyata et al., 2006; Miyata, 2007; Sato, 2013; Chen,
2014). As for the perspectives, there are many studies that focus on the frequency of
appearances and collocations (Miyata et al., 2006; Miyata, 2007; Chen, 2014; Mogi,
2015), while only a few studies focus on the parts-of-speech (conjugation types) and
characteristically used genres. Frequency and collocations may be considered a useful
measure in identifying the differences between synonyms (Biber et.al, 1998; Evison,
2010; Aroonmanakun, 2015), and the preferable register and/or part-of-speech in
which the words appear may also help students to understand the differences (Shaw,
2011; Phoocharoensil, 2020). Therefore, this study takes up stoppu and teishi as an
example to clarify the differences in semantic properties from the following four
perspectives: (1) frequency of appearance, (2) parts of speech and conjugation types,
(3) characteristically used genres, and (4) collocations.

3  Aims and methodology

This section outlines the research questions, data, and methodology used in this study.
We give an overview of the definitions of the two words in several dictionaries in
Section 3.1 and set out research questions in Section 3.2. The compilation of the
corpora is delineated in Section 3.3. The methodology employed to address the
research questions is described in Section 3.4.

3.1 Dictionary descriptions of sutoppu and teishi

Prior to conducting the survey, we first refer to the dictionary definitions of sutoppu
and teishiin four kinds of Japanese-Japanese (JJ) and Japanese-English (JE) dictionaries.
The definitions in JJ are translated into English by the author. Definitions related to
technical terms are excluded.

In these definitions, both sutoppu and teishi mean to stop and to desist, and there
is no specific information on the conjugation types or genres in which words are likely
to be used. Therefore it is considered to be highly difficult for learners to understand
the specifics of usages of the two words by looking up a dictionary. To better distinguish
these two words according to their actual usages, further investigation on how these
two words are used is needed.
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Table 1: Definition of sutoppu and teishi in dictionaries

Source stoppu teishi
1 KEERR (£0) T2, (1)EFEDLTE, DD (£) T2, (EINTWZbDREELTLE,
Daijirin ZE Q)EENDIE S, Fio, EDDHTE, QL QNI EERDDHT

(mei)suru. (1) Tomaru koto.
Yameru koto. (2) [tomare] no
shingo.

(1) to stop. (2) stop signal.

JJ: T R i
Shin-Meikai

(W[—F21EFEHZE, (2)1EF
n(@LasL)

(1) [-suru] tomaru koto. (2)
tomare (no shirushi).

(1) to stop. (2) a signal sign to
stop.)

JE: Geneus n. stop.

v.stop, halt.

JE: Wisdom n. a stop.

v. stop.

b, Flo, RDIEHTE,

(mei) suru. (1) Ugoiteita mono ga tomaru
koto. Mata, tomeru koto. (2) Shiteita koto
wo yameru koto. Mata, yame saseru koto.
(1) To stop something that was moving. (2)
To stop doing what you were doing, or to
make someone stop.

[—32]1) [BEIL TCDLONR]HIRT
IEFEHZE, QEEBNZRD (SH) H2L,
[-suru] (1) [/dou shiteiru mono ga] chuuto
de tomaru koto. (2) Katsudou wo yame
(sase) ru koto.

(1) To stop a moving object. (2) To stop an
activity.

n. (1) a stop; (2) suspension.
v. (1) stop; (2) come to a stop (halt); (3)
suspend.

n. (1) (a) stoppage, a stop; (2) (a)
suspension.
v. (1) stop, pause; (2) cease; (3) suspend.

3.2 Aims and a research question

This study will elucidate the use of suru-noun western loanwords and Sino-Japanese,
taking sutoppu and teishi as an example, for which the differences in the meaning are
sometimes unknown even to Japanese native speakers. Although there are many
linguistic perspectives regarding their semantic functions, this study elucidates the
distinction between sutoppu and teishi from four perspectives: (1) frequency, (2)
conjugation types, (3) characteristically used genres, (4) collocations. Specifically, we
set up the following 4 research questions (RQs).

1. What are the differences in the frequency of use?
2. What are the differences in conjugation types?

3. What are the differences in the genres used?

4. What are the differences in collocations?

To verify these research questions based on corpus data, we further developed
hypotheses for each question to make the verification process more systematic.
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(H1) According to some previous studies, the frequency of western loanwords is
higher than that of Sino-Japanese (e.g., Miyata (2007) (AU~ k meritto vs. | 51 riten:
7898 vs. 5125)), while others found the frequency of Sino-Japanese to be higher
than western loanwords (e.g., Miyata (2006) (VA7 risuku vs.fGl% kiken: 4671 vs.
8091), Chen (2014) (777 kea vs. J1## kaigo: 1097 vs. 3766)). Since sutoppu and
teishi are expected to be used more frequently in socio-economic contexts, such
as Ay 7@ sutoppu daka for stock prices and BRZU5 1L kinkyu teishi in issues
regarding nuclear power plants, they are closer to VA7 risuku/ f&l& kiken and 7
7 kea/ I 7 kaigo described in the studies above, and because of this, we expect
the frequency of Sino-Japanese to be higher.

(H2) Regarding the conjugation types, in lexical descriptions, there was no clear
difference in verbosity and intransitivity, although details of the glosses were
slightly different. On this basis, it is expected that the part-of-speech and
conjugation types of the two words will be equivalent.

(H3) Regarding the characteristic genres in which they are used, it was pointed
out that western loanwords are more likely to be used in a more casual style and
in everyday conversation, while Sino-Japanese words are relatively more likely to
be used in a more formal style (e.g. Zhou (2014), Baba (2018)). Consequently, it is
expected that sutoppu will be used more frequently in less formal genres like
‘blogs’ and ‘magazines’, while teishi will be used more frequently in more formal
genres like ‘white papers’ and ‘laws’.

(H4) Regarding the collocations, (1) since western loanwords are assumed to be
less restrictive in terms of word types that they co-occur with (e.g. Chen (2018)
stated that -7 kea co-occurs with native Japanese, Sino-Japanese and western
loanwords, but 417 kaigo mainly co-occurs with native Japanese and Sino-
Japanese), it is expected that sutoppu co-occurs with native Japanese, Sino-
Japanese and western loanwords, but teishi mainly co-occurs with native Japanese
and Sino-Japanese. (2) In addition, as mentioned in Miyata et al. (2006), when
there is an existing word with a similar meaning, the reason for the existence of
the western loanwords is that there is a certain separation between it and the
existing word. So we expect that there will also be a difference in the co-
occurrence of sutoppu and teishi.

3.3 Corpora

In this study, we use the Balanced Corpus of Contemporary Written Japanese (It H
AzEdE & 5B 2 — /X X2 Gendai nihongo kakikotoba kinké képasu, henceforth
BCCWIJ), which is the first large-scale balanced corpus on the Japanese language
developed mainly by the National Institute for Japanese Language and Linguistics
(NINJAL). To capture the diverse reality of the written language, BCCWJ consists of



Choice Between the Synonymous Pairs of Sutoppu and Teishi: ... 33

three subcorpora (publication subcorpus, library subcorpus, and special-purpose
subcorpus) and covers a wide range of text registers including ‘books in general’,
‘magazines’, ‘newspapers’, ‘governmental white papers’, ‘best-selling books’, ‘internet
bulletin-board’, ‘blogs’, ‘school textbooks’, ‘minutes of the national diet’, ‘publicity
newsletters of local governments’, ‘laws’, and ‘poetry verses’. The amount of data is
100 million words, which is comparable to BNC (Ishikawa, 2012, Maekawa et al., 2014).

3.4 Methodology

Regarding the RQ1 (frequency of use), we investigate the frequency of sutoppu and
teishi in the BCCWJ.

For RQ2 (conjugation types), we first investigate the frequency with which the two
words sutoppu and teishi are used as nouns and verbs respectively. We follow the
conjugation patterns of verbs in BCCWJ (11 categories including negative form,
continuous form, hypothetical form, imperative form, and others). The specific
conjugation types are shown in Table 2. English translations are taken from A Handbook
of Japanese Grammar Patterns for Teachers and Learners (Jammassy, 2015).

Table 2: The conjugation types of verbs

Conjugation patterns Form Example
H I renyéu-kei conjunctive form L shi-
polite form LF 9 shi-masu
te-form L T shi-te/ L'£L T shi-mashite
ta-form L7z shi-ta/ LE L7z shi-mashita
HAKIE rentai-kei dictionary form 3% suru
& IETE shuushi-kei dictionary form 3% suru
K EH katei-kei conditionals I AU sure-ba
(ba-form)
BGHERIE ishisuiryo-kei volitional form L&D shi-yo
A[RERE kano-tai potential form T&5 dekiru/ TEE9 dekimasu
5 TE meirei-kei command form LA shiro/ B X seyo
RIRIE mizen-kei passive form S5 sareru/ SIVET saremasu
(S5 sareru)
RIRIE mizen-kei causative form W5 saseru/ S FE T sase-masu
(15 saseru)
FIRIE mizen-kei se-form H se-
(& se)
KR mizen-kei negative form L7\ shi-nai

(—#% ippan)
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Regarding the RQ3 (genres), we investigate the frequency of sutoppu and teishi in
12 genres of BCCWIJ (excluding prosody). In order to make appropriate comparisons
between the genres, we adjust the raw frequency into frequency per million words.

Regarding the RQ4 (collocations), we conduct correspondence analysis to compare
the co-occurences of the two words.

Correspondence analysis (Benzécri, 1973; Greenacre, 1984, 2017; etc.) has
recently been adopted in many corpus studies. It is a method of data visualization by
translating two-way and multi-way tables into more readable graphical forms
(Greenacre, 2017; Beh & Lombardo, 2021). Correspondence analysis simultaneously
classifies cases and variables, which are both called categories, and displays the internal
structure existing in a set of item-category data in a simple two-dimensional scatter
plot, which enables us to intuitively examine how the categories or items are mutually
interrelated and grouped (Ishikawa, 2016).

Specifically, we separate both sutoppu and teishi into two groups: when either
used as nouns or as verbs.

(1) When the two words are used as nouns, we extract the first word and the
second word on the left of sutoppu or teishi, and the first word on the right of sutoppu
or teishi. In addition, we sort the collocations and extract the top 15 words (if there was
a word whose frequency matched that of the 15th word, all words with the same
frequency were included). Furthermore, we make a frequency table with each genre of
sutoppu and teishi as the first item (18 genres excluding the genre in which the
frequency of the top word is less than 20), and the top words of co-occurrence as the
second item (84 words excluding redundancy), and then conduct a correspondence
analysis.

(2) When the two words are used as verbs, we first manually extract the objects,
and then extract the top 30 words (if there is a word whose frequency agrees with the
30th word, we include all words whose frequency are the same). Next, we make a
frequency table in which each genre of sutoppu and teishi is the first item (10 genres
excluding the genre in which the frequency of the top word is less than 20), and the
top words of the objects are the second item (64 words excluding duplicates) and
conduct a correspondence analysis.

4 Results and discussion

This section presents the results and discussions on each of the four perspectives
described above: frequency (RQ1) in Section 4.1, conjugation types (RQ2) in Section 4.2,
characteristically used genres (RQ3) in Section 4.3 and collocations (RQ4) in Section 4.4.
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4.1 The comparison of frequency

First, the frequency of sutoppu and teishi in BCCWJ are shown in Figure 1 below.

1123

O T T T T O T T T T O I 3694

sutoppu

teishi
0 500 1000 1500 2000 2500 3000 3500 4000

Mteishi BEsutoppu

Figure 1: Frequency of sutoppu and teishi

Figure 1 shows that teishi is used more than three times as often as sutoppu,
suggesting that Sino-Japanese is used with a much higher frequency.

As mentioned in the hypothesis, frequency comparisons between Sino-Japanese
and western loanwords with similar meanings have been conducted in many studies,
but the results have been disparate. For example, Miyata (2006) found that the
frequency of the Sino-Japanese, fil# kiken, was 30% lower than that of the western
loanwords, VA7 risuku. On the other hand, Chen (2014) showed that the frequency of
the Sino-Japanese, /17 kaigo, was 2.4 times higher than that of the western loanwords,
77 kea. In this study, teishi is 2.3 times more frequent than sutoppu, showing a similar
result to the use of /13 kaigo and 77 kea in terms of frequency relationship. Then,
what causes the selection rate of Sino-Japanese for fGl& kiken/ VA7 risuku to be low
and that for teishi/ sutoppu high?

Firstly, as mentioned in the hypothesis, there is a difference in the contexts in
which the words are used. In contexts closer to daily life, western loanwords are widely
used to replace Sino-Japanese, while words that are frequently used in social and
economic contexts, Sino-Japanese with high formality may be preferred.

Secondly, the difference may be caused by the part-of-speech nature of western
loanwords. Y27 Risuku is a pure noun that cannot be inflected, while sutoppu is a noun
that can be inflected and used as a verb. In general, nouns refer to concrete objects,
especially to specific, static objects with clear contours, so the one-to-one
correspondence between an object and a word is strong and difficult to be replaced
with other words. Verbs, on the other hand, are words that express the totality of
changing motion, so their indicative content is usually broader than that of nouns. For
example, if we compare the content implied by the noun ‘oranges’ with that implied
by the verb ‘eat’, we find that the latter is much broader, more ambiguous, and less
semantically specific. As a result, the strength of the one-to-one correspondence
between verbs can be relatively lower, and as a result, a verb can be more easily
substituted by another word. For this reason, the noun VX7 risuku is rarely substituted
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by fal% kiken, while sutoppu, which can be used both as a verb and a noun, may
frequently be substituted by teishi. This explanation also applies to the case of J1i#
kaigo and 77 kea, which also have a high rate of Sino-Japanese selection.

Based on the above, the following two sections will look at conjugation types (parts
of speech) (RQ2) and style (genre) (RQ3) separately.

4.2 The comparison of conjugation types

Next, we investigate the frequency of noun and verb uses of sutoppu and teishi,
respectively. The results are shown as Figure 2 below.

311(28%) 812(72%)
sutoppu JITIITTTITIIIIOOOOE: s e e e e e e ]
1387(38%) | | 2306(62%)
teishi- JITTTTTITTTTEOI TN =22z e e e e e e e e
0% 20% 40% 60% 80% 100%

Mverb G noun

Figure 2: Frequency of the noun and verb uses of sutoppu and teishi

Figure 2 shows that both words are used more as nouns than verbs, however, the
proportion of noun use of sutoppu was 72%, which is 10% higher than that of teishi.

Based on the BCCW!I/'s classification of verb conjugations, we can classify the verb
uses of the two words as shown in Figures 3 and 4 below.

rentai-kei  shishi-kei
13% mizen-kei (saseru)

SOR 0% 21%

katei-kei

mizen-kei
28%

renyo-kei =
10
50% E, mizen-kei (sareru) %

5%

Brenyo-kei B rentai-kei Bshdshi-kei W katei-kei

@ mizen-kei (sareru) @ mizen-kei (saseru) @mizen-kei (se) O mizen-kei (ippan)

Figure 3: Conjugation types of sutoppu used as a verb
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shashi-kei  kqatej-kei _ isisuiryo-kei
i-kei mizen-kei (saseru
rentai-kei 1 -o. 1% 0% 4 ( )

9%

iy - ¢ meirei-kei
o ) 0%
mizen-kei (se)
mizen-kei 1%
23%
= mizen-kei (ippan)
N "/ 3%
renyo-kei \g mizen-kei (sareru)
53% 10%
Brenyo-kei Orentai-kei B shashi-kei B katei-kei
Disisuiryo-kei B meirei-kei B mizen-kei (sareru) @mizen-kei (saseru)

DO mizen-kei (se) B mizen-kei (ippan)

Figure 4: Conjugation types of teishi used as a verb

Figures 3 and 4 show that the causative-passive form of sutoppu is 21.22%, which
is 126.47% more than teishi, and the passive form of sutoppu is 4.82%, which is 51.56%
less than teishi. In other words, sutoppu is used mostly in the active form and implies
the meaning of compulsory and intentional, while teishi is used mostly in the passive
form and may include the meanings of being situational passive, or inevitable.

As stated in the hypothesis, the part-of-speech and conjugation types of the two
words seem to be equivalent from the point of view of dictionaries, but the results
suggest that, contrary to the hypothesis, sutoppu is used more often as a noun, and is
more likely to include the meaning of compulsory. If this point could be added to the
dictionary, it would make it easier to understand the usage of the two words.

4.3 The comparison of genres

Concerning RQ1 and RQ2 above, we investigated the differences between sutoppu
and teishi from two perspectives, frequency, and conjugation types. The results show
that (1) in terms of frequency, teishi is used more than twice as often as sutoppu, (2) in
terms of the conjugation types, sutoppu has more noun usages than teishi, and sutoppu
has been used in its causative form one time more than teishi, emphasizing its meaning
of forceful. So what differences exist in the genre preferences of the two words? The
following are the results of a survey of the frequency of the two words in each genre
of the BCCWJ.
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Table 3: Frequency and ratio of sutoppu and teishi used for each genre

o . sutoppu teishi
Genres (Abbreviations in BCCWIJ) - -
PMW ratio (%) PMW ratio (%)

published book(PB) 7.64 6 35.93 5
books library book(LB) 7.37 6 24.46 4

best-selling books (OB) 5.61 4 20.58 3
magazines (PM) 25.87 20 29.92 4
newspapers (PN) 15.33 12 66.41 10
blog (OY) 30.61 24 24.92 4
school textbooks (OT) 2.15 2 25.85 4
publicity newsletters of local governments (OP) 13.32 10 37.55 5
minutes of the national diet (OM) 9.21 7 42.72 6
bulletin-board (OC) 9.36 7 38.22 5
white papers (OW) 3.48 3 56.52 8
laws (OL) 0.00 0 293.75 42

Three inferences can be made from Table 3. To begin with, sutoppu is used much
more in the ‘blogs’ and ‘magazines’ genres, and also seen in the ‘newspapers’ and
‘ publicity newsletters of local governments’ genres, but not at all in the ‘laws’ genre.
It seems that sutoppu was found to be favored in more casual contexts.

Furthermore, teishi is used more in the ‘laws’ genre and to some extent also in the
‘newspapers’ genre. In other words, the use of teishi is preferred in more official
contexts. The hypothesis stated that teishi is more frequently used in more formal
genres than sutoppu because western loanwords are more likely to be used in a more
casual style and daily conversation, while Sino-Japanese are more likely to be used in a
more stiff style and official contexts. On these two points, we can say that the
hypothesis is supported.

Finally, As for bias toward specific genres, teishiis overwhelmingly used in the ‘laws’
genre, which is more biased than sutoppu. It has often been pointed out that western
loanwords have the function of creating a sense of freshness and making positive use
of stylistic differences, but the present results suggest that Sino-Japanese may also
have the function of highlighting differences between highly formal styles and other
genres.
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4.4 The comparison of collocations
Last but not least, we will focus on the words that co-occur with the two words for
comparison. We will first look at the case of noun usage.
8
A
7 gyosei/R1
6 ). S/owW
5 /N sabisu/R2
4
L\&abmu{ 1
wan
3 2\ _shoppingu/R2
2
bando/R1
'_II_'/PB T/oY kakeru/R2 )
/L — T/OP moshon/R1 (s/pB  sakusen/R1
1 |-T/OB_ -I:IZ:'F;’T.I I{gc .‘:;uI_UIdIuU{'LJ. Vi =—sachiftt
T/O\%L bota I\f R2  aru/R2 kakaru/R25/ LB %Atakaf 1
e rei/R iW/R2 | A botan/R1 meigara . _hol
mefzuru/R2 A S tekifl1 'SRH"{}H s/oc P“”é? ya’?‘ltlml_ll hirei/R2
q’y(’ﬂ} naru/RZ" sochi/ 1, joken/R1 ampu/R1  80/R2 P! OfH en/L1
- r]kvo,,fl_l Sen,-[Rl UKU,;] £ S!PM C‘l go,{F{rl\uta; = 5
= ithi/R1  €/R2 ) “/\so
_SOgY?fH___soch*/Rl meirei/R1 kai/L1 etchl,le
tzor hiki/L1 nado/R1
eigyo/Ls  KRORL L LRo
_38 QO/R1 _____ Jog! A bacu!!f!_l
gydmu/L1 syobun/r1 Nado/R2
_sh| kkdo/L1  mono/R2  |tekiyo/R1 ka/R2 /x 1a/R2
sﬂwutswoﬂl kikan/R1  |yoru/R2 ondan/R1 §
shikyt/L1 Jotarle motomeru,/R2 aidoringu/L1 4
<hiko/L1 jotai/R2 Y s/oP
koKy@/L1 cha/R1
-&h([nhai/t1 o
kokoro/L1 chikya/R1 /\ ondan/R2
-7
-1 0 1 2 3

sutoppu and teishi as first items and the 84 top co-occurring words as second items.

Figure 5: Scatter plots of feature words co-occurring with two words used as a noun

Figure 5 shows the results of the correspondence analysis which has the genres of

The contribution of dimension 1 (vertical axis) and dimension 2 (horizontal axis) are
17.25% and 12.59%, respectively, which explains 29.83% of the total. As seen in Figure
5, sutoppu and teishi are separated on the left and right sides of the figure, and the
words characteristic of the two words can be summarised in Table 4 below.
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Table 4: Characteristic words for sutoppu and teishi

sutoppu

teishi

leftl

rightl

right2

U wan (one),

TARVY aidoringu (idling),
FE siichi (numerical value),

M en (yen), A< hon (quantity unit),
/XA basu (bus), Bk bitto (bit),
[A] kai (quantity unit),

K27 % —dokuta (doctor),

T etchi (etch),

ARNZAR sutoraido (stride)

1TB gyosei (administration),
—E R sabisu (service),

HUER chikyd (earth),

IiI% ondan (global warming),
/XK bando (band),

VE§L sakusen(strategy),

2 rosu (loss), i taka (a limit high
of a stock price), ZZ yasu (a limit low
of a stock price),

=27 rampu (lamp),

E—92 méshon (freeze-fram),
J& so (layer), && go (word),

R # botan (button)

H—E" R sabisu (service),

T avkE 7 shoppingu (shopping),
1E5Z ondan (warm), ¥ za (the),
1t ka (-ificaion),

FEA51 hirei (proportion),

=— /v goru (goal),

T % kakeru (make),

&1 meigara (brand name),
D% kakaru (make),

5 aru (be)

ST shikko (execution), FIJF riyé (use),
43 s6gyo (operation),

IEW% kokyd (breathing), HEHE kino
(function),

X #4 shikyd (payment), iU kokoro (heart),
Lol shinhai (cardiopulmonary),

"B 3 eigyo (business), 2675 gyomu (work),
0. 5F menkyo (license),

H13% shutsujé (one's turn to go on satge),
B3| torihiki (transactions),

F3 shiké (thinking),—HF ichiji (for a
time),

[ teki (suffix), =2 3" enjin (engine)
72¥ nado (etc.), 514 joken (condition),
A kao (face), $2flt tekiyé (application),
JIL43 shobun (punishment),

H:# sochi (measure), ] kikan (period),
#1147 meirei (command),

IR HE jotai (state), L& ichi (location),

tH chi (in), %% sen (line), & go (after),
TE® sochi (device), 5 ji (time)

M4y meirei (command),

#1345 meizuru (command),

72& nado (etc.), & mono (person),
&% yoru (according to),

K& % motomeru (demand),

~ e (to), 4} jogai (exclusion),

179 okonau (do),

AR # botan (button), YR HE jotai (state),
72% naru (become), =9 iu (say),

3% suru (do)

Regarding the word types of characteristic words, as hypothesized, sutoppu co-
occurs with native Japanese (e.g. /5 taka, 72 yasu), Sino-Japanese (e.g. 2l sachi, LA
hirei) and western loanwords (e.g. K 7% — dokuta, &=—3 3> méshon), but teishi mainly
co-occurs with Sino-Japanese (e.g. I riyo, =44 shikyi ).
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Furthermore, in the words co-occurring with sutoppu, many words that express
the characteristics of the point at which the stop occurs, such as % sdchi (numerical
value), & taka (maximum allowable single-day gain (stock exchange)), or % yasu
(maximum allowable single-day loss (stock exchange)), whereas, in the words co-
occurring with teishi, there are many words with continuity, such as #if# kikan (period),
{RHE jotai (state), and 1 chd (middle). In other words, sutoppu often refers to a point
of stopping and rarely includes the meaning of continuation of time, whereas teishi is

allowed to mean the continuation of time.

Also, sutoppu is often used to emphasize the action of stopping something that is
moving, or the act of trying to stop, such as K7 %—Zk 7" dokuta sutoppu (doctor stop:
a doctor forbids a patient to do something they think will prevent a disease or a
disability from worsening or leading to death) or A~y 7" HEKIRBE(L. sutoppu chikyid
ondanka (stop global warming) while teishi is often used to emphasize the state or the
result of being stopped, such as %277 1. menkyo teishi (license stop) or ‘= 315 11 eigyo
teishi (business stop), and to express the state of stopping bodily functions, such as I
W12 1k kokyd teishi (stop breathing) or [LMififE 1L shinhai teishi (cardiopulmonary stop).

The specific examples are given as follows.

(1) ZORBEIZANY T 2T D720, BT 2L — 2 L2V EiIRIROEL L, HART
FINF = ~DIRHAIR B R R D BTV ET, (OP74_00002)

Kono mondai ni sutoppu wo kakeru tame, muda na enerugi wo shiyé shinai
setsuyakugata no kurashi ya, shizen enerugi e no tenkan nado ga motomerareteimasu.

‘In order to stop this problem, we need to save energy and switch to renewable energy
sources.’

(2) I BEEROERIZIAT, FRBARH 2 T 2 5 0 =R 2b DI BT L, 275 ATREZR 97X T

DITHHIIT ARV T Ay THEE A REEIRLE, R TUREYDR AT ADOH HIHIEH Y
#HA TUVET, (OP30_00002)
Ku wa mokuhyé no tassei ni muke, shomeisetsubi ya kichésetsubi wo kokoritsu na
mono ni késhinshi, sechaku kano na subete no choyiisha ni aidoringu sutoppu séchi wo
sochaku nado, sossenshite onshitsukoka gasu no haishutsu yokusei ni mo
torikundeimasu.

‘In order to achieve the target, the ward is taking the initiative to reduce greenhouse
gas emissions by upgrading their lighting and air conditioning systems efficiency, and
installing idling stop devices in all government-owned vehicles where they can be
installed.’
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(3) &&, REWEEE 3D 7B FARILRFIZ B L 97 LD RIZ@ T d o — 203 %<,
TOFETFHE LS FEME LI/ 2>TLEVET, (0C03_00938)
Ato, fudésan eigyd no rodo jittai wa jikan ni naosu to rod6 kijunhé ijé ni hataraiteiru
késu ga 6ku, sono mama tetsuzuki to kaisha ga eigé teishi ni natte shimaimasu.
‘Also, in many cases, the actual labor of real estate salespeople is more than the labor
standard law allows, if it is measured in hours. If the practise is not changed, the
company will be suspended from business.’

(4) FriZ, OIFE IR EOEHRE OB #Em LICECPR (UAEEEE) OB EICEIRAFE X,
DR ATESE A T RARBRI 0 f 7R 1E B O FEAR A 72 HEE DS SR D H AL T
%, (OW4X_00479)
Toku ni, shinhai teishi jotai no shébyésha no kyidmeiritsu k6jo ni shiCPR (shinhai
soseih6) no shitoku ni shugan wo oki, katsu kunren-yé ningyd nado wo mochiita jimin
taikengata no fukyd keihatsu katsudo no sekkyokuteki na suishin ga motomerareteiru.
‘In particular, there is a need to focus on the learning of CPR (cardiopulmonary
resuscitation) to improve the lifesaving rate of injured people in cardiopulmonary

arrest, and to actively promote hands-on educational activities using training
dolls.’

The findings above can be summarised as in Figure 6.

sutoppu
(action)

E teishi e

(state-result)

Figure 6: lllustration of the difference in noun usage between sutoppu and teishi

As shown in Figure 6, sutoppu emphasizes instantaneity and the action of stopping,
whereas teishi allows for a certain amount of time and denotes the state of being
stopped.

Next, we will look at cases where sutoppu and teishi are used as verbs. Figure 6
shows the results of the correspondence analysis with each genre of sutoppu and teishi
as the first items and the 84 top co-occurring objects as the second items. As already
mentioned, sutoppu is not used at all in the ‘laws’ genre, so we exclude the ‘laws’ genre
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here. The contribution rates of dimensions 1 and 2 are 30.23% and 18.14%, which
explain 50.24% of the total.

As can be seen from Figure 7, each genre of sutoppu and teishi was found to be
divided on left and right. Summarizing their respective characteristic words , we obtain
the following Table 5.

8
/N rensho
7
6
/\ Iseisan
5
4
s/pB O
/ ~ | /\ nagare
3 Lemaio b Sl
KU & RETIRYUTTH
2 8 Omu;\. K ‘_3‘ kotsikikan
airo
kuruma pompu
I seicho;, o 301 dessh YUyl s
KRITIY 0 |'“ LT SNTRO et
tetsuz BLL% € A4 shorijikan kokyt
0 Seﬁgf?{]' ﬂ .\ : /&yux 0 halfk_é
Ssll_s_0 ED Ne ebé1‘£§\ _|r(_f]||<0|< S}'L‘B
W(%? udo _, “epjin_ “7\ko 10 /\ /_\n(:.-' ain
1 ] B SEEY 0 IhikKO sore; Z“hanno
_ A h yuus _ A\ kape
koryoku . —X3 utsu butsurya
2 torih kkr’%“ y AcsHinko shingi _kensgtsu
unten_: =~ )
sogyo /\ shien
-3
-4
-5
-6
-7
-6 5 4 3 2 1 0 1 2 3 4 5 6

Figure 7: Scatter plots of feature words co-occurring with two words used as verbs

Table 5 shows that in the feature objects of sutoppu, there are many words that
semantically denote ‘something with high resistance or ongoing action’, such as 7" — 2
gému (game), ¥iii butsuryd (logistics), and 34 shien (support). On the other hand, in
the feature object of teishi, there are many nouns related to machines, such as %I/ H
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ressha (train) and >3 enjin (engine), and nouns related to bodily functions, such
as ‘Ll shinzé (heart) and "% kokyd (breathing), which express something with low
resistance. Specific examples are given below.

Table 5: Characteristic words for sutoppu and teishi

Objects of sutoppu

Objects of teishi

Lo shiai (match),

ZA rain (line), 4 kane (money)
582 shingi (deliberation),

#HE% kensetsu (construction),

Yyt butsuryd (logistics),

S it~ hanno (reaction)

T. 5% kéji (construction),

T2 % kenkyihi (research funds),
Z 4L sore (it), X% shien (support),
B yashi (loan),

A2 8% BE kotsikikan (transportation),
TATHE hikoki (airplane),

1T8)) k6d6 (behavior),

AL nagare (flow), 1) ku (phrase),
H % rensho (consecutive victories),
/£ JE seisan (production),

4\ shiharai (payment),

E ] jikan (time),

%17 hakko (publishing)

T L X —X—erebéta (elevator),
fi@i N\ yunyd (import), 545 kyokyi
(supply),

3 shiké (thought),

[5]$ kairo (circuit (electric)),

WLER shori (processing),

0% kokyd (breath), > 7" pompu
(pump),

X ugoki (movement), 7| ressha
(train),

JE-f-4F genshiro (nuclear reactor),
4% seiché (growth),

i kuruma (vehicle),

#aiH yushutsu (export),

F&HE kino (function),

TV enjin (engine),

158 katsudé (activity),

H @)L jidésha (automobile),
T/ saisei (regeneration),

TE#i5 unten (operation),

YEZ£ sagyé (operation),

LMl shinzé (heart), 3G shinkyd
(payment),

H—E"R sabisu (services),

2 jigy6 (business),

15 1 shiyé (use), FIJJH riyé (use)

(5) RERDIEAESVORERBBET I, ERSNILH, SHTEREIND-T, £
SDOIEEEAN AN 7L, b HAARITHEL 137 ...(LBo2_00085)
harusaki na noni sijdnen buri no daikampa ga otozure, yuki ga furi hajime, yagate
mofubuki ni kawatte, 6ku no kétsd kikan ga sutoppu shi, mochiron hikoki mo tobazu...

‘Even though it was the beginning of spring, the first major cold wave in decades hit,
and snow began to fall, which soon became a blizzard, stopping many transportation

systems, and of course, flights.’

(6) BUE, I—rv DL DEN, BROFNEZAN T LEHEL TV ET, (PB35_00199)

genzai, yoroppa no oku no kuni ga, imin no nagare wo sutoppu shiyé to shiteimasu.

‘Currently, many European countries are trying to stop the flow of immigrants.’
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(7) 2zl ERZETBIEFT DR LT, BENIET M THY, B2, IRKTHE
FEDMEIE LAy T U —ff FIZ L D65 TH 727208 3 5 ClRIEDNEBIEZ CLE T2y
M, L5 O N & LB S8 O 5 L LR T2/ 7-, (LBg5_00015)
kore wo tanabe kaijé hoambu tsdshin sho ga jushin shita ga, kando ga hijo ni bijaku de
ari, sara ni, shinsui de hatsudenki ga teishi shi batteri shiyo ni yoru séshin deatta tame
yaku sampun de tsishin ga todaete shimatta koto nado kara, L gé no sonan ichi wa
nojimazaki no nampé to shika kakunin deki nakatta.

‘The Tanabe Coast Guard Station received the message, but the sensitivity was very
weak, and the transmission was cut off after about three minutes because the
generator was stopped by the flooding and a battery was being used for transmission.’

(8

~

BRI E TR SO DR AME IEL CLES 256, N LR D~ > —0F, &
TN ETEER A, (OP15_00002)

kega ya kyiibyo nado de kokyi ya shinzé ga teishi shite shimatta baai, jinko kokyi ya
shinzé massaji wa, chishiki ga nai to dekimasen.

‘If a person's breathing or heart stops due to injury or sudden illness, artificial
respiration and cardiac massage cannot be performed without knowledge.’

The above examples show that sutoppu can mean to deliberately stop something
that is of high resistance or a movement in progress, and similarly, in its noun usage,
sutoppu emphasizes the action of stopping. In example (5), interruption of traffic
should be avoided (which leads to psychological resistance to the interruption of
traffic), but the snow unavoidably stopped the traffic, anyways. In example (6), it is
considered that there is great resistance from the immigrants who try to come in with
a strong will.

On the other hand, teishi often refers to stopping something with low resistance.
In example (7), the subject of the action is a generator, and a generator does not have
any intention of not wanting to stop, so teishi is chosen here. In example (8), the heart
has already stopped spontaneously due to an injury or illness, and there is no particular
resistance, so teishi has also been chosen here. Thus, sutoppu emphasizes sudden and
forcible stopping which overcomes some kind of resistance, whereas teishi often
describes things that have spontaneously stopped.

5 Conclusion

In summary, this paper has attempted to elucidate the use of the semantic functions
of the western loanword sutoppu and its synonymous Sino-Japanese word teishi from
four perspectives: (1) frequency, (2) conjugation types, (3) characteristically used
genres, and (4) collocations. The findings of this paper can be summarized as follows.
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Firstly, in terms of frequency, teishi is used more than twice as often as sutoppu,
which may be caused by the contexts in which the words are likely to be used and the
part-of-speech nature (see 4.1).

Secondly, in terms of conjugation types (parts of speech), both words are used as
nouns more frequently than as verbs, and sutoppu is used as a noun 10% more than
teishi. In addition, sutoppu is used mostly in the causative form, implying something
compulsory or intentional. Whereas teishi is mostly used in its passive form to imply
inevitability (see 4.2).

Thirdly, from the perspective of genres, sutoppu is less genre-biased and is
preferred in more informal contexts. On the other hand, teishi has a greater genre bias
and is preferred in more public contexts (see 4.3).

Finally, in the case of collocations, when the two words are used as nouns, sutoppu
emphasizes instantaneity and describes the action of stopping, whereas teishi permits
a certain duration of time and describes the state of being stopped. When the two
words are used as verbs, the characteristic objects of sutoppu semantically express
something with high resistance or ongoing action, while the characteristic objects of
teishi have many words which express something with low resistance. In addition,
sutoppu has the meaning of intentionally stopping something with great resistance or
stopping an action in progress, emphasizing the action of stopping, whereas teishi often
refers to the state of being stopped (see 4.4).

Since the first corpus-based dictionary Collins Cobuild Dictionary of English,
compiled by John Sinclair and published in 1987, the way dictionaries were compiled
which had relied heavily on the introspective judgment of native speakers had changed.
At present, almost all English dictionaries for learners are corpus-based, but Japanese
dictionaries for learners are few in number, and there are still no fully corpus-based
dictionaries (Ishikawa, 2014). Many previous studies have pointed out that there is
room for the contribution of corpora and corpus analysis methods in the development
of Japanese dictionaries for learners (Sunakawa, 2011; Tanomura, 2010; Ishikawa,
2014). In this study, we expect to shed new light on the development of Japanese
dictionaries for learners. Table 6 is an example of a dictionary description that utilizes
the findings of the present study.

As shown in Table 6, the use of the two words can be made clearer by adding the
information of genre and conjugation types, as well as specific usage preferences.

To conclude, this paper has elucidated the usage of sutoppu and teishi in terms of
their semantic functions. However, there are some limitations. Firstly, only one pair of
a western loanword and its synonymous Sino-Japanese word was observed. Secondly,
the study does not incorporate native speaker reflections. We hope to address these
points in our ongoing research.
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Table 6: Proposal for a new dictionary description

® Characterisitic genres:
% ‘blogs’, ‘magazines’ Y‘newspapers’, ‘white papers’ x ‘laws’
® When used as a noun:
Meaning: Emphasizes an action which is <stopped instantaneously>.
Examples of collocations:
(1) K74 —ARM> 7 dokutd sutoppu (doctor stop)
(2) 7ARV 7 A aidoringu sutoppu (idling stop)
(3) V> ARy 74T wansutoppu gydsei (one-stop administration)
(4) A7 1& sutoppu taka (a limit high of a stock price)
® \When used as a verb:
meaning: Emphasises <Intentionally or forcibly> stopping things or
ongoing actions with <high resistance>.
Examples of collocations:
(1) =& ARy~ rempai wo sutoppu (Stop the losing streak)
(2) fa 2 A~y kyokyid wo sutoppu (stop the supply)
(3) HLNE A shiharai wo sutoppu (stop the payment)
® Characterisitic genres:
*‘laws’ ¥ ‘newspapers’
® When used as a noun:
Meaning: Emphasizes the the state of <being stopped>.
Examples of collocations:
(1) B FE 1k riyo teishi (utilization stop)
(2) B 1k shutsujo teishi (exit stop)
(3) \LMifif5: 1k shinhai teishi (cardiopulmonary stop)
(8) 15 1L 4R HE teishi jotai (stop status)
® \When used as a verb:
meaning: Emphasizes stopping <naturally> with <low resistance>.
Examples of collocations:
(1) iEEN &A% 11 katsudo wo teishi (stop activity)
(2) BEBEAAZ 1E kind wo teishi (stop function)
(3) =2 &AE-IE enjin wo teishi (stop engine)
(8) W Z452 1E kokyd wo teishi (stop breathing)

sutoppu

teishi
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Abstract

The present study explores the usages of the Roman alphabet within the writing system of
Japanese. Japanese is typically said to have three types of characters in its writing system:
hiragana, katakana, and kanji. However, the Roman alphabet is also commonly used in
Japanese for various purposes along with other types of characters in Japanese. The present
study argues that with the recent surge in electronic communication, the writing practice of
Japanese is transitioning from vertical writing to horizontal writing, and this transition allows
more foreign words and expressions written in the Roman alphabet to be used within Japanese
without being converted into katakana loanwords. The present study also discusses the
influence of the ever-increasing international interaction to the usages of the Roman alphabet
within Japanese.

Keywords: Japanese, loanwords, Roman alphabet, katakana, writing system

Povzetek

Clanek raziskuje uporabo latini¢nega zapisa v pisnem sistemu japons¢ine. Za japonicino
obi¢ajno pravimo, da ima v pisnem sistemu tri vrste znakov: hiragano, katakano in pismenke.
Hkrati se v japonscCini pogosto pojavlja tudi latinica, nameni za to pa so razlicni. V ¢lanku
ugotavljamo, da nedavni porast elektronske komunikacije, s katero pisna praksa japonscine
prehaja iz navpi¢nega v vodoravni zapis, omogoca, da se v japonscini uporablja vec tujih besed
in izrazov, napisanih v latinici, ne da bi jih pretvorili v izposojenke v katakani. Clanek obenem
obravnava Se vpliv vedno vecdje mednarodne interakcije na uporabo latinice v japonscini.

Kljucne besede: japonscina, prevzete besede, latinicni zapis, katakana, pisni sistem
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1 Introduction

The writing system of the modern Japanese language is typically said to consist of three
major types of characters; the three types are hiragana, katakana, and kanji. However,
one set of characters that is often overlooked in the writing system of Japanese is the
Roman alphabet. In addition, with the recent surge of the use of the written language
on the Internet, the Roman alphabet used within Japanese has also been increasing its
importance. The present paper explores the usages of the Roman alphabet within the
Japanese language, with a special focus on the linguistic, communicative, and social
significance resulting from the usages of the Roman alphabet within the writing system
of Japanese.

Before discussing the usages of the Roman alphabet within the writing system of
Japanese, first, the present study provides a brief overview of the types of characters
used in Japanese.

In the writing system of Japanese, hiragana characters are considered to be the
most basic set of characters. After Chinese characters were introduced to Japan around
the late fourth and early fifth centuries, hiragana was first created as a reading aid for
Chinese characters around the ninth century (Hasegawa, 2015). Hiragana went
through some modifications after its initial creation, and the modern set of hiragana
used in present-day Japanese consists of 46 characters. Hiragana are phonograms,
each of which represents a specific syllable, and are used for words in various lexical
categories such as nouns, verbs, and adjectives. Hiragana is also used for particles and
conjugational endings.

Another set of characters used in Japanese is katakana. Katakana characters were
also developed from Chinese characters around the ninth century as a reading aid. In
modern Japanese, katakana are mostly used for loanwords from non-Japanese
languages and also for onomatopoeic expressions. Another major set of characters in
Japanese is kanji characters. The literal meaning of kanji () is ‘characters of the
Han Dynasty of ancient China’ (Hasegawa, 2015), and approximately 50,000 kanji
characters exist in modern Japanese (Morton et al., 1992; Taylor & Taylor, 1995).
However, most of those 50,000 characters are not in use in everyday life in Japan. The
Agency of Cultural Affairs of Japan sets 2,136 characters as joyo kanji, which translates
to English as ‘commonly used kanji’ (Agency of Cultural Affairs, 2010). The Joyo kanji
list also serves as the guideline to select kanji characters that are to be included in
school education as part of the government-set nationally standardized curriculum.
Kanji characters are mostly used for words that were incorporated into Japanese from
Chinese as well as Japanese nouns and the non-conjugational components of various
lexical items such as verbs and adjectives.
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The following sentences demonstrate the typical mixture of hiragana, katakana,
and kanji in Japanese sentences.!

(1) BETTA A7 UV —LEHWE LT,
Shokudoo de aisukuriimu o kaimashita.

‘I bought ice cream at the cafeteria.’

(2) HF S AlTe v RATWET,
Tanaka san wa rondon ni imasu.

‘Mr./Ms. Tanaka is in London.’

In (1), shokudoo (£ %) ‘cafeteria’ and the non-conjugational part of the verb
kaimashita (B FE L72) ‘bought’ are written in kanji. Particles such as the location
marking de (C), the object-marking o (%), and the conjugational component of the
verb kaimashita are written in hiragana. Katakana is used for the loanword aisukuriimu
(7 A A2 Y —L) ‘ice cream,” in accordance with the phonological transformation
from the English ice cream to the Japanese aisukuriimu. As shown in (1), the three
major types of characters are used within a continuous sentence in Japanese, and the
choice of the type of characters is determined at the word level depending on the
property of each word. Similarly, in (2), the personal proper noun Tanaka () is
written in kanji, the city name rondon (2 > K ) ‘London’ in katakana, and other
components in hiragana.

2 The present study

The Roman alphabet is typically not included as a major character type when the
writing system of Japanese is discussed. However, close observation of the written
language in Japanese shows that the Roman alphabet is frequently used as part of the
Japanese writing system, and the Roman alphabet can be considered to be one of the
major character types used within the Japanese writing system. The present paper
explores the usages of the Roman alphabet used within Japanese, and discusses the
communicative and sociolinguistic significance surrounding the usages of the Roman
alphabet in Japanese.

This paper’s organization is as follows; the usages of the Roman alphabet are
categorized into several categories, and example sentences are listed in each category

! The present study follows the convention of transliteration that is typically adopted in linguistic
studies in North America for its Romanization of Japanese. In this convention, the long vowel oo as

in gakkoo (25> Z 9 ) ‘school’ is Romanized as 00, not 6 or ou. Similarly, ee as in sensee (& A & )
‘teacher’ is Romanized as ee, not € or ei.
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to demonstrate the usages and illustrate the significance and implications of choosing
to use the Roman alphabet instead of other types of characters in Japanese. The
present study primarily focuses on qualitative analysis of examples, and example
sentences are selected from various sources in Japanese from online and printed
materials. Some selected examples from the Balanced Corpus of Contemporary Written
Japanese (Maekawa, 2008) are also included in the present study.

As for the selection of data, the present paper mostly focuses on the usages of the
Roman alphabet within Japanese sentences, not the Roman alphabet used at the word
or the phrase level. Various studies report that English words are used with the original
spelling in the Roman alphabet, especially in advertisements for commercial products
and also in popular culture such as popular songs and titles of movies and TV shows
(e.g., Honna, 1995; Kay, 1995; Kinjo, 1998; Kubota, 1998; Stanlaw, 2004; Daulton, 2008;
Irwin, 2011; Sung & Mitsudo, 2016). However, when English words written in the
Roman alphabet are used independently of other sentential components in Japanese,
the examples may simply be considered as the usages of English, rather than English
words in the Roman alphabet appearing within the Japanese language. For this reason,
even though the increased use of English in Japan is an intriguing phenomenon and
relevant to the present paper’s topic, considering the abundance of existing literature
on the use of English in Japan, this present paper attempts to contribute to the existing
literature by focusing on the Roman alphabet used within Japanese along with other
types of characters in Japanese.

3 The usage of the Roman alphabet in Japanese

Various types of usages of the Roman alphabet within the Japanese writing system are
explored in this section.

3.1 Roman letters used for acronyms

One of the common types of usages of the Roman alphabet in Japanese is for
abbreviated expressions originated in Western languages, most of which are from
English. When loanwords from foreign languages are incorporated into the vocabulary
pool of Japanese, they are conventionally written in katakana. However, when
acronyms that are written in the Roman alphabet in foreign languages are used as
loanwords in Japanese, the letter combinations in the original language are preserved
when they are used in Japanese. Those acronyms in Roman letters are typically used as
nouns in Japanese, both as common nouns and proper nouns. Tables 1 and 2 list some
select examples of acronyms in the Roman alphabet that are used as common nouns
and proper nouns in Japanese, respectively.
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Table 1: Acronyms in Roman Letters used in Japanese [Common Nouns]

Acronyms Original Forms

AED automated external defibrillator
ATM automated teller machine

CD compact disc

DNA deoxyribonucleic acid

DVD digital video disc

LPG liquefied petroleum gas

PR public relations

Table 2: Acronyms in Roman Letters used in Japanese [Proper Nouns]

Acronyms Original Forms

FBI Federal Bureau of Investigation

IMF International Monetary Fund

NHK Nippon Hoosoo Kyookai ‘Japan Broadcasting Corporation’
NTT Nippon Telegraph and Telephone

OECD Organisation for Economic Co-operation and Development
OPEC Organization of the Petroleum Exporting Countries

uslJ Universal Studios Japan

WHO World Health Organization

The following example demonstrates how acronyms in Roman letters are used
mixed with other types of characters in Japanese.

(3) BIFETIE, A2 T4« UTILH A DAL IERE ML D JEJE T8, $RAT
D ATM, L TORMHE 2 & TR ST,

Genzai de wa, onrain-riarutaimu shori wa tetsudoo ya kookuuki no zaseki yoyaku,
ginkoo no ATM, koojoo deno kikai seigyo nado de riyoo sarete iru.

‘Currently, online real-time processing is used in reservation systems for trains and
airplanes, bank ATMs, and machine control systems in factories.’

([BCCWI: PB43_00081] Gendai keeee to nettowaaku, Kishikawa & Hoshino, 2004)

In (3), the acronym ATM ‘ATM’ is written in Roman letters and used with other
components in characters that are unique to the Japanese language such as hiragana,
katakana, and kanji. Also, since ATM is a commonly-known word among speakers of
Japanese, no further explanations are provided in the text.

When acronyms in the Roman alphabet are used in Japanese sentences, the full
Japanese translation of the form before abbreviation is often written in parenthesis
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after the acronym. The following example demonstrates such listing of translation in
Japanese. Translations for acronyms in Japanese tend to be provided when the
acronym is a proper noun, or a less commonly known phrase.

4) VRO HFEEICEY T LINEE W XIE, WERS IMFEBRBERE)TH 5,
Tooji no senryoogun ni gaitoo suru gaiatsu to ie ba, ima nara IMF (kokusai tsuuka kikin)
de aru.

‘What is equivalent to the occupying force back then is the IMF (International
Monetary Fund) in modern times.’

([BCCWIJ: PB53_00657] Shisan hookai, Ota, 2005)

In (4), after IMF in Roman letters, kokusai tsuuka kikin ([E & 8 4§ 3 4)
‘International Monetary Fund’ is listed to provide further information about the
acronym, and when the acronym reappears in later parts of the text, the full translation
in parenthesis is not repeated.

Similarly, the translation in Japanese occasionally precedes the acronym and the
acronym in parenthesis follows the Japanese translation.

(5) fRE & X [HLY ’Tﬁé@éu\ IXEHF TRV E VD Z & TliEel, HERMIZLE
FHEYIZ &+ WCRAFRREETH H 2 &) & AR RS (WHO)I
EFRLTND,

Kenkoo to wa “tan ni byooki aruiwa kyojaku de nai to iu koto de wa naku, shintaiteki
ni mo seeshinteki nimo shakaiteki ni mo kanzen ni ryookoo na jootai de aru koto” to
sekai hoken kikan (WHO) wa teegi shite iru.

‘The World Health Organization (WHO) defines health as “health is a state of complete
physical, mental and social well-being and not merely the absence of disease or
infirmity."”’

([BCCWIJ: LBt4_00058] Wakari yasui kaigo no tame no eeyoo to choori, Yoshida &
Sumii, 2005)

In (5), WHO in parenthesis follows its translation in Japanese sekai hoken kikan
‘World Health Organization.” In later parts of the text, the acronym WHO is repeated in
the main body of the text without being accompanied with the translation in Japanese.
Examples (4) and (5) demonstrate typical ways of introducing acronyms in the Roman
alphabet when they first appear in a written text in Japanese. When the acronym may
not be familiar to the potential readers, the acronym is accompanied with its Japanese
translation, and when it reappears in the text, it is used without being accompanied
with the translation.
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As for the way acronyms in the Roman alphabet are read with other components
in the sentence in Japanese, the pronunciation is based on the way in which Roman
letters are pronounced within the Japanese sound system, which can be written using
katakana. For example, when the word CD ‘compact disc’ is pronounced in a Japanese
sentence, it is pronounced as shiidii, not /si:di:/ as in the original English pronunciation.
The conversion from English pronunciation to the pronunciation that conforms to the
Japanese sound system and can be accurately transcribed using katakana is the
standard procedure for using acronyms in the Roman alphabet in Japanese, and even
in the Japanese language textbooks for learners of Japanese, students are instructed
to pronounce acronyms in katakana pronunciation. For example, in Genki | (Banno et
al., 2011), which is an elementary-level Japanese language textbook, the word CD is
introduced with shiidii (32— « —) in katakana as a pronunciation guide in the
vocabulary list. It should also be noted that for acronyms that have unique reading
patterns that are different from simply reading out the Roman letters, such as OPEC
read as /oupek/ in English, the pronunciation conforms with the Japanese sound
system and is enunciated as opekku (this could also be written as 4~ 7 ) in
Japanese.

3.2 Proper nouns written in the Roman alphabet in Japanese

In addition to proper nouns that are acronyms, certain types of proper nouns in non-
Japanese languages are written in the Roman alphabet without being converted to
katakana.

3.2.1 Roman alphabet used for reference purposes

The first types of examples discussed here are proper nouns such as personal names
and place names originally written in the Roman alphabet. The following examples are
from news articles that include proper nouns in foreign languages.

(6) 7T v AKFMENIT 17 H, =¥ ===/l - ¥ & > (Emmanuel Macron) K# &
WEFanF A NVARETHEE S SN R LT, 4% 1 BHEAE
FREEZ1T S & D,

Furansu daitooryoofu wa juunana nichi, emanyueru makuron (Emmanuel Macron)
daitooryoo ga shingata korona uirusu kensa de yoosee to shindan sareta to happyoo
shita. Kongo isshuukan jishu kakuri o okonau to iu.

‘The Office of the President of France announced that President Emmanuel Macron
has tested positive for the new-type coronavirus. He will self-quarantine for a week.’

(Yahoo! News, https://news.yahoo.co.jp/, accessed 12/17/2020)
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(7) KB micksb=a—a—7iiodl 290 FeiZfiET L5 HAH M
(Binghamton)o <> T L R_=T M U v F 7 ¢ —/)L R(Litchfield) CFHEFEN 1 A — |k
VBT,

Kishoo tookyoku ni yoru to nyuuyooku shi no kita nihyaku kyuujukkiro ni ichi suru
bingamuton (Binghamton) ya penshirubania shuu ricchifiirudo (Litchfield) de sekisetsu
ga ichi meetoru o koeta.

‘According to the Weather Bureau, snow accumulation exceeded one meter in
Binghamton, which is located 290 kilometers north of New York City, and also in
Litchfield, Pennsylvania.’

(Yahoo! News, https://news.yahoo.co.jp/, accessed 12/18/2020)

In (6), Emmanuel Macron, which is the proper noun for a French politician, is
written in katakana as in emanyueru makuron (-~ == T/l « ¥ 7 12 ) and it is
followed by his name in the Roman alphabet in parentheses. Similarly, in (7),
Binghamton and Litchfield, which are proper nouns for city names in the United States,
are written in katakana as bingamuton (¥ > 77 2x & ) and ricchifiirudo (V ~ F 7 «
— /L R), followed by their original names in the Roman alphabet. It should be noted
that in (7), nyuuyooku (= =— 3 —7) ‘New York’ and penshirubenia (=" 3/ /L "X =
7") Pennsylvania’ are not followed by their Roman alphabet forms. The reason for this
inconsistency appears to be how well-known those proper nouns are among the
intended readers, who are speakers of Japanese that reside in Japan. Many foreign
place names are well-known in Japan, and major states in the United States such as
New York and Pennsylvania have been incorporated into the vocabulary pool of
Japanese as katakana loanwords, as demonstrated by the fact that nyuuyooku and
penshirubenia in katakana are both included in the Daijisen Dictionary (Matsumura,
2020), which is one of the leading Japanese monolingual dictionaries. However, less-
commonly-known city names such as Binghamton and Litchfield are unlikely to be
recognized by speakers of Japanese, and it appears that the forms in the original Roman
alphabet are provided in the parentheses as supplementary information that helps
readers make a connection between the katakana forms and the original forms.

In addition, personal proper nouns in languages that are written in the Roman
alphabet are also written in the original format in scholarly publications in Japanese.
The following excerpt includes such examples of foreign names written in the Roman
alphabet in a scholarly article.
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(8) Gumperz (1982) 1X, E A FFOHF LORFETIX, BIMEN EWIZEL 2]
FFEFFS TWAMNT=DIT, BN AE T 5 E L, Tannen (1993) 1. X kiz kD
DRED AR A NPT D 2 L HFEHR LTV 5,

Gumperz (1982) wa, ibunka o motsu mono dooshi no kaiwa de wa, sankasha ga tagai
ni kotonaru kitai o motte iru ga tame ni, gokai ga shoojiru to shi, Tannen (1993) wa,
bunka ni yori kaiwa no sutairu ga kotonaru koto o shiteki shite iru.

‘Gumperz (1982) claims that misunderstandings occur in conversations between
participants with diverse cultural backgrounds because their expectations are
different, and Tannen (1993) points out that conversation styles are different in
different cultures.’

(Nihonjin daigakusee no guruupu tooron ni okeru ketsuron seesee to shinkooyaku no
yakuwari, Otsuka, 2003)

(8) is from an article about linguistics, and the authors of the cited references are
written in the Roman alphabet as in Gumperz and Tannen. This convention to use the
Roman alphabet for references in scholarly publications seems to be developed from
the necessity to maintain the original spelling information for the authors’ names in the
cited documents. If the authors of the cited documents were converted to katakana, it
would be challenging for the readers to identify the cited documents that were written
in non-Japanese languages. In addition, if each author attempts to convert non-
Japanese names into katakana, the same author’s name written in the Roman alphabet
in the original language may be converted to katakana differently depending on the
author’s personal preferences, even though the conventions for converting English to
katakana are mostly uniform among native speakers of Japanese. For those reasons,
names in non-Japanese languages appear to be conventionalized to be written in their
original form (the Roman or other Western alphabets) in scholarly publications in
Japanese.?

Furthermore, it should also be noted that even when the author of the cited
document has a name originally written in the Roman alphabet, when the cited
document is published in Japanese with the author’s name written in katakana, the
author’s name of the cited document is also written in katakana. Observe the following
excerpt.

2 Names in East Asian languages, especially Chinese names, are conventionalized to be written in
kanji in scholarly documents in Japanese. However, names in Asian languages in the entertainment
field tend to be written in katakana. For more details, see Kimura (2013), Mochizuki et al. (2014),
etc.
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(9) #(2008)1%., =FE%E HLEE(Jernudd & Neustupny 1987, Neustupny 1985a, 1985b,
1994a, RV A K 7'=—1994b, 1995)IZ{h > T, HARGEIERGEREE M2 ¥ E
L7zZ E CHERLNE/BINTZONZIALNIZLTWND,

Hayashi (2008) wa, gengo kanri riron (Jernudd & Neustupny 1987, Neustupny 1985a,
1985b, 1994a, neusutopunii 1994b, 1995) ni sotte, nihongo hi bigowasha ga nani o
ryuui shita koto de kikikaeshi ga jisshi sareta no ka o akiraka ni shite iru.

‘Hayashi (2008) follows the Language Management Theory (Jernudd & Neustupny
1987, Neustupny 1985a, 1985b, 1994a, neusutopunii 1994b, 1995), and reveals what
triggered non-native speakers of Japanese to make reiteration requests.’

(Kikikaeshi no sutorategii to mondai kaiketsu, Hayashi, 2009)

In (9), Neustupny in the Roman alphabet, which refers to the Czech-Australian
linguist J.V. Neustupny, is used for some of the citations, but neusutopunii (% 7 A k
7°=—) in katakana is also included in the citation list. Neustupny in the Roman
alphabet and neusutopunii in katakana in (9) both refer to the same linguist, J.V.
Neustupny. This inconsistency is resulting from the difference in the languages used in
the cited documents. The cited documents with Neustupny in the Roman alphabet are
written in English, and the author’s name is also written in the Roman alphabet in those
articles. On the other hand, the documents cited with neusutopunii in katakana are
written in Japanese, and the author’s name is also listed in katakana in the cited articles.
Therefore, even when the author’s name is written in the Roman alphabet in the
original language if the same name is written in katakana in the cited document in
Japanese, the name remains in katakana in academic citations.

3.2.2 Roman alphabet used for product names

Another type of usage of the Roman alphabet within Japanese is for specific proper
nouns such as product and service names. Certain product names are marketed in the
Roman alphabet without being converted into katakana for the Japanese market. In
addition, those product names are also written in the Roman alphabet when they
appear in Japanese sentences. The following excerpt is from a website about mobile
phone services. The page includes information about the iPhone, which is also
marketed as iPhone in the English-speaking market.



The Roman Alphabet Within the Japanese Writing System: Patterns ... 61

(10) iPhone DET I H LT 5 BRESLT A AT LA, A R/gE RaeEinb R
5 @ iPhone DT XTOET )VOREEE & kA g TE £97,

iPhone no moderu o hikaku suru: Yooryoo ya disupurei, saizu nado dokomo kara
hatsubaichuu no iPhone no subete no moderu no kinoo to shiyoo o hikaku dekimasu.

‘Compare iPhone models: You can compare the storage space, display, and size of all
iPhone models sold by Docomo.’

(https://www.nttdocomo.co.jp/iphone/, accessed 12/27/2020)

As shown in (10), the product name iPhone is written in the Roman Alphabet within a
Japanese sentence without being converted into aifon (7 7 % ) in katakana, and
the readers are also expected to understand the product name without relying on
katakana. However, it should also be noted that when iPhone in the Roman alphabet
is read aloud in Japanese sentences, it is pronounced as aifon, conforming with the
sound system of Japanese, as it would be transcribed in katakana.

Furthermore, the usage of the Roman alphabet for commercial products is not
limited to products with foreign origins. The following excerpt is from a webpage about
the connected service for Toyota vehicles.

(11) T-Connect D — P —IRFEH DY —E 2% A FROKRE « v =T 172 &
. BRI OERE TR LET,
T-Connect no yuuzaa sama senyoo no saabisu saito ya settee soosa manyuaru nado,
oyaku ni tatsu joohoo o goshookai shimasu.

‘[This page] introduces useful information for T-Connect users such as the service
website, settings, and operation manuals.’

(https://toyota.jp/tconnectservice/user/?padid=ag341 from_owner_tconnect_use
r/, accessed 12/27/2020)

In (11), T-Connect, which is the proper noun for a service offered by Toyota, is
written in the Roman alphabet in a Japanese sentence. This example shows that even
though Toyota is a Japanese company and the service is also for the Japanese domestic
market, the Roman alphabet is used for the service’s proper noun and the assumption
is that the usage of the Roman alphabet does not block communication for the
Japanese-speaking audience. Also, the use of the Roman alphabet for T-Connect
contrasts with the use of katakana for general loanwords from English such as yuuzaa
(==—"—) ‘user’ and saabisu (Y — £ R) ‘service’ in the same sentence, which are
considered to be already integrated into the vocabulary pool of Japanese as katakana
loanwords.
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3.2.3 Common nouns written in the Roman alphabet in Japanese: IT-related
vocabulary

The usage of the Roman alphabet in Japanese may initially appear to be predominantly
for acronyms and proper nouns; however, there are some somewhat conventionalized
usages of the Roman alphabet for common nouns. This subsection explores those
usages of the Roman alphabet for common nouns and expressions. (12) is an excerpt
from the website about service schedules for Tokyo Gas, which is the provider of
natural gas in the Tokyo metropolitan area.

(12) W AEZER LR TRIO S 6 T AEEA LB ETH O 17:00 £ T Web TD
JE S AT HE T
Gasu sagyoo kiboo jikan ga gozen no baai: Gasu sagyoo kiboobi zenjitsu no 17:00
made web deno henkoo ga kanoo desu.

‘If you prefer a.m. gas work: It is possible to change (the schedule) until 17:00 of the
day before your preferred day.’

(https://home.tokyo-gas.co.jp/procedure/moving/change.html, 2/22/2021)

In (12), Web ‘web’ is written in the Roman alphabet in a sentence in Japanese, even
though its katakana counterpart webu (7 = 7’) ‘web’ already exists as a katakana
loanword in the vocabulary pool of Japanese. Also, gasu (77 AX) ‘gas,” which has been
part of the Japanese vocabulary for a considerable length of time, is written in katakana.

The next excerpt also includes an IT-related term written in the Roman alphabet.

(13) fdbEs RS MfaiEt o #—1d, 7 H 26 RICBAfES LR - BEANT =
7 GEr R R—LA7U X ALFR—/V) (Zonline TEAMLE LT,
Bihoku kooiki noogyoo shidoo sentaa wa, 7 gatsu 26 nichi ni kaisai sareta shin
noogyoojin fea (basho tookyoo doomu purizumu hooru) ni online de sanka
shimashita.

‘Larger Bihoku area Agriculture Advocacy and Training Center participated in the
New Agriculture People Fair (location: Tokyo Dome Prizm Hall) online on July 26.’

(https://www.pref.okayama.jp/site/587/674203.html, accessed 2/25/2021)

Example (13) was taken from the newsletter by the Okayama Prefecture
Government. In it, online in the Roman alphabet is used instead of its katakana
counterpart onrain ("> 7 A >7). This type of usage of the Roman alphabet instead of
using loanwords in katakana is frequently observed for the vocabulary items related to
the IT field, and other well-known IT-related terms such as chat, spam, and bot are also
often written in the Roman alphabet in sentences written in Japanese. Those IT-related
terms were not in common usage until recently, since only 25% of households in Japan
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had personal computers at home in 1997, and even in 2005, the percentage was 65%
(Okabe, 2009). It is speculated that specialized terminologies from foreign languages
that were incorporated into Japanese recently may have a tendency to be written in
the Roman alphabet without being converted to katakana, and the same tendency may
also exist for non-specialized loanwords that were recently incorporated into Japanese.

3.2.4 Common nouns written in Roman alphabet in Japanese: general expressions

The use of the Roman alphabet for non-proper nouns is not limited to IT-related
terminologies. Some commonly-recognized expressions in English are also written in
the Roman alphabet in Japanese sentences without being converted into katakana.
Observe the following two excerpts.

(14) BRETAZF LD TEB M ICLTEWBES L BERETAEZF DD L,
Ay MEIDOWTERDFERK 1,200 H OFF,
Denki to gasu o matomete otoku ni shitai okyakusama: Denki to gasu o matomeru
to, gasusetto wari ga tsuite denkidai ga nenkan yaku 1,200 en OFF.
‘For customers who want to bundle electricity and gas and save money: If you bundle
electricity and gas, it will be 1,200 yen off with the gas-set discount.’

(https://www.tepco.co.jp/ep/private/plan/index-j.html, accessed 2/21/2020)

TR LB DEFEASHE « S F_—T % OPEN LE L7z, T HRE S
DIEBRAZ « ZHEFHIEIZOWTIE, 2O A &l U TRIFTOE#A %
FLTW&EET,

Keeee gakubu no kokusai kooryuu kookan ryuugaku peeji o OPEN shimashita.
Korekara keeee gakubu no kokusai kookan ryuugaku seedo ni tsuite wa, kono saito o
tsuujite saishin no joohoo o hasshin shite ikimasu.

(15)

‘We have opened the webpage for international exchange and exchange programs
for the Department of Management. The latest information about the international
exchange and exchange study abroad programs will be uploaded on this website
from now on.’

(https://www.meiji.ac.jp/keiei/exchange/topics/2010/6t5h7p0000001v4j.html,
accessed 2/27/2020)

In (14), OFF in English is written in the Roman alphabet. In this particular example,
even though the same information can be conveyed by using Japanese words such as
waribiki ‘discount’ or the katakana loanword ofu (4~ 7 ) ‘off’ OFF in the Roman
alphabet is selected as the vocabulary item to convey the information to the reader.
Similarly, in (15), which is from a university’s website about its study abroad programs,
OPEN in the Roman alphabet is used to form a past-tense verb OPEN shita ‘opened,’
even though oopun (4 — 7 .7) ‘open’ in katakana is already a commonly-used
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loanword in Japanese. Furthermore, the same information can also be conveyed with
Japanese vocabulary such as dekita ‘to be made, to be completed’ in (15).

The usages of the Roman alphabet in (14) and (15) seem to contrast with the cases
we observed in (12) and (13). The IT-related terms included in (12) and (13) were
loanwords that were newly introduced to the vocabulary pool of Japanese. However,
general expressions in English such as off and open have been part of the Japanese
vocabulary pool for a long time, and as mentioned earlier, katakana are typically used
when words from non-Japanese languages are used in Japanese in conformity with the
phonological system in Japanese. However, the role of katakana loanwords is not
simply limited to enabling the usage of foreign words within Japanese. Katakana
loanwords are often chosen even when Japanese equivalents already exist in the
vocabulary pool of Japanese, and they have various sociolinguistic functions that are
unique to loanwords, especially when the loanwords are from European languages
including English. For example, Kay (1995) argues that “[lJoanwords are often
associated with a sophisticated, Western lifestyle, and may be used in place of
Japanese words of equivalent meaning because of their foreign appeal” (p. 74). As Kay
argues, loanwords are often used to portray certain sophisticated and advanced images,
even though the same information can be expressed with non-loanword Japanese
vocabulary. Those loanwords used for the purpose of displaying sophisticated images
are written in katakana in most cases; however, by using the Roman alphabet instead
of katakana, the intended sophisticated image seems to be even more amplified, since
the Roman alphabet carries more sophisticated appeal compared to katakana, which
are considered to be fully part of the Japanese writing system.

In addition, even without an intention to portray a sophisticated image, using the
Roman alphabet can be simply eye-catching in the text where the rest is predominantly
written in Japanese characters. Examples of the usage of the Roman alphabet such as
what we observed in (14) and (15) could also be from the writers’ desire to make the
phrases more eye-catching for the audience, and since almost all Japanese readers
would know basic English expressions such as off and open, the understandability of
the sentences will not be sacrificed by using the Roman alphabet as in (14) and (15).

3.2.5 Proper nouns in the Roman alphabet with preserved English structures

Some English expressions written in the Roman alphabet contain expressions that are
not typically considered to be included in the vocabulary pool of Japanese as katakana
loanwords. Observe the following excerpt.
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(16) iPhone 12 Pro Z 5 \: Apple Trade In Z R4 2 & . &K 40,000 HEI5[IZ
0 ET,

iPhone 12 Pro o koonyuu: Apple Trade In o riyoo suru to, saidai 40,000 en waribiki
ni narimasu.

‘Purchasing iPhone 12 Pro: If you make use of Apple Trade In, you can save up to
40,000 yen.’

(https://www.apple.com/jp/shop/buy-iphone/iphone-12-pro, accessed
12/28/2020)

In (16), Apple Trade In is written in the Roman alphabet. Apple Trade In is a discount
service for purchasing new phones with which buyers can use the value of their old
phones towards the payment for the new phone, and the same service is also marketed
as Apple Trade In in the English-speaking market. What is noticeable here is that the
English expression trade-in is not typically considered to be a loanword used in
Japanese. For example, trade-in in English would be toreedoin (F L'— KA ) in
katakana, but it is not included in the Daijisen Japanese monolingual dictionary
(Matsumura, 2020). Apple Trade In in (16) is an example that requires readers to
understand an English phrase that is not incorporated into the vocabulary pool of
Japanese. Needless to say, trade-in is a basic phrase for speakers of English; however,
even though trade-in in (16) is used as part of a proper noun, (16) can be interpreted
as an example in which a neologism from English written in the Roman alphabet is
incorporated into a Japanese sentence mostly written in Japanese characters.

The following excerpt also includes an example of the Roman alphabet used as part
of a proper noun. (17) is from an announcement about a music and dramatic reading
event featuring the Shingeki no Kyojin series, a well-known manga and anime series in
Japan. Shingeki no Kyojin is known as Attack on Titan in the English-speaking market.

(17) 2017 £ 10 H 29 HICHRERE 7 +— T AR — /L ChE SN D [HEROE A
| Reading & Live Event Orchestra [Attack & A& 2 | OKNEOT 7~ b —
IR FE N E N LE L]

2017 nen 10 gatsu 29 nichi ni tookyoo kokusai fooramu hooru de kaisai sareru
“Shingeki no Kyojin” Reading & Live Event Orchestra “Attack on taikan 2” no kaku
kooen no chiketto ippan hanbai ga kettee itashimashita!

‘We announce that the tickets for each performance of “Attack on Titan” Reading
& Live Orchestra “Attack Sound Experience 2,” which will be held at Tokyo
International Forum Hall on October 29, 2017, will be on sale to the general
public!’

(https://shingeki.tv/news/archives/3381/, accessed 1/15/2021)
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In (17), “’Shingeki no Kyojin’ Reading & Live Event Orchestra ‘Attack on taikan 2"
is the proper noun for the event, and the whole name is repeatedly used on other pages
of the website and also in other advertisement materials. As shown in (17), Reading &
Live Event Orchestra is written in the Roman alphabet, and the readers are expected to
read the English component in the Japanese sentence. In addition, Attack is also in the
Roman alphabet, which appears to be taken from Shingeki no Kyojin’s English title
Attack on Titan. Unlike the example of the use of the Roman alphabet in (16), katakana
versions of the English words included in (17), which are reading, live, event, orchestra,
and attack are all included in the Daijisen Japanese dictionary and considered to be
part of the modern Japanese vocabulary. However, the usage of English in the Roman
alphabet in (17) demonstrates that English is presented as is, and the event is marketed
with the assumption that the target audience would understand English in the Roman
alphabet without relying on katakana.

3.2.6 Other miscellaneous usages of the Roman alphabet in Japanese

It should be noted that there are some other miscellaneous usages of the Roman
alphabet in texts that are predominantly written in Japanese. The present paper does
not discuss those miscellaneous usages in detail, but those usages are also considered
to be fully integrated into the writing system of the Japanese language.

One type of usage of the Roman alphabet that was not discussed in earlier parts of
the present paper is the Roman alphabet simply used as symbols, especially in listing
and bullet points. Various types of characters are used as the bullet points for listing in
Japanese. The characters commonly used for listing in Japanese are numbers in Arabic
numerals and kanji (1, 2, 3,... or —, ., —,...), katakana characters (7", -, 7,...or 1,
=, 7,...3), and the Roman alphabet in alphabetical order (g, b, c,...). In addition, Roman
numerals in the Roman alphabet (/, /I, /ll,....) are also used for listing in Japanese.
Regarding the usage of the Roman alphabet as symbols, login IDs and passwords on
Japanese websites are typically in the Roman alphabet and/or Arabic numerals, even
when the entire webpage is predominantly in Japanese. In addition, URLs and email
addresses used in Japan are predominantly in the Roman alphabet and Arabic numerals.

Finally, one type of usage of the Roman alphabet that is prevalent in Japan but
often overlooked is the usage of Romanized Japanese for typing Japanese on electronic
devices. There are several different methods to type Japanese on a computer such as
the Romanization input method and the kana input method when the QWERTY
keyboard is used. When the Romanization input method is selected, the intended text
in Japanese is typed in the Romanized format on the QWERTY keyboard. On the other
hand, with the kana input method, each hiragana or katakana character is assigned to

3 The usage of katakana for listing in the 7, 4, 7,... order is based on the hiragana/katakana
ordering system in modern Japanese. The /{, 2, /\,... order is based on an ordering system used in
classical Japanese, which was dominant prior to the implementation of the modern order.
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a key on the QWERTY keyboard, and those characters are input directly without being
Romanized. However, even though the two input methods, the Romanization method
and the kana method, are both available on computers sold in Japan, a survey by Endo
(2015) shows that 93.1% of the respondents answered that they use the Romanization
method when using computers with the QWERTY keyboard. Therefore, even though
Japanese texts typed on computers are mostly in Japanese characters such as hiragana,
katakana, and kanji, the majority of them have gone through Romanization during the
input process. The usage of the Roman alphabet for typing is typically not discussed in
relation to the writing system of Japanese, but it has become an essential component
in the writing practice in Japan and has become the primary means of writing in modern
day Japan. As for the input methods for Japanese on electronic devices, it should be
noted that the input methods used on devices without physical QWERTY keyboards do
not involve the Romanization process. For example, a survey by Nagasawa (2017)
shows that when Japanese college students type Japanese on smartphones, more than
90% of them use the flick method or the toggle method, both of which do not require
the Romanization process for typing Japanese characters.* In addition, a study by
Noborimoto et al. (2021) indicates that high school students in Japan can type Japanese
faster on smartphones compared to typing Japanese on a computer using the QWERTY
keyboard. However, what Nagasawa and Noborimoto et al. have found does not
indicate that Japanese people stopped using the Roman alphabet for writing Japanese
electronically since the usage of computers with QWERTY keyboards are still very
common in Japan, but we should also be aware that Japanese texts typed on
smartphones are typically input without going through the Romanization process.

4 Discussion

The present study has explored the usages of the Roman alphabet within the writing
system of modern Japanese. As the excerpts explored in this paper demonstrated, even
though the Roman alphabet is not typically listed as a character type in Japanese, it has
already been an essential component in the writing practice in Japan.

It seems that there are several major factors that are relevant to the usage of the
Roman alphabet in modern Japanese, and those factors have also been contributing to
the increased usage of the Roman alphabet within Japanese. The factor that is
discussed first is the shift from vertical writing to horizontal writing in modern Japanese.
Yanaike (2003a, 2003b) reports that horizontal writing originally did not exist in
Japanese, but it emerged due to the interaction with the West during the late Edo
period and the early Meiji period. Despite the emergence of horizontal writing in the
late 19th century, the writing practice in Japan remained mostly vertical, especially in

4 For the details about the flick and the toggle input methods, see Nagasawa (2017).
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printed media such as books, magazines, and newspapers. As of the early 2020s, the
majority of printed media in Japan remain in the vertical writing style.

However, due to the recent development of IT technology, the writing practice has
largely shifted towards horizontal writing, since IT-based content such as websites,
emails, text messaging, and social media are predominantly based on horizontal writing.
Due to this shift from vertical writing to horizontal writing, it has become significantly
easier to integrate words written in the Roman alphabet into Japanese compared to
doing so in vertical writing. For example, in order to integrate the English word open in
a Japanese sentence written horizontally, it can be simply written as open horizontally
as shown in (a) in figure 1. On the other hand, when the sentence is written vertically,
the whole alphabet sequence for open must be turned by 90 degrees as in (b), or each
letter in the Roman alphabet must be written vertically, following the pattern of other
Japanese characters as in (c). The sentences in (a), (b), and (c) all read mise ga open
shita ‘the store opened.’

(b)
(a) J573open L=, J§

—
LT
P

W=

o+ — uado .

(o]

W T2 oo o T

Figure 1: Horizontal and Vertical writing styles in Japanese
(Mise ga open shita. ‘The store opened.’)

As demonstrated in Figure 1, using the English word open in the Roman alphabet
may not impose a significant problem in horizontal writing, but when the text is written
vertically, it is difficult to use open in the Roman alphabet without modifying how the
word is written in English sentences. As mentioned earlier, due to the recent
development of IT technology, horizontal writing is becoming more common, and the
opportunities to use the Roman alphabet within Japanese are more widely available
because of the shift to horizontal writing.

Another relevant factor is the burden of typing katakana versions of English words
compared to directly typing English words in the Roman alphabet. For writing English
words within Japanese sentences, depending on the complexity of katakana
combinations and the original spelling in English, the amount of work required for
typing the word may be lower when the word is written in the Roman alphabet. For
instance, in order to type in the word website, when website is written in the Roman



The Roman Alphabet Within the Japanese Writing System: Patterns ... 69

alphabet, the word can simply be input as website. However, if website is converted
into katakana, the writer must input webusaito in Romanized Japanese and then
convert it to katakana. Similarly, in order to type in the word open, it can be simply
input as open in the Roman alphabet, but to type in oopun (4— ") in katakana, the
typing process involves the long vowel symbol (—) and the whole word must be input
as o-pun, the hyphen corresponding to the long vowel symbol.

In addition, the use of the Roman alphabet in Japanese clearly relates to the recent
globalization and the increased exposure to written information from outside Japan
due to the development of IT technology. According to a survey by W3Techs (2021),
61.7% of the web content in the top 10 million websites was in English as of July 2021,
while the content in Japanese was 1.9% in those top 10 million websites. As this
discrepancy between English and Japanese web content shows, users of the Internet
can access a significantly larger amount of information through English, and when the
words or expression used in English is included in sentences written in Japanese,
writing those in the Roman alphabet may be the most convenient option if they are not
fully conventionalized as katakana loanwords in Japanese. In addition, with the recent
surge of the popularity of social media such as Facebook, Twitter, Instagram, and
TikTok, Internet memes tend to be shared globally in a timely manner, and users with
various language backgrounds also comment on those shared contents. Christiansen
(2016) reports that even novice-level speakers of English tend to communicate in
English in online global communities, and such experiences by Japanese speakers may
increase the use of the Roman alphabet when they write in Japanese.

Finally, it must be noted that the pronunciation of words written in the Roman
alphabet within Japanese is still subject to an adaptation to the Japanese phonological
system, and it is likely that such katakana-like pronunciation will continue to be
prevalent for words written in the Roman alphabet in the foreseeable future. As Martin
(2004) points out, katakana characters are used as pronunciation guides in English
education in Japan. In addition, the conventions for converting English words into their
katakana counterparts are highly standardized across speakers of Japanese
(Quackenbush, 1977; Kay, 1995; Irwin, 2011; Nishi & Xu, 2013; Tsujimura, 2013;
Hasegawa, 2015, etc.). For those reasons, speakers of Japanese who received school
education in Japan are mostly capable of converting English words into katakana in a
uniform manner, and they are also capable of applying the conventions to English
words they have never seen. Therefore, even with the increased usage of the Roman
alphabet in written Japanese, it is expected that the phonological realization of words
written in the Roman alphabet will follow the katakana conventions when they are
read aloud within Japanese.
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5 Conclusion

The present study has explored the usages of the Roman alphabet within the writing
system of Japanese. As demonstrated by the examples in this paper, the Roman
alphabet has been integrated into the modern writing system of Japanese, and the use
of the Roman alphabet is expected to increase in the future, especially with the recent
development of IT technology and also due to the ever-increasing interaction with
languages and cultures outside of Japan. As Yanaike (2003a, 2003b) reports, horizontal
writing emerged in Japanese in the 19th century because of the interaction with the
West, but the writing practice mostly remained vertical for paper-based printed
materials. However, with the recent surge of electronic communication, the writing
practice in Japanese is currently going through the transition from vertical writing to
horizontal writing, and the transition also allows writers to use foreign words originally
in the Roman alphabet without converting them into katakana loanwords. In addition,
because of the Japanese government’s recent policy change, English has been included
as an official subject in elementary schools throughout Japan from the 2020-2021
academic year, which used to be from the first year of middle school (Ministry of
Education, Culture, Sports, Science and Technology, 2016). This indicates that speakers
of Japanese are exposed to English, which uses the Roman alphabet, from younger ages
compared to the past. Considering the shift from vertical writing to horizontal writing,
the influence of foreign languages written in the Roman alphabet, and the rapidly
increasing global communication, it is highly likely that we will see more words written
using the Roman alphabet within the writing system of Japanese in the future.
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Abstract

This study examines the effects of Liushu-based instruction on the motivation and intended
learning efforts. Beginners of Standard Chinese from Laos were assigned to the experiment
group and the control group. The Liushu-based instruction in the experiment group was carried
on for ten weeks. It was found that Liushu-based instruction has a positive effect on learners’
motivation, especially for Standard Chinese learners’ Ideal L2 Self and L2 learning experience.
In addition, Ideal L2 Self showed a mediation effect between Liushu-based instruction and
intended learning efforts. The article also provides several suggestions for the use of Liushu in
Chinese character teaching.

Keywords: Liushu-based Instruction, Standard Chinese learners, motivation, intended learning
efforts

Povzetek

Clanek preucuje ucinke poudevanja po metodi Liushu na motivacijo in nacrtovana ucna
prizadevanja. Uéenci zacetniki standardne kitajS¢ine iz Laosa so bili uvr$€eni v poskusno in
kontrolno skupino. Poskusna skupina je navodila po metodi Liushu izvajala deset tednov.
Ugotovljeno je bilo, da ima poucevanje po metodi Liushu pozitiven ucinek na motivacijo
ucenceyv, zlasti za u¢encem standardne kitajs¢ine Idealnega L2 sebe ter za L2 ucne izkusnje.
Poleg tega je Idealni L2 jaz izkazal posredniski ucinek med navodili, ki temeljijo na metodi
Liushu, in naértovanimi u¢nimi napori. V ¢lanku je na koncu podanih tudi nekaj predlogov za
uporabo metode Liushu pri pouéevanju kitajskih pismenk.
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1 Introduction

Recently, more and more people in Laos choose to learn languages for a variety of
purposes and needs. As a result of the Belt and Road initiative, China and Laos have
developed greater economic cooperation, which has stimulated the Laos labor market.
Accordingly, Standard Chinese as a second language is becoming increasingly popular
in Laos due to the demand for Standard Chinese professionals (Tao, Lin & Zhang, 2020).

For many learners, Chinese character learning is a key factor affecting their
progress, efficiency, and level. The success or failure of Standard Chinese learning
largely depends on the success or failure of Chinese character learning (Li, 2009).
However, Ye (2013) stated that the influence of the mother tongue makes it difficult
for Standard Chinese learners to learn Chinese characters. A high number of
homophones confuse Standard Chinese learners due to the complicated relationship
between sound, form, and meaning of the characters. Chen (2020) also indicated that
Standard Chinese learners from Laos had difficulty writing Chinese characters since the
Chinese language, a logographic writing system, is different from Lao script, which
belongs to the alphabetic writing system.

In the Han dynasty of Ancient China, scholars summarized six types of Chinese
characters as Liushu. The work Shuo Wen Jie Zi Xu (15 S fif 7--#0) describes the six types
of Chinese characters, which are pictographs (xiangxingzi %1% %-), ideographs (zhishizi
1§ 2% ), ideological compounds (huiyizi 4= . F-), semantic-phonetic compounds
(xingshengzi 7% 75 %), mutually explaining characters (zhuanzhuzi ¥ V¥ %), and
phonetic loan characters (jiajiezi i ft7). Liushu illustrates the association between
Chinese characters’ glyphs and their meaning (Chen & Fu, 2014). Therefore, Liushu-
based instruction is recognized as an effective way of Chinese character learning,
especially, for the recognition of the sound and meaning of Chinese characters. For
example, students can identify the meaning and sound of semantic-phonetic
compounds by the meaning element and the sound element. A detailed example is
stated as follows: the meaning of hi i ‘lake’ is related to its meaning element san didn
shui 7 ‘water-related’, which means water, and the pronunciation of hu 4 ‘lake’ is
similar to its sound element hu # ‘(surname) Hu'.

Studies have shown that Liushu-based instruction can improve Chinese character
achievement (e.g. Qi, 2017, Qiao, 2011, Su & Li, 2019). Liu (2011) also proposed that
Liushu-based instruction can strengthen Standard Chinese learners’ learning
motivation. Motivation, which is the effort learners put into the learning of a second
language (L2) due to the need or desire to do so (Ellis, 1994, p. 509), plays an influential
role in second language acquisition (SLA) (Doérnyei, 2005). However, few studies
examine the impact of Liushu-based instruction on learners’ motivation.

The importance of motivation prompted the development of various models,
constructs, and systems. Recently, Dornyei’s (2009) work on the L2 Motivational Self
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System (L2MSS) attracted the attention of researchers, in which learners’ motivation
can be further divided into their Ideal L2 Self (IL2S), Ought-to L2 Self (OL2S), and L2
Learning Experience (L2LE). Based on this system, researchers have investigated the
relationship between the three L2MSS components and learner’s Intended Learning
Efforts (ILEs). In English, learning positive associations between L2MSS components
and ILEs have been reported (i.e., in Alshahrani, 2016; Ryan, 2009). Therefore, in this
study, the researcher seeks to bridge the gap with an analysis of the relationships
between Liushu-based instruction, L2ZMSS components, and ILEs among Standard
Chinese learners.

2 Literature review
2.1 Liushu-based instruction

Liushu contains six rules summed up by the ancients analyzing the method of making
Chinese characters (Chen, 1982). According to Liushu, Chinese characters were divided
into pictographs, ideographs, ideological compounds, semantic-phonetic compounds,
mutually explaining characters, and phonetic loan characters. 1) Pictographs depict
specific objects like pictures, such as ri H ‘sun’; 2) Ideographs represent abstract ideas.
For example, shang _I* ‘up’ and xiad T ‘down’ are marked with symbols above or below
the main line to indicate up and down, respectively; 3) ideological compounds combine
the meanings represented by the components to create a new meaning. For example,
three rén A ‘person’ make up the zhong #x ‘people’; 4) Semantic-phonetic compounds
are created by combining a semantic part related to the character’s meaning and a
phonetic part related to the character’s pronunciation. For example, san didn shui i
‘water-related’ means water which is the semantic part of hd 5 ‘lake’, and the
pronunciation of the phonetic part hu #] ‘(a surname) Hu’ is the same as the
pronunciation of hu i ‘lake’; 5) Mutually explanatory characters refer to the mutual
conversion between synonyms with the same radical. For example, both kdo % ‘(the
original meaning) elder’ and /do & ‘elder’ mean elder in ancient Chinese. However, the
meaning and usage of kdo % have all been transferred to /do & in modern Chinese,
while the modern Chinese character kdo %% has lost its original meaning; 6) Phonetic
loan characters mean that there is no such Chinese character, but for expression, the
existing Chinese character is borrowed to serve as the new meaning without creating
a new Chinese character. For example, ling % ‘official’ of xianling £:4 ‘magistrate’ is
used to represent the meaning of ling % ‘order’ as in mingling %74 ‘order’.

Xu (2009) proposed that applying Liushu to Chinese character teaching can form
three specific teaching methods: image display, character configuration analysis, and
systematic induction. a. The method of image display is primarily employed for
pictographs. By communicating the relationship between the image and the text, the
vivid image can help students understand Chinese characters’ meaning in connection
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with real-life; b. Character configuration analysis is mainly used for ideographs and
ideological compounds. Like storytelling, this method combines vivid life scenes with
Chinese characters; c. A method of system induction is commonly used for semantic-
phonetic compounds. For example, teachers can introduce characters zhdng %
‘evident’ (evident), zhdang 7% ‘(proper name) Zhang’, zhang & ‘camphor’, zhdng I&
‘(part of the word) cockroach’, zhang ¥ ‘ancient stone ornament’, zhang i ‘cliff,
zhang [ ‘to block’, or zhang & ‘malaria’ through zhdng % ‘chapter’. This method can
help learners better master the sounds of Chinese characters and their meanings
systematically.

However, there have been a lot of changes in the graphical forms of Chinese
characters (including the simplification of characters), resulting in a different
perception of Chinese characters based on Liushu. Li (2012) proposed that the main
value of Liushu does not lie in theory but in the application. In other words, Liushu
should serve teaching rather than bringing it a burden. For example, in the teaching of
the Chinese character ydo % (£%) ‘medicine’, it is important to let students know what
the components of ydo Z4 are (i.e., cdo ™" ‘grass’ and yué %] ‘to make an appointment’
and the functions that these components have (i.e., cdo ~" ‘grass’ is the semantic part,
whereas yué ] is the phonetic part, instead of making students distinguish yué %] ‘to
make an appointment’ and yué/lé &% ‘music/happy’. Another example is the semantic-
phonetic compound ting W7 (¥%) ‘to hear’. According to the interpretation of Handian
V2 81, the traditional character ting % is made of the semantic part ér H- ‘ear’ and dé
14 ‘virtue” and the phonetic part ting T, while the simplified character ting T ‘to hear’
is composed of the semantic part kdu | ‘mouth’ and the phonetic part jin JT ‘catty’. It
would be more feasible to use simplified characters to explain the composition of
Chinese characters for Standard Chinese learners since simplified characters are the
main focus of their learning.

As Qiao (2011) stated, analyzing all Chinese characters in their traditional form
would undoubtedly make the situation more complex. However, some simplified
characters lose their ideographic function. For example, we can identify the part inside
of gud [H () ‘country’ as hud BX ‘(originally meaning) country’ only through traditional
character. Therefore, in the teaching process, teachers can use traditional characters
as an auxiliary means to teach Chinese characters to make it easier for students to
understand the meaning and structure of simplified characters. That is, using the close
relationship between simplified characters and traditional characters to reasonably
explain simplified characters. In addition, some Chinese characters have added or
subtracted meanings to suit the use of the language, leading to mutually explanatory
characters and phonetic loan characters as stated above. It is worth noting that
mutually explanatory characters and phonetic loans are commonly found in ancient
texts (e.g. kdo % means ‘older’ in ancient texts), and they are not recommended for
assisting Chinese character teaching (Chen & Fu, 2014). Therefore, this study does not
involve mutually explanatory characters and phonetic loan characters.
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2.2 L2 Motivational Self System (L2ZMSS)

L2 Motivational Self System (L2MSS) was developed by Dérnye (2005, 2009), and
mainly consists of the following three components: IL2S, OL2S, and L2LE. IL2S, which is
correlated with integrativeness, represents what students wish to be. OL2S indicates
what others expect the student to achieve, which means that it reflects the
expectations of others, including their parents and peers. It represents an external
motivation, which is related to instrumental motivation. Besides, L2LE is one’s
experience in a learning environment that is primarily influenced by teachers, courses,
and classmates. It is mainly reflected in learners’ evaluation of textbooks, teachers,
peers, and class. It is worth noting that in Dornyei’s model, it is most common to discuss
the relationship between the L2MSS components and ILEs. ILEs refer to the effort that
learners make toward a goal, as stated by Moskovsky et al. (2016). For example,
learners show a willingness to spend more time and energy on a certain course.

Although many studies have been conducted to examine the relationship between
Standard Chinese learners’ motivation and ILEs, the results are miscellaneous. Dornyei
& Chan (2013) explored the relationship between self-guides (i.e., IL2S and OL2S) and
ILEs in Standard Chinese learning among Standard Chinese learners from Hong Kong.
The correlation coefficient showed that the IL2S (in English and Standard Chinese
learning) had a positive effect on ILEs (p<0.001). Also based on Dérnye’s L2MSS, the
structural model results revealed that both IL2S and OL2S can better predict learners’
motivational behavior and the two self-guides together explain 62% of the significant
difference in motivational behavior in Wong (2018). Li and Zhang (2021) used multiple
regression analysis to examine the predictive ability of IL2S, OL2S, and L2LE on ILEs. The
results show that the main components (IL2S, OL2S, and L2LE) of L2MSS can directly or
indirectly predict ILEs (R?=0.55). Among them, IL2S, directly or indirectly, is the
strongest predictor (6=0.44) with L2LE as a mediator. In general, the three components
of L2ZMSS have a strong predictive effect on ILEs.

Standard Chinese learning is recently gaining popularity in the countries of
Southeast Asia. In Laos, for example, since the early 21st century, Standard Chinese
learning has gradually emerged as an important part of higher education with the
support of the Confucius Institute Headquarters (Zhang, Lu, & Zhejing, 2021). However,
little research was conducted on the subject of Standard Chinese teaching and learning
in Laos (Tao, Lin, & Zhang, 2020). Therefore, to fill the gap, this current study intends
to bridge the gap with an experiment on Liushu-based instruction in Chinese character
teaching and provide a more comprehensive picture of Liushu-based instruction, three
components of L2MSS, and ILEs. Accordingly, this study aims to find answers to the
following questions:
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Is there any difference in the motivation between the control group and the
experimental group in the pre-test?

Is there any difference in ILEs between the control group and the
experimental group in the pre-test?

Is there any difference in the motivation of the control group between the
pre-test and post-test?

Is there any difference in ILEs of the control group between the pre-test and
post-test?

Is there any difference in the motivation of the experimental group between
the pre-test and post-test?

Is there any difference in ILEs of the experimental group between the pre-
test and post-test?

Is there any difference in motivation between the control group and the
experimental group in the post-test?

Is there any difference in ILEs between the control group and the
experimental group in the post-test?

Do L2MSS components act as mediators in the relationship between Liushu-
based instruction and ILEs?

Then, nine null hypotheses were developed based on the research questions.

1.

Ho1: There is no significant difference in the motivation between the control
group and the experimental group in the pre-test.

Hoz: There is no significant difference in ILEs between the control group and
the experimental group in the pre-test.

Hos: There is no significant difference in the motivation of the control group
between the pre-test and post-test.

Hoa: There is no significant difference in ILEs of the control group between
the pre-test and post-test.

Hos: There is no significant difference in the motivation of the experimental
group between the pre-test and post-test.

Hoe: There is no significant difference in ILEs of the experimental group
between the pre-test and post-test.

Ho7: There is no significant difference in the motivation between the control
group and the experimental group in the post-test.

Hos: There is no significant difference in ILEs between the control group and
the experimental group in the post-test.

Hos: L2MSS components do not act as mediators in the relationship between
Liushu-based instruction and ILEs.
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3 Methodology
3.1 Research design

The study was a quasi-experimental study using the pre-test and post-test of control
and experiment groups. The quasi-experimental design refers to a planned study,
including a series of intentional changes to process elements and observations of the
effects (Chua, 2016). The experiment involved six classes (two Accounting classes and
four Information Technology classes). Human intervention was conducted to ensure
homogeneity between both groups. As a result, each group was composed of
Accounting students and Information Technology (IT) students.

3.2 Participants

There are a total of 217 Standard Chinese learners majoring in Accounting and IT at H
College in Laos. These 217 students are assigned to nine classes with 10-30 students in
each class. 47 students (18 males, 29 females) majoring in Accounting were assigned
to three classes, and 170 students (105 males, 65 females) majoring in IT were grouped
into six classes. Even though Standard Chinese was a mandatory course for them, most
Standard Chinese students are beginners.

Six classes with two Accounting classes and four IT classes were selected for this
experiment. The final sample size was 133 students, with 68 (37 males, 31 females) in
this experiment and 65 (42 males, 23 females) in the control group. 31 of the
participants were majoring in Accounting, and 102 were majoring in IT.

3.3 Instruments of study

L2 Motivational Self System Questionnaire (L2MSSQ) was utilized during the data
collection process. The L2MSSQ used in this study is a five-point Likert scale adapted
from Moskovsky et al. (2016) and Taguchi et al. (2009) to measure the motivation for
SLA. The questionnaire also contains two parts. Part one consists of demography and
part two consists of 41 items designed to measure learners’ IL2S, OL2S, L2LE, and ILEs.

3.4 Validity and reliability of the instrument

In order to check the validity related to the face and the content of the instrument in
this study, the questionnaire was handed over to three experts for review. Some
modifications were made to adapt to the Standard Chinese learners in this study. For
example, according to the experts’ suggestions, the items with similar meanings in the
guestionnaire were also deleted.
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To check the reliability of the instrument, the questionnaire was distributed to 39
respondents not participating in the experiment. Results showed the overall Cronbach
coefficient for the L2MSSQ was 0.895. Each of its three components, IL2S, OL2S, and
L2LE, had Cronbach coefficients of 0.833, 0.817, and 0.750, respectively. Besides, ILEs
had a Cronbach coefficient of 0.772. It can be seen Cronbach’s alpha values for all
subscales are higher than the lowest acceptable value of 0.60 (Pallant, 2010), indicating
that the questionnaire has achieved internal consistency.

Finally, in the questionnaire, a demographic survey and a five-point Likert scale are
provided. The items in a demographic survey are matric number, gender, age, major,
class, length of learning Standard Chinese, and level of Standard Chinese. The items in
a five-point Likert scale are IL2S (9 items), OL2S (9 items), L2LE (15 items), and ILEs (8
items).

3.5 Intervention procedure

The experiment was carried out for 10 weeks. The experiment group underwent 10
sessions held once a week. Each session lasted 90 minutes and a total of 20-30 minutes
per session was allocated to teaching Chinese characters. Throughout the experiment
process, 10 lessons from the course book were taught to both groups. Each of these
lessons contained 2-4 Chinese characters for learning. The main purpose was to help
learners learn Chinese characters by using the Liushu-based instruction. Therefore, the
criteria for selecting Chinese characters were 1) Chinese characters planned for the
next ten weeks according to the syllabus; 2) Chinese characters that can be used as
content words since it is more difficult to explain the Chinese characters’ meaning using
Liushu if it is a function word. For example, mdo J ‘cat’ was chosen instead of the /e
1 ‘amodal particle’. As a result, the topics and Chinese characters of each lesson were
set as follows:

1. JUH AL s
Jitiyué qu Béijing liyéu zui hdo
‘September is the best time to visit Beijing’
characters: mao i, ta ', yao %, zui

2. FEERINFAIR

W0 méitian lit didn gichudng

‘I get up at six every day’

characters: g@o 151, mdng 11, yao %j, shang I
3. KB ARERT

Zuobian nagé hongseé de shi wode

‘The red one on the left is mine’

characters: xia |, hdng 41, song i%
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4. XA TAERAMTE IR
Zhége gongzuo shi ta bang wa jiéshao de
‘He recommended me for this job’
characters: géi 45, wen 1], chdng ., lidng

5. BRSEIXARIE
Jitt mdi zhéjian ba
‘Take this one’
characters: yu 1, yi 4¢, mdi 3%, mai =2

6. MEAANIZT
Ni zénme bu chi le
‘Why don't you eat more’
characters: mén |'], wai 4b, ydng =

7. B S VRR
Rang wo xidng xidng zai gaosu ni
‘Let me think about it and I'll tell you later’
characters: déng %%, bdi 4, héi 2, gui 51

8. WK%, ke
Ti tai duo, wo méi zuowdn
‘There are too many questions, | did not finish all of them’
characters: cuo %, cong M, déng &, wdn 5

9. MFEMH/KRDT
Ni chuadn de tai shdo le
‘You wear too little’
characters: xué %5, jin i, jin ¥, chuan %

10. RFE LA HLFZ
Ni kanguo nage dianying ma
‘Have you seen that movie’
characters: wdn I, ging i

The researcher drafted Chinese character teaching plans to assist the instructor in
teaching Chinese characters. The procedures of the lesson were simple routine. The
participants in the control group were not given any form of instruction. However, in
the experiment group, the teaching steps of each Chinese character included an
introduction, reading, writing, character shape evolution or Chinese character
structure analysis, and sentence making.

During the introduction phase, students were asked to think of Chinese characters
related to the picture (for example, a picture of a fish). With pictographs and
ideographs, the teacher encouraged students to discover the similarities between
Chinese characters and things.
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The instructor would then lead the students to read Chinese characters by
practicing the pronunciation of initials and finals. In the case of semantic-phonetic
compounds, the teacher instructed students on how to pronounce the sound elements.

Following that, students were given an animated presentation of the writing
sequence and then practiced writing Chinese characters, an important step also for the
control group.

The next step involved pictographs and ideographs. Students learned the
development and evolution of Chinese characters by looking at the changes in the form
of Chinese characters from ancient times to the present. They learned the construction
principles of ideological compounds and semantic-phonetic compounds by splitting the
components (meaning elements and sound elements) of Chinese characters.

The final step was also a routine step in the control group. In it, students used the
Chinese characters that they have learned to make sentences based on pictures and
other prompts.

3.6 Data analysis

The data were processed and analyzed with SPSS. To answer the questions posed by
this study, independent sample t-tests were utilized, along with paired sample t-tests,
to examine any differences in learners’ LZMSS and ILEs before and after the experiment.
Regression analyses were conducted to examine the mediating effect of L2MSS
Components between Liushu-based instruction and ILEs.

4 Findings

An independent sample t-test was conducted to examine the existence of a statistically
significant difference in motivation and ILEs between the control group and the
experiment group in the pre-test. The t-test results are displayed in Table 1 and Table 2.

Table 1: The control and experimental group’s motivation in the pre-test

Control Experiment t p
M SD M SD
IL2S 30.95 5.95 29.32 5.30 1.671 0.097
oL2s 30.32 6.03 31.03 6.16 -0.668 0.505
L2LE 46.35 5.20 46.72 6.71 -0.351 0.726
Overall 107.63 13.52 107.07 15.87 0.218 0.828

IL2S: Ideal L2 Self; OL2S: Ought-to L2 Self; L2LE: L2 Learning Experience
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Table 2: The control and experimental group’s ILEs in the pre-test

Control Experiment t p
M SD M SD
ILEs 28.20 4.43 27.76 5.43 0.505 0.614

ILEs: Intended Learning Efforts

Table 1 indicates that there is no significant difference in motivation (t=0.218;
p=0.828) between the control group (M=107.63, SD=13.52) and experiment group
(M=107.07, SD=15.87). Therefore, it was determined that the two groups were
identical and Ho; was accepted.

In terms of IL2S, the mean score of the control group (M=30.95, SD=5.95) is slightly
higher than that of the experimental group (M=29.32, SD=5.30). This indicates that the
control group has a stronger Ideal L2 Self. Becoming an ideal speaker of Standard
Chinese is the main source of motivation for the control group.

For OL2S and L2LE, the mean scores (M=30.32, SD=6.03) and (M=46.35, SD=5.20)
of the control group are slightly lower than those of the experimental group with
(M=31.03, SD=6.16) and (M=46.72, SD=6.71). In other words, expectations from
parents and peers have become a strong motivation for the experimental group to
learn Standard Chinese. At the same time, the progress of the experimental group with
the current learning experience is more satisfying.

Table 2 shows that there is no significant difference in ILEs (t= 0.505; p=0.614)
between the control group (M=28.20, SD=4.43) and experiment group (M=27.76,
SD=5.43). Therefore, Ho, was accepted.

After a 10-week experiment, a paired t-test was conducted in the control group
and the experiment group to examine the changes in motivation and ILEs.

Table 3: Motivation of the control group in the pre-test and post-test

Pre-test Post-test t p
M SD M SD
IL2S 30.95 5.95 30.65 5.35 0.469 0.640
oL2s 30.32 6.03 29.54 5.87 1.082 0.283
L2LE 46.35 5.20 47.62 7.74 -1.217 0.228

Motivation 107.63 13.52 107.80 17.01 -0.086 0.932
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Table 4: ILEs of the control group in the pre-test and the post-test

Pre-test Post-test t p
M SD M SD

ILEs 28.20 4.43 27.98 5.09 0.22 0.379

As shown in Table 3 and Table 4, no significant differences occurred in motivation
(t=-0.086, p=0.932) and ILEs(t=0.22, p=0.379) in the control group, which indicates that
the conventional teaching method did not produce significant positive or negative

changes in learners’ motivation and ILEs. Thus, Hoz and Hos were accepted.

Table 5: Motivation of the experiment group in the pre-test and post-test

Pre-test Post test t p Cohen’s d
M SD M SD
IL2S 29.32 5.30 31.12 6.73  -2.502 0.015* 0.303
oL2s 31.03 6.16 30.41 5.71 0.775 0.441
L2LE 46.72 6.71 49.06 8.22  -2.233 0.029* 0.271

Motivation 107.07 15.87 11059 1794 -1.593 0.116

*. Significant at level 0.05

Table 6: ILEs of the experiment group in the pre-test and post-test

Pre-test Post test t p
M SD M SD

ILEs 27.76 5.43 28.03 5.24 -0.373 0.710

According to Table 5, there is a statistically significant difference between the pre-
test (M=29.32, SD=5.30) and the post-test (M=31.12, SD=6.73) of experiment group
students in IL2S at t= -2.502, p=0.015, Cohen’s d= 0.303, and between pre-test
(M=46.72, SD=6.71) and post-test (M=49.06, SD=8.22) in L2LE at t= -2.233, p=0.029,
Cohen’s d= 0.271. This result shows that there are positive changes in learners’ IL2S
and L2LE in the experiment group who learn Chinese characters by using Liushu-based
instruction. However, there is no significant difference between the pre-test (M=27.76,
SD=5.43) and the post-test (M=28.03, SD=5.24) of experiment group learners in ILEs.

Therefore, Hos was rejected and Hps was accepted.
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Table 7: Motivation of the control and the experimental group in the post-test

Control Experiment t p
M SD M SD
IL2S 30.65 5.35 31.12 6.73 -0.446 0.656
oL2s 29.54 5.87 30.41 5.71 -0.870 0.386
L2LE 47.62 7.74 49.06 8.22 -1.042 0.299
Motivation  107.80 17.01 110.59 17.94 -0.919 0.360

Table 8: ILEs of the control and the experimental group in the post-test

Control Experiment t p
M SD M SD
ILEs 27.98 5.09 28.03 5.24 -0.050 0.960

As shown in Table 7, there is no significant difference in motivation after the
experiment between the control group (M=107.80, SD=17.01) and the experiment
group (M=110.59, SD=17.94) at t=-0.919, p=0.360. As far as the three components of
motivation are concerned, the scores of the experimental group are generally higher
than those of the control group, but there is no significant statistical difference. Also,
Table 8 shows no significant difference in ILEs between the control group (M=27.98,
SD=5.09) and the experiment group (M=28.03, SD=5.24) at t=-0.050, p=0.960 after the
experiment. Therefore, Hoyand Hps were accepted.

Next, regression analysis was conducted to examine the mediating effect of the
L2MSS components between Liushu-based instruction and ILEs.

Table 9: The result of mediating effect of LZMSS components
between Liushu-based instruction and ILEs

C a b a*b c a*b a*b/c
XtoY XtoM MtoY M XtoMtoY 95%BootCl % of Total
B B B B B effect

IL2S 0.480 2.102* 0.175* 0.367 -0.112  -0.001~0.088 76.46%
oL2s 0.480 0.167 0.340** 0.057 -0.112  -0.066~0.081

L2LE 0.480 1.077 0.156** 0.168 -0.112  -0.030~0.070

*, Significant at level 0.05;

**_Significant at level 0.01;

X: Independent variable (Liushu);

Y: Dependent variable (ILEs);

M: Mediator (IL2S, OL2S, L2LE);

95%BootCl: 95% confidence interval
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As seen in Table 9, the total effect of Liushu-based instruction on ILEs is 0.480,
which is not significant. The influence of Liushu-based instruction on IL2S is significant
with 8=2.102, p<0.05, as well as it is significant the impact of IL2S on ILEs with 8=0.175,
p<0.05. Both a and b are significant, which indicates that IL2S has a significant
mediating effect at 6=0.367. However, the direct effect of Liushu-based instruction on
ILEs is not significant (6=-0.112, p>0.05). The results show that Liushu-based instruction
indirectly predicts the level of ILEs through the IL2S of L2MSS components. In other
words, IL2S mediated 76.46% of the total effect between Liushu and ILEs.

OL2S has the strongest impact on ILEs at 6=0.340, p<0.01, followed by L2LE
(6=0.156, p<0.01). However, the result did not show a significant effect of Liushu-based
instruction on OL2S and L2LE at 6=0.167, p>0.05 and 8=1.077, p>0.05, respectively.
That is, at least one of a and b is insignificant. Thus, the researcher used bootstrap to
test the significance of a*b. 95% BootCl represents the 95% confidence interval
calculated by Bootstrap sampling. The 95% confidence interval containing zero,
indicates that the mediation effect is not significant. As seen in Table 9, neither IL2S
nor L2LE shows any significance. It can be concluded that IL2S and L2LE have no
significant mediating effect between Liushu-based instruction and ILEs.

In short, although Liushu-based instruction has no direct influence on ILEs, it can
indirectly influence ILEs through IL2S, which is the mediator. Thus, Hog was rejected.

5 Discussion and conclusion

This study investigated the impact of a 10-week Liushu-based instruction on Standard
Chinese learners’ motivation and ILEs in Laos. Both the control group and the
experimental group have almost identical motivation and ILEs in the independent
sample t-test results of the pre-tests. The post-test results, however, show a slight
change in the average scores in the motivation of the control group, while it increases
from 107.80 to 110.59 in the experimental group. Furthermore, it is more obvious that
the paired-sample t-tests showed that the experimental group had significant
differences in IL2S and L2LE between the pre-test and the post-test. IL2S, meaning
something that somebody wants to become, represents a person’s desire and as such
is a powerful motivation for a student to learn a second language. In this process,
Liushu-based instruction integrates the cultures to enhance learners’ interest in
learning Chinese characters (Li, 2018). This may encourage learners to have a stronger
desire to become the so-called ideal learners of Standard Chinese. L2LE is one’s
experience in the learning environment influenced by teachers, courses, and teaching
strategies. This result is in line with the view of Chen and Fu (2014) who believe that
the application of Liushu can deepen learners’ understanding and memory of Chinese
characters, increase their interest in Chinese character teaching, and strengthen its
effect.
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The mediation test showed that Liushu-based instruction is likely to be a significant
predictor of IL2S of L2ZMSS components. Although the paired t-test showed the L2LE
changed significantly and positively in the experiment group, Liushu-based instruction
was not a major predictor of L2LE in the regression analysis. This is an important finding
because it emphasizes the need to deepen our understanding of Liushu-based
instruction in motivational processes. A second key finding was the predictive influence
of IL2S, OL2S, and L2LE on ILEs. OL2S is a stronger predictor than IL2S and L2LE. In other
words, OL2S, which indicated the motivation from others’ expectations, played a larger
effect on ILEs among learners. This finding is different from the results of Li and Zhang
(2020) and Wong (2018) who found that IL2S exerted more influence on ILEs than OL2S
among Tibetan learners and learners of Standard Chinese in Hong Kong, respectively.
As Kormos & Kiddle (2011) stated, OL2S may have more relevance in the context where
language education places great pressure on learners’ performance. This means that in
Laos, the pressure exerted by others (e.g., parents, peers) motivates learners to put
more effort into learning Standard Chinese. Unfortunately, the Liushu-based method
did not have a positive impact on learners’ OL2S. To rephrase this result, motivation
derived from external pressures or other people’s expectations could not change easily
with changes in teaching methods. As a result, Liushu-based instruction can indirectly
influence ILEs only through IL2S, which is motivated by the learner’s own desire for a
second language. This study enhances understanding of the link between the
instruction with Liushu-based instruction, L2MSS components, and ILEs among
Standard Chinese learners in Laos.

This study demonstrates that Liushu-based instruction is considerably beneficial
for creating positive effects on learners’ IL2S and L2LE, which are the two components
of motivation. It furthermore shows that Liushu-based instruction is good support in
teaching Chinese characters. Teachers may use the source and structure of the
characters involved in Liushu to make their teaching style more interesting, which is
also the reason for the improvement of students’IL2S and L2LE. In addition, IL2S was
found to mediate 76.46 % of the total effect of the relationship between Liushu-based
instruction and ILEs, which means that teachers should pay more attention to the
cultural functions carried by Liushu to improve students’ IL2S and motivate them to
spend more efforts on learning Standard Chinese.

However, it is important to note that applying Liushu-based instruction may be
challenging for teachers of Standard Chinese. Although Chinese characters’
composition has a strong basis, modern Chinese characters have undergone great
changes in form, which may cause learners to get bored. This requires Standard Chinese
teachers to have a deep knowledge of Chinese characters to identify the relationship
between their form and meaning. According to Gao (2018), only Standard Chinese
teachers with sufficient knowledge can ensure good teaching results. It is important for
teachers to understand the nature and characteristics of Chinese characters, as well as
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the evolution of Chinese characters, and teachers of Standard Chinese should possess
enough professional knowledge to explain these phenomena.

As a second recommendation, teachers should adjust Liushu-based instruction to
the characteristics of learners. As stated by Gao (2018), learners of Standard Chinese
that have relatively weak receptivity could easily get exhausted by even some simple
Chinese learning. Adding the knowledge of Liushu (e.g., the evolution of characters)
would likely increase their learning burden to the limits. Furthermore, in the current
study, the learning time of Chinese characters was much longer in the experimental
group than in the control group. Learning Chinese characters is the most time-
consuming part of learning Standard Chinese for beginners. It is possible, however, that
the use of Liushu for Chinese character learning is limited for intermediate and
advanced learners since vocabulary and grammar learning will take more time and
effort with the continuous increase of learning content. The learners’ Standard Chinese
levels should therefore be considered when assigning Liushu to learners.

Finally, teachers should limit the use of Liushu by considering the characteristics of
Chinese characters. Chinese characters that are very different in shape or meaning
from their ancient Chinese equivalents should no longer be explained by Liushu. As Fei
(1998) stated, modern Chinese characters have undergone significant changes in form
due to the emergence of simplified Chinese characters. It is true that Liushu can help
students understand cultural meanings hidden in the original forms, however, it does
little to help them memorize the characters in their simplified form if their present
meaning had already lost the connection with the original meaning. Therefore
introducing Liushu might even increase their workload. Last but not least, for learning
pictographs, ideographs, and ideological compounds, it is best to focus on teaching
simple components to avoid blindly tracing the source and causing more harm than
good to the learners.
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Abstract

This paper takes an approach different from most previous studies by firstly comparing exceptions
with non-exceptions in the diphthongization of [i] to [ei] in Mandarin (AD 1324—Present) to locate
factors that explain exceptions. Then it focuses solely on non-exceptional morphemes in this process
by comparing morphemes at the forefront of this process with those undergoing it later to examine
factors to explain morphemes leading this sound change. Statistical analysis shows that morphemes
with the highest frequency among all related morphemes tend to be exceptions to diphthongization
of [i] to [ei], and morphemes with high frequency among those non-exceptional morphemes tend
to undergo this process earlier. In addition, the factor of frequency change, a proposal of this paper,
is statistically significantly correlated with morphemes that lead diphthongization. The
morphological condition has been rejected as statistically significant both for explaining exceptions
to sound change and leading morphemes in sound change.

Keywords: diphthongization, leading morphemes, frequency, frequency change, exceptions

Povzetek

Clanek uporablja nekoliko drugacen pristop v primerjavi z vedino prejsnjih $tudij; najprej
primerja izjeme z neizjemami pri diftongizaciji [i] v [ei] v mandarins¢ini (1324 AD—danes) z
namenom poiskati dejavnike za razlago izjem. Nato se osredotodi izkljuéno na neobicajne
morfeme v tem procesu s primerjavo morfemov, ki so vodilni v spremembi, in morfemov, ki so
spremembam podvrZeni relativno pozno. Na ta nacin preucimo dejavnike in okolja, ki
spodbujajo diftongizacijo [i] v [ei] . Rezultati statisti¢nih analiz kazejo, da so morfemi z najvisjo
pojavnostjo med vsemi sorodnimi morfemi ponavadi izjeme pri diftongizaciji [i] v [ei], morfemi
z visoko pojavnostjo med temi neobic¢ajnimi morfemi pa so ponavadi podvrZeni temu procesu
prej. Poleg tega je dejavnik sprememb pojavnosti, ki je predlog tega prispevka, statisticno
znacilno povezan z morfemi, ki so vodilni pri diftongizaciji. Morfoloski pogoj je bil zavrnjen kot
statisticno pomemben tako za razlago izjem pri glasovni spremembi kot tudi za vodilne
morfeme v obravnavani glasovni spremembi.

Kljucne besede: diftongizacija, vodilni morfemi, pojavnost, sprememba pojavnosti, izjeme
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1 Introduction

Previous studies have proposed morphological conditions and frequency to account for
exceptions to sound change, and morphemes that are at the forefront of sound change
(see e.g., Grimm, 1822; Postal, 1968; King, 1969; Antilla, 1972; Melchert, 1975; Vincent,
1978; Guy, 1991a; Pintzuk, 1991; Santorini, 1992, 1993; Kroch, 1994; Donohue, 2005;
Bermudez-Otero, 2007). However, disagreements concerning the role of the two
mentioned factors in sound change are not rare. Although Postal (1968) and King
(1969), among others, claim that the morphological condition has a role in sound
change, Renwick et al. (2014) state that their results show little support for such a claim.
Even scholars who claim that the morphological condition has a role in sound change
cannot agree on its exact role: some claim that bound morphemes lead sound change,
while others claim that it is free morphemes that lead it. Arguments concerning the
frequency factor and sound change are more complex. A long-standing debate exists
between authors claiming that the frequency factor takes a part in sound change and
others claiming that sound change is independent of any frequency effects. The debate
is further complicated by the fact that even authors who claim that frequency has a
role in sound change cannot agree with each other on its exact role: some suggest that
high-frequency morphemes lead sound change, while others argue that low-frequency
morphemes are at the forefront of sound change, and yet there are those who claim
that either high-frequency morphemes or low-frequency morphemes are the ones that
lead sound change.

In addition to the debate presented above, the present study notices another
problem: scholars use different types of data to probe into the role of morphological
condition and frequency in sound change. Some scholars compare exceptions and non-
exceptions in a sound change process, while others compare morphemes that undergo
a sound change process earlier with morphemes that undergo the same sound change
later. This may be the reason that different scholars arrive at different conclusions: they
had focused on different phases of sound change. This prompted the present study to
inspect a sound change process from two aspects: (1) exceptions and non-exceptions
in this sound change, and (2) morphemes that lead this sound change and morphemes
that undergo it later. The paper firstly compares exceptions with non-exceptions in this
sound change process to locate factors to explain exceptions in sound change. Then
the paper compares morphemes that were at the forefront of this sound change with
morphemes that underwent it later to locate factors to account for morphemes leading
this sound change.

This paper takes the diphthongization of [i] to [ei] in Mandarin (AD 1324—Present)
as its data source. What makes data from Chinese interesting is that Chinese is a
language with a long history and thus can provide various kinds of data for sound
change discussion. In addition, not much attention has been paid to Chinese in sound
change study (see e.g., Wang, 1969; Chen and Wang, 1975). Previous studies mainly
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take languages in the Indo-European language family as their focus. Since the sound
change mechanism is supposed to be universal, it appears reasonable and necessary to
examine data from languages belonging to various language families. In this respect,
Mandarin is a good candidate since it belongs to the Sino-Tibetan language family and
has not been widely discussed. Diphthongization of [i] to [ei] is a sound change process
with exceptions that can provide data serving the proposal of the present study.
Further, diphthongization of long high vowels is common in the world’s languages and
thus possible to be compared with parallel processes in other languages.

This paper is structured as follows. Section 2 discusses factors in the sound change
in previous studies and presents a new proposal. Section 3 briefly sketches
diphthongization of [i] to [ei] in Mandarin (AD 1324—Present). Section 4 carries out
statistical analysis to locate factors to explain exceptions to the diphthongization of [i]
to [ei] in Mandarin. Section 5 carries out another statistical analysis to examine factors
to explain the morphemes leading this process. Section 6 puts forward some
conclusions and issues relating to future research.

2 Previous studies

Previous studies explain exceptions to sound change in terms of various factors. Among
them, morphological condition and frequency are the two most debated (see e.g.,
Chafe, 1968; King, 1969; Postal, 1968; Antilla, 1972; Campbell, 1974). In this section,
the paper firstly reviews the two factors and disagreements concerning them, and then
gives its own proposal.

2.1 Morphological condition

Postal (1968) and King (1969) can take the credit for noticing the possible role of
morphological conditions in sound change although their claims have been questioned
from many perspectives without resolution (Melchert, 1975). Following them, Zwicky
(1970) discusses the auxiliary reduction in English. He (1970) notices that the rule which
renders [i:y e:y u:w] to [i e u] and [a:y a:w] to [ay aw] applies only to pronominal forms
ending in vowels (e.g., he, me, who) and followed by a contracted auxiliary other than
[z]. A few years later, Rochet (1974) considers the change eN > aN in Old French and
claims that this process was initiated as a morphological conditioned change. Malkiel
(1976) discusses the diphthongizations in late Old Spanish, ié > i and ué > e, and argues
that a set of morphological conditions can explain this phenomenon better than
phonological conditions (see also Cerrén-Palomino, 1974; Johnson, 1982).
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2.1.1 Exceptions vs. non-exceptions

Postal (1968, p. 247) focuses on Mohawk, the language spoken by Mohawk people, and
notices that [e] is regularly inserted into [kw] sequences except when the [k] is “the
first person morpheme and the [w] the first element of the plural morpheme.” In his
view (1968, p. 240), this language example shows that “nonphonetic morphophonemic
and/or superficial grammatical structure” could also condition sound change (reviewed
in Fudge, 1972; see also King, 1969). King (1969) is concerned with the final schwa
deletion in Yiddish. According to him (1969), this rule does not apply when the final
schwa is in an adjective inflectional ending. King (1969) concludes that this is evidence
of morphologically conditioned sound change (reviewed in Robinson and van Coetsem,
1973; see also Antilla, 1972). Vincent (1978, p. 420) refers to the word-final schwa
deletion in Spanish, and points out that the word-final schwa following a VC sequence
is dropped, except in “the first person singular preterite of a number of irregular
verbs ..., the third person singular present indicative of all second and third conjugation
verbs ..., and the first and third singular present subjunctive of all first conjugation
verbs.” Morphological conditions in King (1969) and Vincent (1978) are concerned with
word class in a rough term: King (1969) is concerned with adjectives and Vincent (1978)
is concerned with verbs. More recently, Crowley (1997, p. 243) focuses on Southern
Paamese and Northern Paamese, two languages of Central Vanuatu, and reports “a
correspondence of Southern Paamese /I/ to Northern Paamese /i/, /I/, or zero” in all
word classes except verbs. According to Crowley (1997, p. 244), this is “a clear example
of a sound change that does not involve purely phonological conditioning factors, but
also ... grammatical conditioning.” More specifically, this example shows that at least
some sound changes apply only in some word classes (Crowley, 1997).

What complicates the picture is that some scholars claim that it is morphosyntactic
structure, instead of word class, that can explain exceptions to sound change. Donohue
(2005) uses the voicing of voiceless stops in Palu’e to show that morphological
conditions can explain exceptions to this sound change: bound grammatical
morphemes seem to have fewer exceptions than free lexemes. Donohue (2005, p. 441)
goes on with sound changes in Modern Indonesian and Bali-Vitu (Austronesian,
Oceanic) to further support his claim, and concludes that sound change “depends as
much on morphosyntactic information as it does on ... phonotactic constraints,
(phonological) conditioning environments, or changes in related sounds ....” Bybee
(2002) focuses on word-final /t, d/ deletion in American English and concludes that
bound morphemes can affect the deletion process. Guy (1991b, p. 2) also focuses on
word-final /t, d/ deletion in American English and gives a more detailed conclusion:
“underived or monomorphemic words such as mist, pact, undergo deletion at a higher
rate than inflected forms such as past tense verbs like missed, packed” (see also Labov
et al., 1968; Fasold, 1972; Guy, 1991a). Baranowski and Turton (2020) report a result
similar to Guy (1991b) for word-final /t, d/ deletion in British English.
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It is at this point important to point out that although all scholars referred to in this
subsection claim that morphological condition has a role in explaining exceptions to
sound change, they hold different views concerning its exact effect. To exemplify,
although Crowley (1997) claims that word class can explain exceptions to sound change,
Donohue (2005) suggests that morphosyntactic structure, that is the distinction
between free morpheme and bound morpheme, is more correlated with exceptions to
sound change.

2.1.2 Early application vs. late application

This subsection gives its attention to morphological conditions and non-exceptions in
sound change. Early application and late application mean that morphemes do not
undergo a sound change simultaneously: some morphemes undergo it earlier and
some morphemes undergo it later. Phillips (1983, 2001, 2006) accounts for this from
the perspective of morphological conditions and classifies words into two categories,
function words and content words. Function words refer to a wide range of words that
normally receive low sentence stress, such as adverbial conjunctions, auxiliary verbs,
determiners, prepositions, quantifiers, and so on. Content words mainly include
adjectives, adverbs, nouns, verbs, etc. Phillips (1983, 2006) gives an example of
strengthening sound change, the change from /d/ to /t/ in Old High German Isidor, and
points out that it affected function words last. He (1983, 2006) thus concludes that
content words tend to be affected by strengthening sound changes first and function
words by weakening sound changes first. Donohue (2005) also tries to explain
morphemes leading sound change from the perspective of a morphological condition,
but his approach is completely different from that of Phillips (1983, 2001, 2006):
Donohue (2005) examines the voicing of voiceless stops in Palu’e and shows that free
morphemes tend to lead sound change and bound morphemes follow. Similar to the
previous section, disputes are over whether word class or morphosyntactic structure
can explain morphemes leading sound change.

2.1.3 Disputes over morphological conditions

Though intriguing, the role of morphological conditions in sound change has been
challenged by scholars like Jasanoff (1971), Blevins and Lynch (2009), Brown (2013),
and so on. Jasanoff (1971) states that what appears to be morphologically conditioned
is in fact regular sound change partially obscured by analogy. Blevins and Lynch (2009,
p. 111) claim that the sound change discussed in Crowley (1997) applies to all word
classes including verbs, but “phonological and morphological aspects of verbal
inflectional paradigms” restore the change in verbs later and give rise to “the apparent
exceptionality.” Renwick et al. (2014) also focus on word-final /t, d/ deletion in British
English as Guy (1991b) and Baranowski and Turton (2020), but they (2014) claim that
their results show little support for the role of any specific morphological condition.
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What is most surprising is that completely opposite conclusions concerning the role of
morphological conditions have been drawn from the same phenomenon, word-final /t,
d/ deletion in British English.

At the same time, some scholars adopt the middle way by claiming that no
conclusion can be drawn yet and further investigation is necessary (Sihler, 2000;
Campbell, 2013; Manker, 2015). For example, although Manker (2015, p. 287) states
that many examples in Phillips (2006) are “actually ... influenced by the ‘most common
phonetic environment’ where certain word classes happen to be used in the favorable
phonetic environment for the change more often,” Manker (2015) does not give any
clear cut answers to this issue. Instead, he (2015) suggests that the possibility of sound
changes influenced by morphological factors cannot be absolutely ruled out and needs
further extensive investigation, a view in line with Sihler (2000), Campbell (2013), etc.

To sum up, controversies concerning the morphological condition are twofold. The
first controversy is whether it has a role in explaining exceptions to sound change and
leading morphemes in sound change. The second one is whether word class or
morphosyntactic structure can account for exceptions and leading morphemes.

2.2 Frequency

Morphological conditions are not the only factor put forward in previous studies. The
frequency factor is perhaps the most widely argued: a long-standing debate exists
between scholars claiming that frequency is relevant and others claiming that it is not.
What is interesting is that more than a century has passed, and yet there has not been
consensus on the frequency effect, and so it is still not well understood. In what follows,
this subsection first reviews the frequency effect and exceptions to sound change in
previous studies, then reviews the frequency effect and leading morphemes in sound
change, and finally reviews disputes over the frequency effect.

2.2.1 Exceptions vs. non-exceptions

The frequency effect has been brought to view since the 19th century. Grimm (1822)
discusses the relationship between high-frequency auxiliary verbs and their irregularity.
Thomsen (1879) gives a few frequent Romanic verbs and the fact that they are
exceptions to normal phonetic development. Jespersen ([1922] 2007, p. 267) more
plainly expresses Thomsen’s (1879) ideas in English as “words which from their
frequent employment are exposed to far more violent changes than other words, and
therefore to some extent follow paths of their own.” Vilhelm Thomsen himself gives a
similar explanation in his work (Thomsen, 1920). More recently, Labov (1989, p. 44)
focuses on Philadelphia a-tensing and reports that “the most common words ... show
the least tendency to shift to the tense class.” Bermudez-Otero (2007, p. 512) also
states that “the words with the very highest token frequency may exceptionally
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withstand the change.” Another related research includes Van Bergem (1995). He
(1995) discovers that frequency influences the reduction of a pre-stressed vowel in
Dutch: the high-frequency words, such as minuut (‘minute’), vakantie (‘holiday’), and
patat (‘chips’), are more likely to have a schwa in the first syllable than the phonetically
identical low-frequency terms, e.g., miniem (‘marginal’), patent (‘patent’), vakante
(‘vacant’). Fidelholtz (1975) reports a similar tendency for the reduction of pre-stressed
vowels in English words.

In contrast, other studies suggest that low-frequency words tend to be exceptions
to sound change. To exemplify, Bybee (2002) studies the deletion of word-final /t/ and
/d/ in American English and finds that the deletion rates in low-frequency words are
statistically lower than in high-frequency words. Coetzee and Kawahara (2013, p. 62)
observe two language phenomena, English t/d-deletion and geminate devoicing in
Japanese loanwords, and argue that “t/d-deletion usually applies at higher rates to
words of higher frequency,” and frequency and rate of Japanese geminate devoicing
are positively correlated.

2.2.2 Early application vs. late application

Concerning the frequency effect and leading words in sound change, Hooper (1976)
focuses on schwa deletion in English and concludes that frequent words tend to lead
this change. Furthermore, Hay and Foulkes (2016) focus on the ongoing change in the
pronunciation of word-medial intervocalic /t/ in New Zealand English and report that
frequent words lead this change (see also Pierrehumbert, 2001; Duncan, 2011).

Not all scholars hold a similar view. To name a few, Hay et al. (2015, p. 83) conclude
the study of regular pronunciation changes in New Zealand English over a 130-year
period with the expression that “low-frequency words were at the forefront of ...
changes and higher frequency words lagged behind.”

A further dimension of debate is that some scholars claim that different sound
changes are led by words of different frequencies. Phillips (1984, 2001, 2006) states
that the most frequent words lead sound changes motivated by physiological factors,
such as vowel reduction, deletion, assimilation, etc., while the least frequent words
lead sound changes that arise from phonological segmental and sequential constraints
of the language, such as unrounding in Middle English, diatone formation in Modern
English, and others (see also Ogura, 2012).

2.2.3 Disputes over the frequency factor

Fruehwald et al. (2013) express their doubt concerning the role of frequency in sound
change. They (2013, p. 219) focus on the Middle High German final stop fortition and
claim that this change progresses “in frequency in every context at the same rate over
time,” the so-called constant rate effect (see also Kroch, 1989, 1994; Pintzuk, 1991;
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Santorini, 1992, 1993; Dinkin, 2008). Other scholars more plainly claim that sound
change is independent of frequency effects. For example, Zellou and Tamminga (2014,
p. 18) study the co-articulatory vowel nasality in Philadelphia English and conclude that
“the changes in nasality are independent of an observed frequency effect.” Similarly,
Labov (2010) examines the role of frequency in several different phonetically gradual
changes and gives the conclusion that the role of frequency is minimal, even if not zero,
a view agreed on by Kiparsky (2014). Attention has also been paid to language
processes which have been used to support the role of frequency in sound change. To
exemplify, word-final /t, d/ deletion in American English is used by Bybee (2002) to
argue for the role of frequency in sound change as noted in Section 2.2.1. Walker (2012)
focuses on word-final /t, d/ deletion in Canadian English, and reports that his initial
results show the correlation between frequency and deletion. However, he (2012)
further states that only phonological and morphological factor groups have emerged
as statistically significant after he considered more factor groups. Abramowicz (2007)
suggests that since scholars like Bybee (2002) and Phillips (1983, 2006) have used the
variation word-final /t, d/ deletion in English to argue for the role of frequency, it is
reasonable to expect the variable ing, that is g-dropping as in walkin’ or livin’, to show
similar effects in terms of frequency. However, Abramowicz (2007) concludes that his
study does not show much frequency effect. Tamminga (2014, p. 457) argues against
the frequency effect from another perspective: he questions the legitimacy of using
word-final /t, d/ deletion in English to discuss the role of frequency in sound change
since “[t]here has never been any evidence ... that coronal stop deletion is a change in
progress in any North American dialect.” In other words, Tamminga (2014, p. 457)
claims that the data of word-final /t, d/ deletion in English are “stable variation,” but
they have been used as evidence for “change in progress.” Tamminga (2014, p. 458)
further explores the adjective, conjunction, discourse marker, and preposition forms of
like and claims that “frequency effects fail to arise.”

2.3 Present study proposal

In sum, disputes in previous studies involve the following two questions. (1) Can
morphological conditions and frequency account for exceptions to sound change? (2)
Can morphological conditions and frequency account for words leading sound change?
If answers to the above two questions are yes, then the following two questions
should also be brought forward. (1) In terms of morphological condition, does word
class or morphosyntactic structure have a role in sound change? (2) In terms of
frequency, do high-frequency words or low-frequency words carry the tendency to
be exceptions to sound change, and also, do they tend to lead sound change? To
answer all these questions, the present study proceeds step by step; it first compares
exceptions with non-exceptions in the diphthongization of [i] to [ei] in Mandarin and
then compares words that have led this process with words that have undergone it
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later. A comparison between exceptions and non-exceptions by the use of statistical
analysis may present hints concerning factors to explain exceptions to sound change.
A statistical analysis of words leading sound change with those undergoing it later
may present factors correlated with words at the forefront of sound change.

In addition, the present paper notices a factor that awaits exploration about its
role in sound change: previous studies have made little reference to the frequency
change factor. The frequency change is calculated by the subtraction of the frequency
of a word in the time concerned with the frequency of the same word in an earlier
period. If the frequency factor is correlated with sound change, the frequency change
factor may also be associated with sound change. To exemplify, Pierrehumbert (2001),
Duncan (2011), among others claim that sound change usually affects the most
frequent lexical items first. Following their logic, lexical items with increased
frequency seem more likely to lead a certain sound change than lexical items with
decreased frequency, since lexical items with increased frequency are more active
and more accessible to a related sound change than lexical items with decreased
frequency. In sum, this paper supposes that the frequency change factor also
constitutes a desideratum for research.

3 Diphthongization of [i] to [ei] in Mandarin

This paper takes the diphthongization of [i] to [ei] in historical Chinese as its language
sample. The diphthongization is a part of the Middle Chinese Great Vowel Shift (Chen
1976, Li 1999), which began no later than the end of the 16th century and finished no
later than the beginning of the 19th century (Trigault, [1626] 1957; Edkins, 1857; Luo,
2008). Chart (1) graphically presents the Middle Chinese Great Vowel Shift (Chen, 1976;
Li, 1999)

(1) The Middle Chinese Great Vowel Shift (Chen, 1976, p. 195)

ei,i<«i u—ou

N /

According to Chart (1), the general upward movement pushed the original high
vowels *i and *u to undergo diphthongization and “became /3i/ and /au/ respectively....
Eventually, /ai/ and /au/ emerged as [ei] and [ou]” (Chen, 1976, p. 194). Due to the
limited space, the present paper exclusively focuses on *i. The diphthongization of [i]
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to [ei] applied with certain conditions. However, diphthongization was “exceptionless
with regard to” [i] in the syllables [-ui], [vi], and [fi] in Middle Chinese (AD 601-AD 1336)
according to Chen (1976, p. 200). The consonant [v] gradually turned to [u] in the Ming
dynasty (1368-1644), almost simultaneously with diphthongization of [i] to [ei] (Luo,
2008). As a result, the three syllables [-ui], [vi], and [fi] in Middle Chinese were
“obligatorily realized as [-uei] and [fei] respectively” in Mandarin (AD 1324—Present)
(Chen, 1976, p. 200). In other words, the syllables [-ui], [vi], and [fi] are not in the
Mandarin syllable inventory. The condition was more complex with [i] in the syllables
[bi], [mi], [pi], and [p"i] in Middle Chinese (Chen, 1976). Here are some related
examples.

Table 1: Diphthongization of [i] to [ei] in Mandarin (Baxter & Sagart, 2014)

Middle Chinese Mandarin Gloss

(AD 601—~AD 1336) (AD 1324—Present)

[fi] [fei] 3k ‘not’

[gwijH] [kue] i ‘box’

[pjie] [pei] B ‘low, humble’
[piij] [pi] JEE ‘cover, protect’
[mijH] [mei] I ‘love, flatter’
[mij] [mi] EE ‘a kind of deer’

Historical Chinese is usually divided into the following three phases: Old Chinese
(1250 BC-AD 600), Middle Chinese (AD 601-AD 1336), and Mandarin (AD 1324-
Present) (Wang, 1957, 1985; Pulleyblank, 1984, 1991; Shi, 2002; Handel, 2015; Pan and
Zhang, 2015; Peyraube, 2020; Shen, 2020). All transcriptions of Middle Chinese and
Mandarin in this paper are given according to Baxter and Sagart (2014), with reference
to Zhongyuan Yinyun (Rhymes of the Central Plain; Zhou, [1324] 1996) and
reconstructions of Zhongyuan Yinyun in Pulleyblank (1984, 1991) and Chou (1993).
Tone marks are omitted since they are irrelevant to the present study.

As shown in Table 1, [i] in the syllables [fi] and [gwijH] was diphthongized to [ei] in
Mandarin. However, [i] in the syllables [bi], [mi], [pi], and [p"i] has a more complicated
pattern. To exemplify, the two morphemes ‘low, humble’ (¥ [pjie]) and ‘cover, protect’
(JE& [pijijl) have similar pronunciations in Middle Chinese, but they have different
pronunciations in Mandarin: the morpheme ‘low, humble’ has been diphthongized into
[pei], while the morpheme ‘cover, protect’ remains [pi]. Similarly, [i] in the morpheme
‘love, flatter’ (JF [mijH]) in Middle Chinese is realized as [ei] in Mandarin, while [i] in
the morpheme ‘a kind of deer’ (B [mij]) remains [i] in Mandarin. Chen (1976) suggests
that diphthongization of [i] in the syllables [bi], [mi], [pi], and [p"i] is a highly irregular
process in the sense that neither manner of articulation of the bilabial initials, prosodic
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features, nor fine distinctions among these syllables in Middle Chinese could explain
why [i] has been diphthongized into [ei] in some syllables, while has remained [i] in
other syllables. In the next section, statistical analysis is used to locate factors to
account for these exceptions to diphthongization of [i] to [ei], i.e., those morphemes
that remain [i] in Mandarin.

4 Exceptions vs. non-exceptions

The paper firstly relies on Baxter and Sagart (2014), with reference to Zhongyuan
Yinyun (Rhymes of the Central Plain; Zhou, [1324] 1996) and reconstructions of
Zhongyuan Yinyun in Pulleyblank (1984, 1991) and Chou (1993), to locate morphemes
of [fi], [-ui], [vi], [bi], [mi], [pi], and [p"i] in Middle Chinese. Then the paper uses the CCL
Corpus (Center for Chinese Linguistics PKU) to look for related information concerning
both morphemes that have been diphthongized into [-ei] and those that remain [-i] in
Mandarin. The CCL Corpus is composed of two databases: an Old Chinese and Middle
Chinese database and a Modern Mandarin database. It also permits searching for data
according to Chinese dynasties. Another benefit of the corpus is its capacity, over 470
million Chinese characters from a wide range of sources.

Diphthongization of [i] to [ei] began no later than the end of the 16th century and
finished no later than the beginning of the 19th century (Chen, 1976; Luo, 2008; Shen,
2020). As the time phase of diphthongization was mainly within the Qing dynasty
(1644-1912), data from the Qing dynasty were extracted. In addition, data from the
Ming dynasty (1368—1644) were also extracted to calculate frequency change from the
Ming dynasty to the Qing dynasty.

Altogether this paper locates 201 related morphemes after the exclusion of
obsolete morphemes. Among them, 109 morphemes have been diphthongized to [ei]
in Mandarin, and 92 morphemes remain [i] in Mandarin. The factors for statistical
analysis, their respective factor levels, and statistical analysis results are reported
below in Table 2.
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Table 2: Data and results for the binary logistic regression model
(exceptions vs. non-exceptions)

Factor Factor Estimate Std. |z] p
level Error
Intercept 2.46 0.34 7.17 <0.00 *
Morphosyntactic structure Free 0.27 0.43 121 0.63
(1644-1912) Bound
Word class (1644-1912) Function  -1.37 091 150 0.79
Content
Normalized frequency (1644— Numerical -0.00 0.00 0.13 0.90
1912)
Frequency dummy (1644-1912) Low -0.08 0.04 196 0.04 *
Medium
High

Frequency change from between  Numerical -0.14 046 0.73 0.12
1368 and 1644 to between 1644

and 1912

Frequency change from between Decrease -0.17 0.38 0.46 0.65
1368 and 1644 to between 1644 Increase

and 1912 dummy

Notes: * = p < 0.05.

|z| stands for the absolute value of z as given in the GraphPad Prism version 8.0.0 for
Windows.

4.1 Factors and factor levels in Table 2

As stated in Section 2.1.1, Donohue (2005) claims sound change advances in bound
grammatical morphemes more completely than in free lexemes. Bybee (2002), Guy
(1991b), Baranowski and Turton (2020), among others, claim that bound morphemes
can affect /t, d/ deletion in English. Thus, the factor of morphosyntactic structure
(1644-1912) with two levels free and bound was constructed to test whether the
morphosyntactic structure has a role in the sound change. The time period 1644-1912
means that the data were extracted from the language dating to the Qing dynasty
(1644-1912). Free and bound respectively mean that a related morpheme is mainly
used either as a free or as a bound morpheme. “If a morpheme can stand alone in an
utterance to represent a ... part of speech ..., it is free. If it must be augmented with
additional language material ..., it is bound” (Packard, 2015, p. 264; see also Chao, 1968;
Hsieh, 2016). To exemplify, the morpheme ‘love, flatter’ (Ji) in Table 1 is a free
morpheme because it can represent an adjective, while the morpheme ‘box’ (#£) is a
bound morpheme since it must be used with another morpheme in a word.

The factor of word class (1644-1912) with two levels, namely the content and the
function was configured to examine the contradictory claims concerning the role of
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word classes in the sound change discussed in Crowley (1997), Blevins and Lynch (2009),
and others in Section 2.1.3. Adjectives, nouns, verbs, etc., are classified as content
words; adverbial conjunctions, auxiliary verbs, determiners, prepositions, quantifiers,
etc are classified as function words, which is in line with the dichotomy of words in
Phillips (1983, 2001, 2006). It may appear ideal to classify words into adjectives,
adverbial conjunctions, determiners, nouns, prepositions, verbs, etc, however, for
statistical analysis, we shall avoid too many factor levels.

As noted in Section 2.2.1, the frequency factor is claimed to be associated with
exceptions to sound change by some scholars, although disagreement exists
concerning whether high-frequency words or low-frequency words lead sound changes
(Grimm, 1822; Bybee, 1985, 2000, 2002; Pierrehumbert, 2001; Bermudez-Otero, 2007;
Smith, 2012; Hay and Foulkes, 2016). The raw numerical data of frequency between
1644 and 1912 were examined in the first place. The cross-tabulation analysis carried
out on the GraphPad Prism version 8.0.0 for Windows (hereafter the GraphPad
software) revealed that it was rejected as a statistically significant factor for
diphthongization (p = 0.63). Thus the raw data of frequency between 1644 and 1912
were normalized on the GraphPad software and reported as normalized frequency
(1644-1912) in Table 2.

The factor of frequency dummy (1644—-1912) was configured following the debate
in Section 2.2 concerning whether low-frequency words or high-frequency words lead
sound changes. It was also partly configured in line with claims in Wedel et al. (2013)
and Liu (n.d.). Wedel et al. (2013) claim that the relative frequency of minimal pair
members, instead of the absolute frequencies, is a significant predictor of phoneme
merger. Liu (n.d.) compares the relative frequencies of all morphemes involved in
palatalization in Mandarin and finds that relative frequency is statistically significantly
correlated with it. The present study does not refer to pair members and thus does not
refer to the relative frequency of pair members. Instead, the present study refers to all
morphemes involved in diphthongization. Therefore, it took into account the relative
frequencies of all related morphemes following Liu (n.d.). The factor frequency dummy
(1644—-1912) has three factor levels: low, medium, and high. Each level takes one-third
of the data: one-third of the data with the lowest frequencies in this column is marked
as low; another one-third with the highest frequencies is marked as high; the remaining
one-third between low and high is medium. As a result, low here does not refer to a
frequency lower than a specific count. Instead, it means that the frequency of a certain
morpheme is among the lowest frequencies of all morphemes involved in the
diphthongization of [i] to [ei].

The next factor, namely the frequency change from between 1368 and 1644 to
between 1644 and 1912 (henceforth frequency change) was introduced due to the
possibility that morphemes with either increased or decreased frequencies may have
undergone diphthongization at different rates. For example, the frequency of the
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morpheme ‘not’ (3 [fei]) in Table 1 is 5633 in the period from 1368 to 1644 and 14457
in the period from 1644 to 1912. Thus the frequency change for the morpheme ‘not’
(FE [fei]) is 8824, where the positive number means that comparing the first and the
second period, its frequency has increased. It is possible to normalize the raw data of
frequency change by adding all numbers with the absolute of the most negative. In this
way, the most negative number will become zero, and all the other numbers become
positive. However, the focus of the frequency change factor is partly on whether
related morphemes have increased or decreased frequency. Therefore, the present
study will use raw data instead of normalized data.

The factor of frequency change from between 1368 and 1644 to between 1644 and
1912 dummy (hereafter frequency change dummy) was introduced because it seems
that whether frequency has decreased or increased is also a factor in sound change.
The raw numerical data for the above factor frequency change were converted to
categorical data with two levels: decrease and increase, with decrease as the reference
level. The morpheme ‘not’ (1E [fei]) in Table 1 is exemplified again: its frequency
increased 8824 times from between 1368 and 1644 to between 1644 and 1912, so it is
marked as an increase for the factor of frequency change dummy.

4.2 The binary logistic regression results

The statistical relationship between the six factors in Table 2 and the dependent
variable diphthongization of [i] to [ei] was assessed using multiple logistic regression in
the GraphPad software. Model selection was guided by AIC (Akaike Information
Criterion; Akaike, 1974; Burnham and Anderson, 2004), calculated probability (p-value),
and VIF (Variance Inflation Factor; Rawlings et al., 1998; James et al., 2017). The
dependent variable has two categories: undiphthongized and diphthongized, with
undiphthongized as the reference level. Undiphthongized means that a related
morpheme remains [i] in Mandarin, while diphthongized means that a relevant
morpheme has been diphthongized to [ei]. A p-value smaller than 0.05 was considered
statistically significant.

As shown in Table 2, the frequency dummy (1644-1912) is the only factor that has
emerged as statistically significant (p = 0.04). Its negative coefficient indicates that the
possibility of undergoing diphthongization decreases from the low level, medium level,
to the high level (Estimate = -0.08). In other words, the higher the frequency of a
morpheme is, the less likely for it to undergo diphthongization. Morphemes with the
highest frequencies tend to be exceptions to diphthongization. Other factors like
morphosyntactic structure, word class, and frequency change have been rejected as
statistically significant.
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5 Early application vs. late application

This section considers the morphemes that have been diphthongized to [ei] in
Mandarin to explore factors that account for morphemes leading this sound change
process.

5.1 Data source

This paper relies on works compiled at the beginning of diphthongization to look for
morphemes that were at the forefront of this process and then carries out statistical
analysis. It may seem that works compiled by Chinese scholars in the 17th century are
the best choice since diphthongization began no later than the end of the 16th century
(Chen, 1976; Luo, 2008; Shen, 2020). However, the choice is not as straightforward as
it appears to be: dictionaries and books compiled by Chinese scholars before the 20th
century use fangie (fx1J]), a traditional method of indicating the pronunciation of a
Chinese character by using two other Chinese characters. For example, the
pronunciation of the character & might be represented as the following: it Ef. It
roughly means that the initial of # is the same as that of {i, and the final of J# is the
same as that of Ef. This representation makes it circular and thus difficult to
understand the pronunciations of characters and morphemes they represent since the
Chinese writing system is a representative logographic system, not a phonographic
system like English. In contrast, dictionaries compiled by missionaries to China use a
Romanization system and can provide a relatively clear picture of the pronunciation of
Mandarin during the time concerned.

Aid to the Eyes and Ears of Western Literati (Xiruermuzi; Trigault, [1626] 1957) is a
dictionary that contains the first Romanization system of the Chinese written language,
and is an essential guide to the pronunciation of Chinese characters (Wang, 2016; Li,
2020).

As noted in Section 4, this paper locates 201 morphemes related to the
diphthongization of [i] to [ei]. In this section, we focus solely on the 109 morphemes
that have been diphthongized to [ei] in Mandarin. The paper uses Aid to the Eyes and
Ears of Western Literati (Trigault, [1626]1957) to locate morphemes that were at the
forefront of diphthongization of [i] to [ei]. Then the paper uses the CCL corpus to look
for related information concerning all the 109 morphemes and locate factors in
morphemes leading the diphthongization.

5.2 Statistical analysis results: early application vs. late application

The dictionary Aid to the Eyes and Ears of Western Literati (Trigault, [1626] 1957) was
compiled during the time of the Ming dynasty (1368—-1644). Accordingly, the focus of
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this research is on the data from the Ming dynasty, and frequency change is assumed
to be a factor in sound change. To be able to calculate the frequency change, the data
related to frequency that came before the Ming dynasty is needed. The Ming dynasty
was preceded by the Yuan dynasty (1271-1368). However, the Yuan dynasty lasted for
less than one hundred years and there is little data to work on. As a result, this study
extracted data from both the Yuan dynasty and the Southern Song dynasty (1127-
1279). To simplify it for readers who are unfamiliar with Chinese history, the paper
henceforth refers to frequency change from the Southern Song and Yuan dynasties to
the Ming dynasty as frequency change from between 1127 and 1368 to between 1368
and 1644. The data and statistical analysis results are shown in Table 3.

Table 3: Data and results for the binary logistic regression model
(early application vs. late application)

Factor Factor Estimate Std. lz| p
level Error
Intercept -0.69 0.215 4.10 0.02 *
Normalized frequency (1368— Numerical 0.01 0.01 137 0.21
1644)
Frequency dummy (1368-1644) Low 0.09 0.02 198 0.03 *
Medium
High
Frequency change from between  Numerical 0.61 0.27 1.34 0.15
1127 and 1368 to between 1368
and 1644
Frequency change from between Decrease  0.52 0.28 1.89 0.04 *

1127 and 1368 to between 1368 Increase

and 1644 dummy

Notes: * = p < 0.05.

|z| stands for the absolute value of z as given in the GraphPad software.

The raw data of frequency (1368—-1644) does not show the normal distribution and
were thus normalized on the GraphPad software, and reported as normalized
frequency (1368—1644).

The binary logistic regression analysis carried out on the GraphPad software
revealed that the factors of frequency dummy (1368-1644) and frequency change from
between 1127 and 1368 to between 1368 and 1644 dummy have statistically significant
correlation with morphemes leading diphthongization of [i] to [ei] (p = 0.03, 0.04). The
positive value of the coefficient of frequency dummy (1368-1644) suggests that this
factor has an additive effect on diphthongization (Estimate = 0.09): the possibility of
leading diphthongization increases from the low level, medium level, to the high level
of frequency dummy (1368—-1644). In a similar vein, the positive value of the coefficient
of frequency change from between 1127 and 1368 to between 1368 and 1644 dummy
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indicates that a morpheme that has an increased frequency tends to undergo
diphthongization first (Estimate = 0.52). To sum up, the two factors to account for
morphemes leading diphthongization of [i] to [ei] are frequency and frequency change.

5.3 Frequency: exceptions vs. early application

Another statistical analysis was carried out to examine differences between the
frequencies of the exceptional morphemes to diphthongization of [i] to [ei] in the time
frame of 1644 to 1912 and the frequencies of the leading morphemes in the time frame
of 1368 to 1644. The two sets of data were firstly normalized on the GraphPad software.
A Mann-Whitney test carried out on the same software shows that statistically
significant differences exist between the two sets of data (p = 0.04). Descriptive
statistical analysis of the raw data was also carried out on the GraphPad software. The
mean frequency of the exceptional morphemes is 926.8, while the mean frequency of
the leading morphemes is 658.3. The highest frequency of the exceptional morphemes
is 8229, while the highest frequency of the leading morphemes is 5662. Both the mean
frequency and the highest frequency of the exceptional morphemes are about 1.4
times higher than those of the leading morphemes. The present study cannot draw any
conclusions on whether the multiple of 1.4 may be universal or whether it changes
from one sound change process to another. To do so, more sound change processes
within one language as well as sound processes across languages need to undergo the
analyses. The topic proves to be a boon for later research.

6 Conclusion

Word class and morphosyntactic structure, or morphological condition in a broader
term, have been rejected as statistically significant both in accounting for exceptions
to diphthongization and leading morphemes in diphthongization. This suggests that
morphological condition does not have a role in diphthongization.

Previous studies mainly focus on whether high-frequency morphemes or low-
frequency morphemes lead sound change. The present study reveals that the role of
the frequency factor in sound change is more complex than the debate in previous
studies. The frequency factor has been proven as statistically significant both for
exceptions to diphthongization of [i] to [ei] and leading morphemes in it. What proved
interesting is the following two points: (1) high-frequency morphemes tend to be
exceptions to diphthongization; (2) among morphemes that underwent
diphthongization, high-frequency morphemes tend to lead diphthongization. More
plainly, morphemes with the highest frequency tend to be exceptions to
diphthongization. High-frequency morphemes among non-exceptional morphemes
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tend to lead diphthongization, although the frequencies of these high-frequency
morphemes tend to be less than the frequencies of exceptional morphemes.

Another statistically significant factor to explain leading morphemes in
diphthongization is frequency change: a morpheme that has an increased frequency
tends to undergo diphthongization earlier. This factor has not emerged as statistically
significant to account for exceptions to diphthongization. Put differently, frequency
change is not correlated with exceptions to diphthongization but correlated with early
application of diphthongization. This factor has generally been overlooked in previous
studies.

It can be debated that the conclusions in this paper are based on one language
sample and cannot be applied to all languages. To answer this question, research into
a parallel process in another language is clearly called for. Such an analysis constitutes
an exciting area for future research.
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Abstract

The article briefly describes the historical development of language prosodic typology,
introduces the two word-prosodic prototypes proposed by Hyman, and explains the positioning
of pitch-accent languages on the lexical level. It points out the false similarity between Japanese
and Slovene that was created with the introduction of the feature [tculminative] and proposes
to expand it with the feature [teliminative], which phonetically justifies the difference between
pitch-accent systems and the stress-accent prototype.
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Povzetek

Clanek na kratko opisuje zgodovinski razvoj prozodi¢ne tipologije jezikov, predstavi dva
prozodicna prototipa na besednem nivoju, ki ju je predlagal Hyman, in pojasnjuje polozaj
tonemskih jezikov na leksikalnem nivoju. Opozarja na lazno podobnost japonséine in
slovenscine, ki je nastala z uvedbo znacilnosti [tkulminativen], in predlaga njeno razsiritev s
funkcijo [teliminativ], ki foneti¢no utemeljuje razliko med tonemskimi sistemi in jakostno-
naglasnim prototipom.
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1 Introduction

Prosodic typology classified world languages by setting two opposite prototypes, tone
languages such as Cantonese, Yoruba, etc. with the feature [+tonal] and stress
languages such as English, Turkish, etc. with the feature [—tonal]. In the history of
prosodic research, research on tone languages and their prototype progressed quickly
and successfully implemented the binary tonal distinction high (H) and low (L) on each
segment, leaving out the so-called pitch-accent languages. Stress on the other hand
was phonetically elusive and was considered a mental construct. The already marginal
phonological status of stress was weakened even further when the binary tone system
proved to be applicable for intonation studies. This approach blurred pitch-accent
languages such as Japanese, Swedish, etc. with stress languages because they share a
common property; that is the feature [+culminative] also called accent.

Intonation phonology became the means of comparison among languages. The
ToBI models, the transcription and annotation tools of prosodic events which would
include both intonation and voice flow segmentation in units of study, define whether
languages differ in the types of tones or/and tonal inventories they have, and
consequently devide languages to tone languages, accent languages, and languages
with no lexical specification of prosody.

Though ToBl models are indispensable in computer technology, which requires
automated analysis of large speech corpora annotated with standardized annotation
strings, Jun (2005, p. 437) points out that comparisons of prosodic systems based on
phonetic descriptions show certain limitations. One very important limitation is that
the similarities shown in the surface realization do not guarantee the same underlying
distinctive prosodic features or structures and may be entirely accidental (also
Gussenhoven, 2007; Ladd, 2008 [1996]; Hyman, 2011). The types of tones cannot
distinguish stress-accent languages from lexical pitch-accent languages because the
autosegmental-metrical model (AM model) does not specify whether pitch accent is a
lexical property or a postlexical property.

As an example of such coincidence, Gussenhoven (2007, p. 256) points at the
surface similarity between English and Tokyo Japanese H*L to write that ‘while
phonologically comparable, the pitch accents of Japanese and English have very
different morphological statuses’. In Japanese, they form part of the underlying
phonological specification of morphemes, along with the vowels and consonants. In
English, on the other hand, pitch accents are intonational and therefore morphemically
independent of the words they come with, and are chiefly used to express the
information status of the expression. Closely related to this is also the false similarity
of surface representations of different accent patterns in declarative intonation
presented for Japanese and Slovene (Golob, 2011).
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Therefore, this research will return to the so-called broad-stroke typology, where
phonological systems are treated level-ordered, cf. the prosodic property of an
utterance is a combination of prosody at the lexical level and prosody at the post-lexical
level, with the former constraining the latter and the latter including the prosodic
features of the former.

The structural approach, where there is a clear distinction between word-level
tones and stress at the lexical level, is indispensable for practically any interdisciplinary
research involving accounting for the structural properties of phonological systems
(and their interface with morphology and syntax), predicting the effects that stress (but
not tone) can have on segments, tracing linguistic change, conducting fieldwork on
understudied and endangered languages, and last but not least, explaining foreign
accents in second language acquisition.

2  Structural approach to prosody and difficulties in L2 acquistion

Foreign accents in second language production are caused by interference from the
phonological system and phonetic realization of the speaker’s first language.

Within the area of prosody, several studies have reported that lexically linked
prosodic features in L1 are more likely to be transferred to L2 prosody and are more
difficult to suppress than the post-lexical ones (Jun & Oh, 2000; Ueyama, 2000; Mennen,
2007; Golob, 2021).

Furthermore, sudden changes at the paralinguistic level of L2 speech, such as the
inclusion of prosodic focus or the use of emotional speech is reported to destroy the
already correctly adopted lexical or intonational prosody (Golob, 2008; van Maastricht
et al. 2016; Kim, 2018).

The above findings show that processes that contribute to the foreign-
accentedness in second language production can best be explained level-ordered or in
other words, through the recognition of the properties involved at different prosodic
levels and their mutual interactions.

3 The aim of this study

From teaching experience to Slovene students of Japanese as well as based on the
findings about foreign accents in second language production, this study will introduce
and evaluate the present word-prosodic typology proposed by Hyman (2006, 2009)
through the results of a large acoustic survey that was recently conducted by Golob
(2021).
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4 Word-prosodic typology

Prosodic properties conveyed in an utterance are a combination of prosodic features
at the word level and those at the phrase level and that postlexical prosody is
constrained by the lexical prosody, and postlexical prosodic information contains
information about the lexical prosody.

Prosodic typology revisited its foundations (word-prosodic typology) to redefine
stress-accent prototype by the properties that would describe both the underlying
distinctive prosodic features and their organization. Hyman (2006, p. 231) proposed an
additional [+obligatory] saying that stress-accent languages meet the following two
central criteria:

11. obligatoriness: every lexical word has at least one syllable marked for the
highest degree of metrical prominence (primary stress);

12. culminativity: every lexical word has at most one syllable marked for the
highest degree of metrical prominence.

By setting the stress language prototype more clearly, classification of languages
according to the properties of their subsystems became more straightforward. Pitch-
accent systems convey the features [—obligatory] and [+culminative], and based on
numerous researches Hyman reckons them as ‘mixed, ambiguous, and sometimes
analytically indeterminate systems’ that do not constitute a coherent prosodic type but
instead ‘freely pick-and-choose properties from the tone and stress prototypes’
(Hyman, 2009, p. 213).

TONE [ +culminative ] STRESS

LANGUAGE [ +obligatory | LANGUAGE
PROTOTYPE [ +tonal] PROTOTYPE
[+tonal] [—tonal ]
[ —culminative ] [ +culminative ]
[ +obligatory ] [ +obligatory ]

Figure 1: Word-prosodic typology according to Hyman (taken from Golob, 2021, p. 20)

The basic distinction [tobligatory] satisfies the difference between Tokyo Japanese
as a pitch-accent language and a variation of Standard Slovene as a stress-accent
language. Both languages convey the features [+culminative].

Tokyo Japanese is known as a typical pitch-accent or non-stress language in the
literature as opposed to a stress-accent language like English (McCawley, 1978;
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Beckman, 1986). It is also classified as a word-pitch language as opposed to a ‘tone
language’ like Mandarin Chinese or an intonation language like English (Pike, 1948). It
carries a distinctive lexical pitch accent, which is marked phonetically by the tonal
change from H to L (Pierrehumbert & Beckman, 1988; Kubozono, 2008). Tokyo
Japanese accent/tone is culminative, a property it shares with stress-accent systems.
However, the lexicon is divided into tonic words (accented type) with H-L tonal change
and atonic words (unaccented type) that convey no such H-L change. In other words,
any given word in theory gets n+1 accent possibilities, n being equal to the number of
full moras, tone-bearing units in Tokyo Japanese (Labrune, 2012).

(1) ‘pillow’+nom.  ‘heart’+nom. ‘mirror’ ‘fish’
a.accentual malkura ga kokolro ga kagamil ga sakana ga
b. tonal MAkura ga koKOro ga kagaMl ga sakana ga
HL HL HL

Some major Japanese dialects are reported to deviate from the standard pitch
accent, mainly differing in the number of tonal patterns involved, and few of them are
accentless (Uwano, 1999; Kubozono, 2012)

Just as Tokyo Japanese was the base for the so-called standard language, Standard
Slovene was also constructed upon dialects. There are two prosodically distinct dialect
types, the tonal or pitch-accent Slovene and the non-tonal or stress-accent Slovene
(Toporidi¢, 2004 [1976]; Sustarsi¢ & Tivadar, 2001). The pitch-accent Slovene has
distinctive tones, namely the acute (a long rising tone) and the circumflex (a long falling
tone) that appear on long stressed vowels. In the absence of a long vowel stress falls
on the final syllable still carrying tones.

Fixed stress is the norm in Slovene. It is obligatory on every lexical word. In stress-
accent Slovene stressed syllable is prominent in the sense that it is longer and conveys
higher tone and greater dynamics compared to unstressed syllables (Lehiste, 1970;
Bhaskararao & Golob, 2006).

(2) ‘saussage’ ‘cupboard’
a.accentual  klo*basa o*mara
b. tonal klobasa omara
LH HL

In overall, the three standard languages, the Tokyo pitch-accent Japanese, the
pitch-accent Slovene, and the stress-accent Slovene are described with the following
prosodic features according to Hyman’s word-prosodic typology.
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PITCH-ACCENT JAPANESE
[+tonal]
[+culminative]
[—obligatory]

TONE
LANGUAGE
PROTOTYPE

STRESS
LANGUAGE
PROTOTYPE

PITCH-ACCENT SLOVENE
[+tonal]

[+culminative]
[+obligatory] ~ STRESS-ACCENT SLOVENE

[—tonal]
[+culminative]
[+obligatory]

Figure 2: Japanese and Slovene according to Hyman's word-prosodic typology

According to Figure 2, by introducing the feature [tobligatory] the three language
systems became prosodically distinct, which, from the point of view of phonology,
could be completely satisfactory. However, the feature [tobligatory] alone does not
make it possible to understand the prosodic typological differences between the two
languages. It seems that it is not directly applicable neither to prosodic function nor to
the nature of the stress language prototype, and would only partially or not at all help
explain processes that appear during seond language acquisition.

In the following section, we will therefore introduce a bidirectional Japanese —
Slovene L1 and L2 study that was conducted by Golob (2021), and of which acoustic
measurements indicate a prosodic property of a stress-accent language, which is very
obvious and is a current topic in phonetic research, but has been overlooked in
discussions on prosodic typology features.

5 Stress language prototype revisited: the feature [teliminative]

Golob (2021) conducted an acoustic experiment on Japanese and Slovene as native
languages (L1) to show that, although the [+culminative] feature is common to both
languages, there is a difference in the parameters responding to it as well as the way
they respond. Furthermore, based on the “Integrated Contrastive Model” (Rasier &
Hiligsmann, 2007) she observes how acoustic parameters respond to the feature
[+culminative] in Japanese and Slovene as second languages (L2) to show that the
prosodic mechanism at the word level is the most uncompromising in a language that
establishes the overall prosodic circumstance.

Measured acoustic parameters, namely vowel formants, duration, fundamental
frequency, and intensity match the four prosodies reported by Pfitzinger (2006),
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thought to be essential for the linguistic aspect of prosody (vs. para-linguistic, extra-
linguistic).

In general, the results for L1 Japanese and L1 Slovene show clear trends and
support previous results. They serve as the benchmark for the L2 Japanese and L2
Slovene results and point out some new and interesting trends.

In L1 Japanese, pitch is the only prosodic feature that shows a systemic and
uniform response, namely that accented vowels have a statistically higher pitch than
the following vowels. In L1 Slovene, on the other hand, the pitch showed violent
reactions but due to unclear tendencies, we consider it to be strongly structured. In
other words, we assume that factors at higher metrical levels influence acoustic pitch
values. The other three parameters in L1 Slovene show uniform responses; accented
vowels are statistically longer than the following vowels, they show no apparent vowel
reduction compared to the unaccented vowels, and they are statistically pronounced
with higher intensity than the following vowels. The intensity response was rated as
less reliable, with data showing statistical significance in three out of five informants.

Results for the second languages provide further important insights. L2 Japanese
shows no correspondence to the [+culminative] feature, the deviation in the acoustic
data is negligible for all speakers. On the other hand, L2 Slovene shows much more
prosodic activity. The pitch showed violent responses as in L1 Slovene but the trend is
unclear and requires further investigation. On the other hand, vowel formants are the
only parameter that does not respond to the [+culminative] feature, and no vowel
reduction is observed. In this context, the L2 Slovene manifestation of the duration
response deserves further attention. Four out of five informants showed statistically
greater duration on accented vowels and at the same time no vowel reduction,
suggesting that Japanese speakers of Slovene used the segmental long-short distinction
found in their native language to respond to the [+culminative] feature.

The above results suggest that the interpretation of word-level syntagmatic
prominence in the case of stress language prototype needs to be reconsidered, and as
suggested, should be defined bidirectionally. To rephrase, a part of a phonological word
is prominent, either because the parameters of the outstanding part are in some way
superiorized compared to those of the rest of the word (maximizing the paradigmatic
opposition), or because the parameters of the rest of the word are in some way
inferiorized (minimizing the paradigmatic opposition), or both.

The [+culminative] feature represents the former process, namely the
superiorization of one part of a phonological word. As for the minimalization process
to fulfill the insufficiency with the conventional typological features, Golob (2021)
proposed a new prosodic typological feature called [teliminative], the actual prosodic
role of which should yet be investigated.
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