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GD PBIBD(2)s in Incomplete Split-Plot Split-
Block Type Experiments

Katarzyna Ambray and lwona Mejza

Abstract

In this paper we present a method of designingreetfiactor experiment
with crossed and nested treatment structures. Téwigd considered is
called a split-plotx split-block design. A kind of design incompletetiwi
respect to all three factors is examined. Additibnawe consider the
usefulness of group divisible partially balanced¢ddmplete block designs
with two associate classes in planning such expemis1 In modeling data
obtained from them, we take into account the struetof experimental
material and a four-step randomization scheme far different kind of
units. As regards the analysis of the obtained oamdation model with
seven strata, we adapt an approach typical of studtium experiments with
orthogonal block structure.

1 Introduction

There are many experimental designs that can beidenesl for use in a three-or-
more-factor experiment. For instance, all experitakmnlesigns for one- or two-
factor experiments can be applied for this purpddeere are also three-or-more-
factor designs specifically developed for the typesath experiments used in
agricultural research. These are primarily extensiofh either a split-plot or a
split-block design (Gomez and Gomez, 1984; LeChdrgl., 1962).

The purpose of this paper is to present a methodesigning a three-factor
experiment with crossed and nested treatment strest The design considered is
called a split-plotx split-block (SPSB) design (LeClerg et al., 196&)kind of
such design incomplete with respect to the levdlghoee factors is examined
(Ambrozy and Mejza, 2003). Additionally, we present the usedss of group
divisible partially balanced incomplete block desigwith two associate classes
(shortly GD PBIBD(2)s, see Clatworthy, 1973) in plamp such experiments.
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The SPSB type design is convenient in field expenisge especially when
certain treatments such as types of cultivation,liappon of irrigation water,
varieties etc., may have to be arranged in (crossetlnested) strips across each
block.

2 Assumptions and notation

Let us consider a three-factor experiment of SP@ tin which the first factor,
say A, hass levels A, A,, ..., A, the second factor, saB, hast levels B,

B,,, ..., B, and the third factor, sa¢, hasw levelsC,, C,, ..., C,. Thus the
number v (=stw) denotes the number of all treatment combinatiomsthe
experiment. The experimental material is assumedbeaodivided intob blocks
each with a row-column structure witk, rows (k, <s) and kg columns of the
first order, called I-columns for shortkg <t . )JSo there arek,kg intersection
plots of the first order within each block, henagfocalled whole plots. Then each
[-column has to be split int&. columns of the second order, called Il-columns for
short (ke <w). Then there arek,kgk: intersection plots of the second order
within each block, henceforth called small plots, $1 = bk,kgk. denotes the

number of subplots, which are required in the expent. Here the rows
correspond to the levels of the factdr, also termed row treatments, the I-columns
correspond to the levels of fact@&, also I-column treatments, and the Il-columns
are to accommodate the levels of fact®r, termed Il-column treatments. The
arrangement of the factors in the mixed design é&yvimportant from the
statistical point of view.

EUs(ll-columng
for the Il-column
EUs(I-columng for the I-column treatments treatments
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Figure 1: Experimental material of a single block in a coatplsplit-plotx split-block
type experiment with the factor& (A, A;), B (B;,B,,B3), C (C;,C,,C5,Cy)

EUs(rows) for
the row treatments

Figure 1 illustrates a sample layout in one blodpl(ication) of a complete SPSB
design with two row treatmentsA{, A,), three I-column treatmentB(, B,, B;)

and four ll-column treatmentsC{, C,, C;, C,). We consider a situation where
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the SPSB design is incomplete with respect to tHemtors and their levels are
arranged according to different or identical ingcide matrices of some GD
PBIBD(2)s.

3 Model of observations

In modeling data obtained from such experiments take into account the
structure of experimental material and a four-stapdomization scheme of the
different kind of units (Ambroy and Mejza, 2004a). With respect to the analysis
of the obtained randomization model with seven tatirave adapt an approach
typical of multistratum experiments with orthogonhlock structure (Nelder,
1965a, Nelder, 1965b). In this case, we have a z&atum (0) generated by the
vector of ones, an inter-block stratum (1), an fisrwv (within the blocks) stratum
(2), an inter-l1-column (within the blocks) stratui®), an inter-ll-column stratum
(4) (within the I-columns), an inter-whole plot {hin the blocks) stratum (5), and
an inter-subplot (within the whole plots) stratu).(The statistical analysis of
such a model is connected with the algebraic pitoggeof the stratum information
matrices for the treatment combinations. The ol@dimncomplete SPSB design
can thus be characterized with respect to a germlance property and stratum
efficiency factors of the design for a set of odboal contrasts between treatment
combination effects (Houtman and Speed, 1983). @ hmmtrasts are connected
with comparisons among the main effects of the mered factors and interaction
effects. When the SPSB design is complete, thenirdtirmation about these
contrasts is contained in a suitable single stratimcases where the design is
incomplete, the information is split between twonoore strata.

Applying the GD PBIBD(2)s to the construction metdhdor SPSB type
designs, we obtain different degrees of balanceéhen strata with respect to the
different contrasts. It can be shown that the pw&noss in estimating the
treatment contrasts can be limited by the propeiahof experimental design.

4 Incomplete SPSB type designs generated by GD
PBIBD(2)s

Let N, (sxb), Ng (txb) and N (wxb) be incidence matrices of GD
PBIBD(2)s for the row treatments, the I-column treants and the IlI-column
treatments with respect to the blocks, respectivéty the present paper the
construction method for three-factor experimentsbessed on the Kronecker
product of matrices, denoted by Then we have

leNADNBDNc, (41)
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where N, is the treatment combinations vs. blocks incidemedrix of the SPSB
design.
Let Cy(c denotes the letter&, B, C in turn) be information matrices of the

subdesigns with the following positive eigenvalue$? =1-a” /(rky) and their
multiplicities p{”, wherery is the number of replications of the row treatnsent
the I-column treatments and the Ill-column treattagnespectivelykr is the size

of blocks, oo(jD are the eigenvalues of the associate matrdgN, j =0, 1, 2,

and Zp(A) =s-1, Z,ofB) =t-1 and Z,o(c) =w-1 (Clatworthy, 1973).
To describe properties such as eff|C|ency and lzadasf the incomplete SPSB

design, we will introduce the following abbreviatsx let M;{q,a} denote the

property thatq contrasts among the treatments of factdr (or interaction
contrasts) are estimated with efficienay in thef-th stratum. In other words, we
say that the design i ;{qg,a}- balanced. In particular, foo =1, the design is

M ¢{qg,1 - orthogonal.

First we turn our attention to three-factor intdrae contrasts. From the
algebraic properties of the information matricestio¢ incomplete SPSB design
and the subdesigns (Ambrpand Mejza, 2004b) we have

Theorem 1. Assume that the row treatments, the I-column tneaits and the II-
column treatments can be grouped into three diffeassociate schemes. Then the

SPSBGD™ ,GD® ,GD©)) design  with  the incidence matrix
N1 =NAONgUON¢g and the parametersb=bpbgbc, k=kakgkc, Vv=stw,
r =rprgrc Wwith respect to three-factor interaction contrasts

o (AxBxC)if oY p® p©  (1-£P)(1-£))(1-£{°))}- balanced,
(AXBXC)o{ oY p® pl©), 51(A) (1-£{8)(1-£{9)}- balanced,
(AxBxC)s{ o p® ol | (1-£M) £® (1-£{°))}- balanced,
(AxBxC)af p1” p1? p, (1-£{") &},

(AxBxC)s{ o piP p{@, & £ (1-£{9)}-, and
(AxBxC) {p(A) (B) (C) &M g9} — balanced,

. (AXBXC){p(A) ®) o (1-P)(1-£P ) (1-£{)}- balanced
(AxBxC)of o1 pf® ol £ (1-£{®))(1-£{”) )}~ balanced,

(AxBxC)a{ o1 p® ol (1-£7) P (1-£{7) )}~ balanced,
(AxBxC){ p® p® p© | (1-eM) )},
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(AxBxC)s{ o piP pf°, & £ (1-£{7)}-, and
(AxBxC)e{ o1 p® ol £ £ 1 pbalanced,

o (AxBxC)i{ o p® pl®, (1-eP)(1-£P) )(1-£7)}- balanced,
(AXBXC){ o pf® pl©), 51(A) (1-£5P)(1-£{9)}- balanced,
(AxBxC)s{ p* pf (B> P9, (1-eM) e® (1-£{°)}- balanced,
(ABxC)af p{? pf” p{‘” (1-£7) &},

(AxBXC)s{ p{" p} o A, & &P (1-£7)}-,
(AxBxC)e{ o1 p® pl©) | £ £(©1 _ balanced,

o (AxBxC){ oA pf® o) (1-£M)(1-£P)(1-£{))}- balanced,
(AXBXC)of o1 p® ol e (1-£)(1-£{)}- balanced,
(AxBxC)s{ o pf (B> o5 (1-eP) ) (1-£{7) )}~ balanced,
(AxBxC)of p{” P P, (1-£{") {7},

(AxBxC)s{ p{* pf o P9, P &P (1-£{)}-, and
(AxBxC)e{ o1 p® pl) £ £ _ balanced,

o (AxBxC){ pP pf® o) (1-£M)(1-£?)(1-£{°))}- balanced,
(AXBXC)of oS pf® pl©), £§A) (1-£{®)(1-£{°))}- balanced,
(AxBxC)s{ o7 pf® ol (1-£{7) P (1-£{°))}- balanced,
(AxBxC){ o8 pf® p{‘” (1-£8) 9},

(AxBxC)s{ o3 pi¥ p(@, £f? £ (1-£{9)}-, and
(AxBxC)e{ o3 p{® pl®) £ £} _ balanced,

o (AxBxC)i{ pP pf® ol (1-M)(1-£P)(1-£)}- balanced,

(AXBXC)of o3P p® ol e (1-£®)(1-£{)}- balanced
(AxBxC)s{ o8V pf® ol (1-£{M) £{® (1-£{?))}- balanced
(AxBxC)4{ P p® p©, (1-£P) e},
(AxBxC)s{ p§? p{® p§C> &8 &P (1-£{7)}-, and
(AxBxC)e{ o p{® ol £ £ 1 balanced,

o (AxBxC){ o pf® o) (1-£{M)(1-£P)(1-£{°))}- balanced,
(AXBXC)of oS pfB) pl©), £§A) (1-£8?)(1-£{°))}- balanced
(AxBxC)s{ oi¥ pf (B> o9, (1-7) £l (1-£{°))}- balanced
(AxBxC){ p pf¥ pf% (1-£8) 9},
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(ABXC)s{ p5” p3” pI7, & &5” (1-&19)}-
(AxBxC)ef P3P o p(@, e £} - balanced.
«  (AxBxC)o{ pi¥ piP P9, (1-{)(1-£{? )(1-£{7))}- balanced,
(AxBxC)o{ p pf® p©, {? (1-£{7)(1-£{7))}- balanced,
(AxBxC)s{ o3P pf® ol (1-£{) P (1-£{7) )}~ balanced,
(AxBxC)o{ P pf pf°, (1-£57) {7},
(AxBxC)s{ pi™ pi¥ pf°, ef¥ £f? (1-£{7)}-, and
(AxBxC)ef P3P pfP pi, e £} - balanced.
Table 1: Stratum efficiency factors of the incomplete SP&8ign with respect to some

types of orthogonal contrasts;i@ =1—£i® , Wherei = 1, 2 and [) denotes the letterd,
(B), (C) in turn).

Type of Nucr)r;ber Stratum | Stratum | Stratum | Stratum| Stratum/| Stratum
contrast contrasts (1) (2) (3) (4) (5) (6)
. pl(A) ,71(A) gl(A)
péA) ,7£A) géA)
. pl(B) ,71(5) gl(B)
péB) /7§B) géB)
C '01(0) ,71(C) 51(0)
,oéc) ,7§<:) €£C)
pl(A) pl(B) ,71(A) ,71(5) é.l(A) ,71(5) ,71(A) é.l(B) gl(A) é.l(B)
- pl(A) péB) ,71(A) ,7§B) gl(A) ,793) ,71(A) EéB) gl(A) EéB)
péA) pl(B) ,7£A) ,71(5) géA) ,71(5) ,7£A) é.l(B) géA) é.l(B)
péA) péB) néA) ,7§B) géA) ,793) néA) EéB) géA) EéB)
pl(A) pl(C) ,71(A) ”l(C) gl(A) ,71(0) ,71(A) gl(C) gl(A) gl(C)
e pl(A) ,oéc) ,71(A) ,7§<:) é.l(A) ,7£C) ,71(A) €£C) é.l(A) géq
péA) pl(C) néA) ”l(C) géA) ,71(0) néA) gl(C) géA) gl(C)
péA) ,oéc) ,7£A) ,7§<:) géA) ,7£C) ,7£A) €£C) géA) géq
pl(B) pl(C) ,71(5) ,71(<:) gl(B) ,71(<:) é.l(C)
e pl(B) pg:) ,71(8) ,7§C) gl(B) ,7§C) Eg:)
,oéB) pl(C) ,755) ,71(<:) €§B) ,71(<:) é.l(C)
,0§B) pg:) ,793) ,7§C) géB) ,7§C) Eg:)
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Conclusion 1. In the incomplete SPSB design generated by thieed€signs,
information about the basic interaction contradtsype AxBxC is contained in all
strata if the GD designs are of R types. When tleegating designs are of type
SR or S, then some of the contrasts are estimabdaeé stratum only.

Conclusion 2. From the above theorem we can easily obtain mé&iron about
the remaining basic contrasts. For instance, ifwaat information abous -1 (=

oM+ piMy contrasts among the main effects of the fagdtore have to assume
that B =P =P (= 0) with p{®=p®=pPE (= 1) and &= = £ (= 0)
with p{®= p{®= p{®) (= 1). If we are interested in the interaction aasts of type
BxC, then in the theorem we have to assume th@l=&{"=¢"(= 0) with

o= piN=p(" (= 1), only. We present the conclusions about thas@rasts we
present in Table 1.

5 Example

In this example we illustrate how orthogonal costsacan be estimated in a
(4 x 6 x 4) factor experiment. Assume that four row treattsecan be grouped

into an associate scheme with two groupg = 2) and two treatments within
each group p¥ =2), sos = mPp® =4, Similarly, six I-column treatments
and four ll-column treatments can be grouped in tiMéerent associates schemes,
thereforet = m®p® =6, w = m®p© = 4. Then the experiment is set up in
an incomplete SPSED”W, GD®, GD©) design, in which theGD®™ design

and GD© design are of type SR an@D® is of type S (plans: SR1 and S,
respectively, cf. Clatworthy, 1973). Thus the paesens of the generating designs
are as follows:

GDW: ba=4, ka=2, s=mP®p®=4, ra=2, =0, W=1,
GD®: bg=3, ks=4, t=m®Pp® =16, rg =2, AB) =2, 4P)=1, (5.1)

GD: be =4, ke=2, w=mp©@=4, rc=2, A9 =0, A)=1.
Then the incidence matrix with respect to the bkokthe SPSB design is

101
1010 (110 (1010
1001/ |01 1] |1 001
N; = O O (5.2)
0101 (101 |0101
0110 (110 (0110
011
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The parameters of the SPSB(SR1, S1, SR1) desigecual to: b =48,k =
16,v = 96,r = 8. The eigenvalues of the matricés, Cg andCc are: gl(A) = gfc):
172 with multiplicities p{® =p{®= 2, &M == 1 with multiplicities
pgA) = ng) =1, 51(8) = 1 with multiplicity p{B) =3, andegB) = 3/4 with pr): 2.

By Theorem 1 above, the incomplete SPSB(SR1, S1) 8Bsign is:

Ai{2, 1/2}- balanced and Ax{2, 1/2}- balanced, Ax{1, 1}- orthogonal,
B1{2, 1/4}— balanced andBs3{2, 3/4}- balanced, Bs{3, 1}- orthogonal,
Ci{2, 1/2}- balanced andC,{2, 1/2}- balanced, C,{1, 1}- orthogonal,

(AxB)1{4, 1/8}—, (AxB).{4, 1/8}—, (AxB)s{4, 3/8}—-, and AxB)s{4, 3/8}-
balanced,

(AxB)s{6, 1/2}—, and AxB)s{6, 1/2}- balanced,

(AxB){2, 1/4}—, and AxB)s{2, 3/4}- balanced,

(AxB)s{3, 1}— orthogonal;

(AXC)1{4, 1/4}—, (AxC).{4, 1/4}—, (AxC)4{4, 1/4}—, and AxC)e{4, 1/4}-
balanced,

(AXC)2{2, 1/2}-, and ARAxC)e{2, 1/2}- balanced,

(AxC)4{2, 1/2}—, and AxC)e{2, 1/2}- balanced,

(AxC)e{1, 1}— orthogonal;

(BxC)1{4, 1/8}—, (BxC)3{4, 3/8}—, and BxC),{4, 1/2}- balanced,
(BxC)3{6, 1/2}—, and BxC)4{6, 1/2}- balanced,
(BxC)4{5, 1}- orthogonal;

(AxBxC)3{12, 1/4}—, (AxBxC)4{12, 1/4}—, (AxBxC)s{12, 1/4}—, and
(AxBxC)e{12, 1/4}— balanced;

(AxXBxC)4{10, 1/2}—-, and AxBxC)e{10, 1/2}— balanced;

(AxBxC)1{8, 1/16}-, (AxBxC){8, 1/16}—, (AxBxC)3{8, 3/16}—,
(AxXBxC)4{8, 1/4}—, (AxBxC)s{8, 3/16}—, and AxBxC)e{8, 1/4}— balanced;

(AxBxC)s{6, 1/2}—, and AxBxC)e{6, 1/2}— balanced;

(AxBxC)e{5, 1}— orthogonal;
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(AxXBxC)o{4, 1/8}—, (AxBxC)s{4, 3/8}—, and AxBxC)¢{4, 1/2}— balanced.

Summing up, it can be noticed that in the gener&B&B design, some of the
basic contrasts are estimated with full efficieregual to 1. This results from the
generating designs of types SR and S. These cositaas estimable in one stratum
only, as in a complete SPSB design. Informationualmdher basic contrasts can be
split into two or more strata. Statistical inferesqestimates and tests) about them
can be obtained using the information from one tatra separately or by
performing for them the combined estimation anditgsbased on information
from all the strata in which they are estimablel{&ski and Kageyama, 2000).

Additional remarks No standard software package known to the autbars
be used to implement the designs under considerafibthe moment this paper is
only theoretical. The authors would be very graltédu suggestions concerning the
possible use of software for planning the generatidigns and statistical
inferences.
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