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This paper is a preliminary study and presents a possibility how to begin the axioma-
tizing of the phenomenon that we call the informational and how to deduce still other
axioms from the basic axiomatic viewpoint. If we solve the problem of an adequate
formalization—introducing a symbolic and symbolically open language—the question of
the logical consistency may still remain open. This situation may or may not represent
an inadmissible position within different sciences. For after all, sciences have to deal
with questions that rise the level of the traditional logical views and scientific disci-
plinability to a higher position of scientific cognition. Informational logic can offer a
new and more critical view as it is customary in sciences rooting in dassical logic. The
logic of informational sets new standards that consider the active, also creative capa-
bilities of informational entities in question. Decomposition and composition of entities
/n a parallel, spontaneous, circular, and intentional way can be the path on which par-
allelism, spontaneity, circularity, and intentionality become constructive capabilities of
the informing of entities.

Das Entwerfen des Verstehens hat die at the beginning of our discussion, we must recon-
eigene Moglichkeit, sich abzubilden. Die cile of going our own logical way, which requires
Ausbildung des Verstehens nennen wir informational self-discipline in the realm, where
Auslegung. In ihr eignet sich das Verste- entities inform and are informed in an arising,
hen sein Verstandenes verstehend zu. that is, spontaneous, circular, parallel, and in-

teractive way. The main difference to traditional
—Martin Heidegger [Heidegger 86] 148 m a t hematical theories lies in the phenomena of in-

formational arising, where entities (mathematical
1 Introdliction objects) perform and are performed in an active,

that is, functionally arising way, which, in prin-
This essay deals with the logic of language ciple, is non-algorithmic, but only exceptionally
concerning a theory of the informational, hav- algorithmic in a mathematical way.
ing its roots in the realm of the extended no- How to deduce logically (naturally, realistically,
tion of informing of information [Zeleznikar 92b, linguistically) the concept of an informational
Zeleznikar 93]. The mformational might enter entity that develops (emerges, arises, exists) in
into a logician's language as something that is a spontaneous, cyclic, parallel, and intentional
not consistently structured yet; thus, an addi- way? This is the question that will be in the fo-
tional effort is necessary to construct logical foun- cus of this paper1 among other questions, which
dations, from which scientifically rigorous infor- all concern a strict deductive (axiomatic) logical
mational theories could be deduced. As we shall
show indirectly by the presented discussion, the .t ™? p a p " i s a pfate,author>s ^ a n d n o p a r t o f

. it may be used, reproduced or translated m any manner
general foundations of a tradltional mathemati- what soever without written permission except in the case
cal logic may not suffice such undertaking. Right of brief quotations embodied in critical articles.
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approach.
Our point of view will be to discuss the in-

formational in terms of interacting (mutually
impacting) informational entities (e.g. pro-
cesses acting informationally upon informational
entities), however, not to determine explicitly
what by itself the informational might be. We
shall axiomatize some basic phenomenal forms
of things that we call informational entities. It
is to understand that the following discussion
is only a begiiming on the way to a redefined,
rethought, and broadened idea of the informa-
tional and its phenomenalism. This broadening
view seems righteous if we consider the possi-
bilities of the coming informational technology,
for instance: parallel structured, networked and
diversely performed processors; multimedia ori-
ented memorizing and displaying devices; enor-
mously information-supported designing and pro-
gramming tools; and new philosophies of informa-
tion use and development.

Nothing very new or uncommon will be said
about the informational phenomenalism if we dis-
tinguish the dualistic character of information in a
computer: both the information processing form
and the information processed form of data, pro-
grams, and systems. Yet, the boundaries between
regular data (passive information) and woi\king
programs (active inforrnation) are clear, strict,
and indispensable within the prevailing (ruling)
philosophy of sciences. The new informational
philosophy grasps these boundaries and already
comprehends how they are hindering the shift-
ing into the realm of dynamically performing in-
formational processes—natural and also artificial
ones. The formal discussion of informational phe-
nomena in this paper will smartingly reopen this
question.

2 The First Informational
Axiom

Alle theoretische Forschung, obschon sie
sich keineswegs blofi in ausdriicklichen
Akten oder gar in kompleten Aus-
sagen bewegt, terminiert doch zuletzt
in Aussagen. Nur in dieser Form
wird die Wahrheit und speziell die
Theorie zum bleibenden Besitztum der
Wissenschaft, sie wird zum urkundlich

verzeichneten und allzeit verfiigbaren
Schatz des Wissens und des weiter-
strebenden Foischens.

—Edmund Husserl [Husserl 80] 11/1 3

The operand and operator view (concept) is a
common approach in formal theories of sciences.
This view separates two categories of entities: the
passive and the active ones. To apply this view
in an inforrnational theory is not so simple since
a strict distinction of both categories may be pos-
sible only in a time, matter, or phenomenon s]ice,
that is, on an abstract and ideal level of recogni-
tion. In the real nature, situation is similar. For
instance, actors can be permuted, destroyed, en-
forced, etc. traversing from active state into a
passive position where they can be modified, de-
veloped, changed, etc. Similarly, passive items of
something can become actors with the force to
impact passive and also acting entities. This is
the well-known phenomenon in the living world.

As any other culturally based (abstract, ideal-
ized) cognition, the following one has its roots in
human language. We search for a dynamic lan-
guage category (e.g., verb, noun) that, on the
general level, would be capable to cover a suffi-
ciently broad realm of simultaneously (parallel)
active and passive informational possibilities. On
the route of our experience with the most sophisti-
cated human tool, e.g., computer, we arrive to the
verb to inform and to the noun information. In
this respect, informing and information are can-
didates that may assure our needs, at least on the
linguistic level, where we can say, for instance,
information informs (something) [an active posi-
tion], but also information is informed or is be-
ing informed (by something) [a passive positionj.
Thus, the active property of an informational en-
tity may be called the informingness and the pas-
sive one the informedness. This view is in accord
with even more general one, which is, for instance,
any impacting(ness) and impactedness of some-
thing.

After this introduction we aie ready to set the
most basic informational axiom, a sort of informa-
iio prima that, from the linguistic point of view,
will suffice our further intention of a broadened
informational theory development.

Definition 1 [SOME BASIC OPERANDS AND

OPERATORS] We mark informational eniities,
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tuhich are operands of an emerging (informa-
tional) theory, by small and some distinguished
capital Greek letters, that is,

a, /3,7, • • •, o>, T, • • •, fl (informing entities)

The corresponding informings of these entities we
mark by capital calligraphic letters, that is,

or, ezplicitly, by

Further, we define the informational operators
with the following meaning:

|= 'informs' or 'is informed (by)'
=>• 'implies' or Hs implied (by)'

We shall define other2 informational operands
and operators simultaneously. •

An informational entity a informs in its own way.
We can express this property of informing by the
most general informational operator of informing,
marked by |=.

Axiom 1 (Informatio prima) [INFORMA-

TIONAL EXTERNALISM; INFORMINGNESS; IN-

FORMING FOR OTHERS] An informational entity,
marked by operand a, informs (informational op-
erator \=); formally, a |=. An informational en-
tity a implies (informational operator =$•) that
it informs. Formally,

a => (a |=)

From this axiom other axioms can be deduced in-
formationally by a common logical procedure. •

In the last axiom, we can distinguish three in-
formational formulas: a as a simple operand of
formula marker, a \= as the entity a external-
ism, and a => (a \=) as the basic implication
pertaining to the entity a externalism. Expres-
sion a \= is an open informational formula. This
formula (as any other informational formula), by

itself, is an informational entity (operand). Thus,
for instance, formula (a |=) |= is not only regular,
but senseful. It says that entity informs, informs.
The other view of the openness of Axiom 1 is oper-
ational (operator-like). On the empty right side
of operator |= in formula a \= there could stay
another operand, for instance, a \= /3. As we can
see, the openness of an informational formula is
recursive. Denotation (also marker of something)
a is the most primitive formula, that is, a single
operand itself. This mean that any formula a can
be developed in an informational way as a (= and
recursively, beyond this formula.

3 Axioms that Extend Beyond
the First Axiom

Die Auslegung von Etwas als Etwas wird
•vvesenhaft durch Vorhabe, Vorsicht und
Vorgriff fundiert. Auslegung ist nie
ein voraussetzungsloses Erfassen eines
vorgegebenen.

—Martin Heidegger [Heidegger 86] 150

In human language, the statement something in-
forms presupposes that something is being in-
formed. If the first form is an active informing
(for the sake of clarity, we introduce the term in-
formingness), the second one represents a passive
informedness. Thus, the informedness of an en-
tity (informational operand) is a consequence of
an entity's informingness.

Axiom 2 (Informatio secunda) [INFORMA-

TIONAL INTERNALISM; INFORMEDNESS; IN-

FORMING FOR ITSELF] An informational entity
(operand), a, is informed or is being informed
(informational operator \=); formally, \= a. In-
formational entity (operand a) implies (informa-
tional operator = ^ that entity is informed (or is
being informed). Formally,

a (N«)

2Other markers for informational and informing
operands can be the small and capital Fraktur letters,
respectively, that is, o, 6, • • • , 3 and 21, !8, •••, 3- Such
markers are characteristically distinguishable, especially
the capital ones.

This axiom is a logical (axiomatic) consequence
of the previous one (in the sense that if something
informs, something will be informed). •

In fact, informatio secunda is an axipmatic con-
sequence of informatio prima. To be consequent,
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we can "prove" the last axiom in the following
formal way:

(a = • (a [=)) => (« = » (N «))

or, in short, (a |=) = > (|= a) . Formula \= a is
informationally open in several respects. For in-
stance: formula (|= a) \= says that entity is being
informed, informs; formula |= (|= a) says that
entity is being informed, is being informed; and
formula /3 (= a says that entity is being informed
by another entity. We see how the openness of an
entity can be closed in different ways and how the
results of certain closing remain recursively open
for further possibilities of closing.

Both basic axioms generate consequences (lem-
mas, rules), which can still be comprehended as
axiomatic since an ad hoc terminology concerning
them is being introduced.

In fact, Axiom 1 hides another axiom, which
concerns a basic consequence, that is, a rule
of deduction. Informing of something has its
sense only in case if something is being informed
through mforming of something.

Rule 1 (A consequence of informingness)
[A BASIC DEDUCTION CONCERNING INFORM-

ING] If entities inform then there exist entities,
which are informed. In general, the following im-
plication holds:

(a (h a)
This is an axiomatic consequence of informing-
ness, ivhich is logically evident in an informa-
tional way. •

Rule 2 (A consequence of informedness)
[A BASIC DEDUCTION CONCERNING INFORMED-

NESS] If entities are informed then there exist en-
tities, ivhich inform. Generally,

(h a) => (a |=)

This is an aziomatic consequence of informed-
ness, which is logically evident in an informa-
tional way. D

The last two rules are basic deduction rules for
formulas development. They are essential de-
velopment procedures in formulas decomposition
and composition approaches, treated later on in
this paper. Many other rules follow from axioms,
consequences, and theorems and can be applied
in cases of formula development.

Axiom 3 (Informatio tertia) [INFORMA-

TIONAL METAPHYSICALISM; INTERIOR CYCLIC-

ITY; INFORMING IN ITSELF] An informational en-
tity (operand), a, informs and is being informed
simultaneously (in parallel) in itself and by itself;
formaHy, a j= a. Informational entity (operand
a) implies that entity informs and is informed
(being informed) in itself. Formally,

a => (a |= a)

This axiom logically folloms from the previous
ones. •

The last axiom follows from the previous ones. In
its open informingness (a \=) and open informed-
ness (|= a) , entity a is a particular system per se,
that is,

(« h; 1= «) => (" 1= «)
being informationally closed into itself (e.g., into
its own existing, changing, emerging, vanishing).
Thus, an informing entity implies its metaphys-
icalism where it informs itself and is being in-
formed by itself (that is, exists, changes, emerges,
vanishes in itself). In a particular way, concern-
ing the entity, the described metaphysical situa-
tion seems norcnal (physical, philosophically ac-
ceptable).

An entity's internalism and metaphysicalism
constitute together the attitude of the entity as
observer. Internalism \= a is also an observing
position of entity a. Internalism means that a
might be capable of observing it concerning exte-
rior and interior world, not only through j= a, but
|= (a \= a), which considers a's metaphysicalism
a \= a. Thus, internalism, |= a, is a kind of a's
observing metaphysicalism f= (a (= a) .

How objectively does a observe its exterior and
interior world depends solely on the instantaneous
state of a's metaphysical perception, that is on
(|= (a |= a))'s structure and organization. The
recognition of a's true world remains in the frame-
work of (|= (a \= a))'s capabilities, which con-
sider the, intricate internalism |= a as well as
the intricate metaphysicalism a \= a. For exam-
ple, irrespective of the superb theories (gravita-
tion, electromagnetism, relativity, quantum the-
ory), contradictions in the form of incompleteness,
insufficiency, paradoxicalness, etc. arise and show
how the inner rnodels and simulations fail to cover
the outer world in its entirety.
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Phenomena of informingness and informedness
constitute the so-called phenomenalism of an in-
formational entity.

Axiom 4 (Informatio quarta) [INFOR-

MATIONAL PHENOMENALISM; INFORMATIONAL

OPENNESS; INFORMING AS SUCH] An informa-
tional entity (operand), a, informs and is being
informed openly (in parallel) in respect to itself
and to its environment; formally, a |=; |= a is a
formula system describing the phenomenalism of
entity a. Informational entity (operand a) im-
plies that entity informs and is informed (being
informed) openly in any respect. Formally,

a = » (a |=; f= a)

This is a system axiom that follovos from the pre-
vious axioms. •

Phenomenalism is the most general property of
informing of an entity. It includes (informational
operator C) the phenomena of externalism, inter-
nalism, and metaphysicalism. Thus,

« \=, \= a, a \= a C (a |=; 1= a)

Informational entity behaves phenomenally, how-
ever, its phenomenalism is a particular form of
informing characterizing the informational nature
(Being, essence) of the entity in question. Infor-
matio quarta unites all possible cases (external-
ism, internalism, metaphysicalism, and phenome-
nalism) of an entity appearance, occurrence, aris-
ing, coming into existence, etc. Thus, an adequate
definition of entity a can be expressed considering
the previous axiomatic origins.

Definition 2 (Informational entity) [PHE-
NOMENAL DETERMINATION OF INFORMATIONAL

ENTITY] An informational entity, marked by a,
is informationally determined by formulas of its
ezternalism, internalism, metaphysicalism, and
phenomenalism. There is,

a "Def

Q |=; externalism
|= a; internalism
a \= a; metaphysicalism
(a |=; |= a) phenomenalism

tvhere informational operator ^Def has the mean-
ing "informs (means) in the sense of a definition"
or, simply, "means by definition". O

Several facts have to be mentioned concerning the
last definition. Firstly, the definition is a conse-
quence (theorem) of four axioms. It would be
necessary to prove that the definition pertain-
ing to informational entity satisfies the concept
of all entity-concerning informational phenomena.
This seems to be true at least intuitively, that
is, hypothetically. Secondly, the preceding defi-
nition is implicit in respect to a. The so-called
definiendum (the defined-left side) means (infor-
mational operator ^Def) definiens (the defining-
right side), in which genus proximum is informa-
tional operand a and differentia specifica is infor-
mational operator |= at the right and at the left
position to operand a. The right side (definiens)
is completely axiomatically determined. Operator
^Def may be understood as a particularization
of the general informational operator |=, for in-
stance, |=definitionai) with the meaning informs in
a definitional way. As we see, informational def-
initions will always inform implicitly, that is, in
an informationally closed way within the realm of
informational phenomenalism. Thirdly, the last
definition possesses a parallel and an embedded
parallel structure in the definiens part. Thus, we
have to define the permissive parallel notations of
informational formulas.

Definition 3 (Parallel notations) Parallel in-
formational entities (operands, formulas, and for-
mula systems) can be formally expressed in dif-
ferent ways. The horizontal notation of parallel
performing entities a, /3, • • •, co is

(a; /3; • • •; w) or, simply, a; /3; • • •; u

Vertical notations of parallelism ezplicate the par-
allel informing of entities in an formally evident
manner. The folloming vertical parallel informa-
tional ezpressions are permissible:

a;
/5;

a;

or or

The semicolon sirnultaneously denotes the paral-
lelism and the end of a particular entity in a par-
allel array. It is necessary when entities are pre-
sented by formulas, which exceed a single line. •

Definition 4 (Informational sets) Informa-
tional sets are collections of entities (operands,
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formulas, and formula systems), which may be
comprehended as informationally isolated iterns,
vahere the question of their mutual informational
interaction is not relevant. An informational set
of elements a,0, • • • ,u; is denoted by

or

A comma is the separator betiveen isolated ele-
ments. Parallel notations of informational sets
are permissible, that is,

a,
P,

U)

or

a,
P,

c j

> o r <

a,
P,
;
U!

The comma has a similar function as the semi-
colon in the previous definition. •

4 Axioms of Informing

In this section we have to bring the duality of the
presence (existing, arising) of an informational
entity to the axiomatic surface. As a whole, in
its entirety, or as an informational unit, informa-
tional entity a includes its own component of in-
forming, marked by Ja or, in the functional (pred-
icative) notation, by X(a). The informational du-
ality of a lies in its nature to be a form and pro-
cess simultaneously, that is in the parallel nature
of its operational activism and passivism vvithin
the same unity, on one side (expressions a \= and
|= a), and the explicit expression of entity inform-
ing la, on the other side. That what we have to
bring face to face are verbal phrases to inform
and to be informed, on one side, and the integral
property of informing of entity, on the other side.
In fact, we have to decide between different kinds
of expression of the phenomenon of informing.

If a \= and f= a say that a informs and that a
is being informed, respectively, than Xa represents
the possibility of informing of a in a's entirety. In
this respect, informing Xa includes the expressive
power of both a \= and \= a and introduces the
informing of a as a distinguished operand within
a, that is, informational entity.

Axiom 5 (Informing of an enti ty) [Exis-
TENTIALISM OF INFORMING] We have the follom-
ing senseful aziomatic implicational consequence:

(a = > (a \=; |= a)) = > Ja

Entity a implies that it informs and that it is in-
formed (informational phenomenalism); inform-
ingness and informedness imply that entity has
the entity, called inforrning Ja as an information-
ally active part of the entity. •

In mathematical terms, Xa seems legal as a pred-
icative function of a, that is, l(a). It repre-
sents the systemic (phenomenal) informing of a,
expressed implicitly as (a |=; f= a). On the
other hand, operand-operator expressions a \=
and |= a as operator open entities may not fit the
traditional mathematical agreement and function
(mean) as a non-consistent novum. This situa-
tion becomes even more inconvenient in case of
expressions of the form

Imagine, for instance, the following: both + o, and
a + may still represent a reasonable expression of
a's additivity. But, what could be said in cases
of +(+a), (a+)+, + ( a + ) , etc. New terminol-
ogy (meaning) of such algebraic open cases has
to be introduced. Operator + always charac-
terizes the operand, to which it belongs. Thus,
in formula + ( + a ) , operator + characterizes the
operand + a.

Axiom 6 (Part i t ionism of informing) [IN-
CLUSIVENESS OF AN ENTITY INFORMING] Axiom

Ia = > (Ia c a)

says that informing of an entity implies that the
informing is a part (i.e., an active part) of the
entity. D

The last axiom sounds natural, so, no further dis-
cussion is necessary.

Axiom 7 (Externalism of informing) [EN-
TITY BOUNDED EXTERNALISM OF INFORMING]
Ezternalism of an entity informing (informing's
informingness) is closed to the entity. That is,

Ta = } • (la (= a)

says that informing Ja informs its entity a in a
closed way. •

Informing la informs entity a.
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Axiom 8 (Internalism of informing) [EN-
TITY BOUNDED INTERNALISM OF INFORMING]
Internalism of an entity informing (informing's
informedness) is closed to the entity. That is,

Xa=^(a^ Xa)

says that the informedness of an entity informing
is caused in an entity-closed way. D

Informing Xa is informed by entity a.

Axiom 9 (Metaphysicalism of inform-
ing) [INFORMATIONAL REGULARITY OF META-
PHYSICALISM OF INFORMING] AS usually,

Informing of an entity informs metaphysically
(basic-cyclically) as any other informational en-
tity. •

The last axiom assures that informing Xa can be
metaphysically decomposed as a regular informa-
tional entity.

Axiom 10 (Phenomenalism of informing)
[CIRCULAR BOUNDING OF INFORMING] Let us in-
troduce four implications for the specific phenom-
enalism of an entity informing:

Informing's first mode of phenomenal circularity:

Ia => ((« |= Xa) \= a)

Informing's second mode of phenomenal circular-
ity:

Ia=^(a^ (Xa h a))

Informing's third mode of phenomenal circularity:

Informing's fourlh mode of phenomenal circular-

Ja Q \=(a\=

The phenomenalism of an entity informing is
closed to the entity itself. •

Let us interpret the last four modes of inform-
ing of an entity, which are characterized by spe-
cific cyclical ways. In the first mode, a informs
Ta and, then, this process (subformula) as an en-
tity informs a. While informing XQ is directly

informed by a (subformula a |= Xa), it informs
a indirectly through the entity a \= XQ [formula
(a (= Xa) (= a). In this mode, the a-cycle is evi-
dent.

In the second • mode, a informs the process
Xa |= a, in which informing Xa directly informs
entity a. On the other hand, informing Xa is in-
formed indirectly by a through the entity Xa \= a
[formula (a \= (Xa \= a)]. In this mode, the a-
cycle is evident too.

In the third mode, entity Xa \= a informs Xa.
In this mode, the rnetaphysical cycle of the form
Xa |= Xa is coming to the surface. In this cycle, Ia

directly informs a, but entity a informs entity Ta

indirectly, through the composed entity Xa \= a.
In this mode, the so-called Ia-cycle is evident.

In the fourth mode, entity la informs the com-
posed entity a \= XQ. In this mode, informing Xa

informs entity a indirectly, but entity a directly
informs its informing XQ. In this mode, the Xa-
cycle is evident too.

Definition 5 (Informing of an entity) [PHE-
NOMENAL INFORMING OF AN ENTITY] Informing
Xa of an entity a is an a 's phenomenalism, that
is, an interweavement of dijferent informational
phenomena determined in the previous azioms.
Formally,

1 O C«;
Xa (= a;

a
f~

(a |= J a ) |= a;
a |= (Xa |= a);

partitionisrn
ezternalism
internalism
metaphysicalism
phenomenalism 1
phenomenalism 2
phenomenalism 3
phenornenalism 4

This system of informing-(Xa)-definitional for-
mulas can be understood to be a set of independent
single formulas or a system of arbitrarihj informa-
tionally connected formulas. •

5 Implicational Nature of
Axioms

Implication belongs to the informationally most
common forms of expression. Implication means
nothing else than a logical connection of infor-
mational entities, their implicitnessin an infor-
mational context that always exists and informs
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in a spontaneously (intentionally, orientationally,
worldly) interconnecting, interwoven, and cyclic
way. Implication in informational axioms points
to an artificial origin, which has its roots any-
where in the existing informational context and
is posed by the observer or observer's intention,
aim, t ru th , or belief. That is nothing else than
a phenomenological reasoning or att i tude, which
pervades the today logic, sciences, and technolog-
ical undertakings.

By logical convention, informational implica-
tion a => P is read in the following sense: a
as an informational operand (entity, formula) im-
plies /3 as an informational operand (entity, for-
mula). In this context, "a as an informational
operand" has the meaning of the statement "it is
true that a is an informational operand", which
is in accordance with the implicational convention
in ordinary (mathematical) logic.

6 How to Deduce
Informational Consequences

The informational is the most general term, which
is not informationally particularized yet. The
question is how to deduce the general and how the
particular consequences (theorems) in the frame-
work of a general and a particular informational
theory. Some decomposition and composition
philosophy, which concerns informational deduc-
tion, will be found in section 7.

After that we have axiomatized and defined,
the deduction of a general informational theory
is a pure syntactic procedure, which never ends.
There are infinitely many general inforrnational
consequences, which can be deduced by pure syn-
tactic means from the previous axioms and def-
initions. But, that does not hold for particular
informational theories, which are axiomatically
bounded and correspond (model) particular in-
formational cases. Thus, for instance, informa-
tional theories of discourse, time, understanding,
a certain intelligence, etc. become senseful in an
informational manner. Such particularized and
complex informational entities are described by
some initial informational formula systems, which
develop and behave informationally.

Consequence 1 (Informational Syntax) A
general syntax of informational formulas folloms

from the previous axioms and definitions and is
the follouiing:

ip informational entity:
operand, formula, or formula
system;
any operand symbol: a , /3, • • •, u
orA,B,---,Z;

(ip) parenthesized entity,
ip |= entity externalism;
|= <p entity internalism;
ip\= <p entity metaphysicalism:

informational serialism,
informing among different entities:
for instance, (p |= if)\

<p |=; |= ip entity phenomenalisrn:
entity system informing;

Ip, T(y>) informing of entity ip\
(p, ip, • • •, tp informational set;
<p; (p; • • •; tp informational parallelism

The general syntax of informational formulas is
recursive. •

The consequence of informational syntax assures
that by decomposition and composition of entities
any possible formula or formula system can arise,
irrespective of the nature of particular decom-
position and composition rules ( that is, formula
constructing impulses, situations, att i tudes, e t c ) .
Within processes of decomposition and composi-
tion of informational formulas, operands and op-
erators are particularized and universalized ac-
cording to given situations, following the princi-
ples, by which various forms of informational se-
mantics and pragmatics arise. Thus, the following
consequence becomes senseful.

Consequence 2 (Informational Semantics
and Pragmat ics ) The arising and constitution
of general semantics and pragmatics concerning
syntactically structured informational formulas
are a consequence of various semantic and prag-
matic, spontaneous and circular, serial and par-
allel informational decomposition, composition,
particularization, and universalization processes,
which arise during intentional, interpretational,
conscious, and other processes of formula systems
development. D

Consequence 1 and Consequence 2 are general in-
formational paragons of any informational theory
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development. We shall treat the most relevant
decomposition and composition approaches in the
next section.

Consequence 1 and Consequence 2 are general
informational paragons of an informational theory
development. Concrete theories are always con-
cretely particularized and universalized in respect
to the occurring informational operands and op-
erators. These consequences are general schemes
for the arising (deduction, induction, appearance,
occurrence) of particular theorems. Proofs of such
theorems are always in accordance with the pre-
vious two consequences.

7 Informational
Decomposition and
Composition

Informational consequences can be deduced and
induced by various rules for decomposition and
composition of formulas. The nature of decompo-
sition and composition is parallel, serial, and cir-
cular. According to the discussed axioms, these
rules can be very pragmatic following only the
formula syntax convention and the characteris-
tics (meaning, semantics) of particular or univer-
sal cases.

7.1 Some Basic Parallel
Decomposition Principles, Rules,
and Notations

Parallelism of informational phenomena belongs
to the cognitively and technologically most obvi-
ous cases of informing of informational entities.
For instance, one and the same phenomenon can
be understood (interpreted) in different, that is,
parallel ways at different (parallel) situations and
attitudes of observation. Parallel decomposition
means a splitting of entities (operands, formulas,
formula systems) into greater interpretational de-
tails. Processes of parallel decomposition are both
deductive (a theory-intentional) as well as induc-
tive (spontaneous within theoretical boundaries).

Rule 3 (Informational Parallelism) Infor-
mational entities inform in different, that iš, par-
allel ways. Thus, by definition, a \= means differ-
ent parallel occurrences of the form a (=. There

is, formally,

a \=; Parallel Externalism

Informational entities are informed in different,
that is, parallel ways. Thus, by definition, \= a
means different parallel occurrences of the form
|= a. There is, formally,

0=«)

\= a; Parallel Internalism

Informational entities inform metaphysically in
different, that is, parallel ways. Thus, by defini-
tion, a |= a means different parallel occurrences
of the form a \= a. There is, formally,

(a\=a)

a |= a; Parallel
a \= a; Metaphysicalism

a |= a

Informational entities inform phenomenally in
different, that is, parallel ways. Thus, by defi-
nition, system a \=; (= a means different parallel
occurrences of the system form a (=; \= a. There
is, formally,

(« N; 1= «)

' (a\=; \= a); Parallel
(a |=; |= a); Phenome-

: nalism
(a h N a)

To explicate the parallel informing of entity a in
the previous four cases, one can introduce nota-
tions a \\=, \\= a, a \\= a, and a \\=; \\= a for par-
allel externalism, internalism, metaphysicalism,
and phenomenalism, respectively. This cornpletes
the basic rules of parallel decomposition concern-
ing informing of an informational entity a. •

Decomposition rules concerning parallel external-
ism, internalism, metaphysicalism, and phenom-
enalism are not understood to be tautological or
simply identical cases. Each occurrence of aparal-
lel component, for example within a \=;a !=;•••,
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represents a split case of a \= and it is to under-
stand that at an end of decomposition the initial
'simple' meaning of a |= is in a way integrated
meaning of parallel components a \=. That means
that after a parallel decomposition of an entity's
externalism a \= an integrative (composed) mean-
ing arises, described by a kind of the reverse for-
mula, that is,

The listed example is in no way a non-scientiflc
case. For instance, in quantum theory, parallel
occurrences of one and the same particle (photon)
can appear in different places (two places at once),
traveling different routes and being detected when
they interfere with one another (Quantum Magic
and Quantum Mystery in [Penrose 90]). On the
other hand, arising of information in mind as
described by parallel-decomposing processes lies
outside of the conventional doubt and is con-
sciously evident.

Similar explanation schemes can hold for the
remaining cases of Rule 3 (internalism, metaphys-
icalism, and phenomenalism).

Consequence 3 (Parallelism of Inform-
ing) A consequence of Axiom 10 and Rule 3 is
the parallelism of informing Ta. Thus,

(a |=; |= a)

(« N; N a)
(a \=; h «)

(Q h; h «)

By this consequence, parallel (different, alterna-
tive) entities of informing, that is, Ta;Ta\- • •;Ta,
are introduced. •

The last consequence, introducing parallel oc-
currences of informing, which can be marked as
2^,2^, • • •,221 has to be understood as a particu-
lar (particularized) parallel phenomenalism of the

form

(a |=; (= a) ^

/(f\ \=l • I — l

I V." r-particularlyi
a ) i \

\—2 . | _2 n \ v T-2.
l~particularly i l~particularly " / ^ xc»'

\K Fparticiilarl^' F^particularly / ^ a /

where a maintains its identity, but can inform
in different (parallel) ways. Informational oper-

ators Fparticu]arly> Fparticular^' ' 1 I particularly are
differently particularized forms of the general op-
erator \= and read as 'infoim(s) particularly'.
This case is nothing other than an example of
parallel decomposition of a's informing.

Definition 6 (A list of operands) Instead of
a sequence of parallel formulas of the form

«1 N /9; «2 N /3; • • •; an N P

the shortcut form

a x , a 2 , • • • , a n \= /3

can be used, where a\,a2, • • • ,an is a list of
operands separated by commas. •

Definition 7 (A list of parallel formulas) A
formula system

1= Pi; "21= #2; |= /3n

means that formulas of the system, separated by
semicolons, inform in parallel. This system of
formulas can be marked, for instance, by <p and
ivritten as

V hmark («1 N /?lj «2 (= &1\ ' ' - ! an |= Pn)

or also, in a parallel clear forrn, as

<P\=mark

«11=

The last form was already used in some previous
cases. Certainly, operator |=mark can be replaced
(particularized) by (in) any meaningly adequate
form. ••
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7.2 Spontaneity, Circularity,
Intentionality, and Alternativity
as Entity-parallel and
Entity-circular Phenomenalism

The title of this subsection stresses that spontane-
ity, circularity, alternativity, and intentionality
as informational phenomena is an entity-parallel
and entity-circular phenomenalism. It means
that these entities are interconnected, interde-
pendent, and mutually supported in an informa-
tional (physical, biological, social, etc.) way. As
observers of informational entities, we obviously
consciously perceive this kind of interrelatedness.
On the other side, spontaneity, circularity, alter-
nativity, and intentionality seems to cover the
most important aspects of human experience in
philosophy, technology, and everyday life. Fur-
ther, the four distinguished entities can sponta-
neously, circularly, alternatively, and intention-
ally resemble other significant informational en-
tities which may appear in an intricate way.

One of the basic axioms concerning informa-
tional entity says that an informational entity
informs in a spontaneous-circular or circular-
spontaneous way. A special operator for this fac-
ulty of an informing entity can be introduced.

Deflnition 8 (Operator of a circular-
spontaneous informing) Let us introduce the
folloiving basic informational operator:

a 9-» means a informs circularly and
spontaneously

The particularized general operator would look
cumbersome,

*-* f~circular—spontaneously

for example. •

The four special operators are as follows by the
next definition.

Definition 9 (Operators of spontaneity,
circularity, intentionality, and alternativ-
ity) We introduce the folloming four basic infor-
mational operators:

a -~> means a informs spontaneously
a O means a informs circularly
a >—> means a informs intentionally
a =J means a informs alternatively

We can use also particularized general operators
of informing, that is,

& F=spontaneously> ^ |=circularlyj

C* p^intentionall^; & r^alternativel^

respectively. •

Although in the previous two definitions, the in-
formational externalism of entity a is shown, the
reader can easily complete the cases of inter-
nalism, metaphysicalism, and phenomenalism by
himself/herself.

Consequence 4 (An implication concern-
ing the spontaneous-circular informing) A
conseguence of definitions 8 and 9 concerning the
spontaneous-circular informing of an entity in
general and its intricate particular informings of
spontaneity, circularity, intentionality, and alter-
nativity is the folloiving:

a O ;
\

(a -> o(O o (>-> o =()))

where -*o(Oo(>—>o= )̂) is a notation ofthe so-called
informational composition (operational unity or
perplexity) of informational operators ~+,O,>—s
and =3. Token 'o ' marks the operator of operator
composition. •

7.2.1 A Structure of Spontaneity

Spontaneity as an informational entity is in no
way a purely chaotic phenomenon without bound-
aries in the spontaneity itself. Spontaneity does
not mean a chaotic informational arising, but
physical, biologic, discursive, social, etc. perse-
vering, directionality, or intentionality. Simulta-
neously (in parallel), spontaneity as an informa-
tional entity is cyclically and alternatively struc-
tured, where alternativity can be understood as a
specific form of spontaneity.

Our task is to capture spontaneity of informa-
tional entities as a regular informational faculty,
to give the phenomenon an explicit formal char-
acter. For this purpose, a special informational
operator (-^) was introduced.
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Consequence 5 (An implication of spon-
taneity) Informational spontaneity means a cer-
tain circularity, intentionality, and alternativity
of an informational entity. Thus,

(a O

or also,

(«-0 (a 0 o(>-> o =4))

where O o (>—* o 14) is a notation of informational
composition of informational operators O,>—», and
=4. T/ie duality of the first and the second ezpres-
sion is characteristic and can be observed else-
where in the realm of the informational. •

Alternativity may be recognized as an explicit
spontaneous faculty of choice among different pos-
sibilities of informing. However, circularity and
intentionality may have their own characters of
spontaneity in their circular and intentional pos-
sibilities. Thus, spontaneity stays in the back-
ground of any informational activity.

7.2.2 A Structure of Circularity

Circularity (cyclicity) is one of the basic faculties
of an informing entity. Circularity means recur-
siveness, metaphysical and other kinds of cycling,
memorizing, maintaining of informational com-
ponents, informational persevering which keeps a
course of spontaneity, intentionality, alternativity,
etc. Metaphysicalism is a basic interior mecha-
nism of circularity. Cyclic processes can include
parallel structures, representing circular-parallel
forms of informing.

Consequence 6 (Implications and a mean-
ing concerning metaphysical circularity)
Pertaining to metaphysicalism a\= a, there is,

(«O) ==>• (a \= a);
(Oa) ==> (a |= a);
(a |= a) - (aOjOa)

where informational operator ^ means 'means'.
Obviously,

(a O) =*• (O a); (O a) ==> (a O)

Metaphysicalism is a specific circular form of in-
forming. •

Consequence 7 (An implication concern-
ing general circularity) Informational circu-
larity means a certain spontaneity, intentionality,
alternativity, metaphysicalism, cyclic parallelism
of an informational entity. This property of in-
formational circularity means

(a O, O a)

( a ~+ o(>-> o =4))

or also,

(aO, O«)

( a ~~+ o(>-» o =4))

•
Spontaneous, intentional, and alternative circu-
larity is either metaphysical (that is, entity-
interior) or entity-exterior (concerning entities
outside the entity in question).

7.2.3 A Structure of Intentionality

Intentionality of something belongs to the most
basic virtues of physical things, informational en-
tities, social processes, and other informationally
structured phenomena. In intention, there is be-
sides linguistically known meanings always some-
thing spontaneous, cyclic, and alternative. Inten-
tionality proceeds in the direction of, for exam-
ple, a goal, belief, physical structure, organiza-
tion, and process, keeping as it seems, the validity
of the so-called physical laws as the most general
images of minds. Thus, let us set the following
frame consequence.

Consequence 8 (An implication concerning
intentionality) Intentionality of something im-
plies its spontaneity, circularity, and alternativity
in its fragmental and composite form. Evidently,
one can set

or also,
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of operator-alternative-operator conventions are
introduced:

(a

•

7.2.4 A Structure of Alternativity

When an informational entity informs, it informs
alternatively to some extent. Within a kind of
informing there is possible to observe the so-
called counterinforming. Alternativity (alterna-
tive choice of possibilities) belongs to the phenom-
enalism of counterinforming. So, to a kind of in-
forming there may exist an alternative informing.
Alternativity means alternativeness, alternation,
opposition, otherness, pluralism, parallelism, sev-
eralty, succession, etc. as a unity. To each infor-
mational operator there is possible to determine
its alternative type. One of the most general in-
formational alternativity is that which concerns
an entity informing.

Definition 10 (Alternative informing) Let
us mark by =\ the alternative operator to the gen-
eral operator \=. We have the folloiving reading
convention:

a \= (3 reads a informs f3
/3 =| a reads /3 is informed by a

D

The alternativity of the case is in the difference
between 'to inform' and 'to be informed', where
objects which inform and which are informed may
have different functions. This difFerence lies in an
entity's externalism and internalism. In the first
case, a first entity informs something. In the sec-
ond case, a second entity is informed by some-
thing. We can agree that, e.g. intention of the
first entity might be different of the intention of
the second entity. In this sense, to each informa-
tional operator its informational alternate can be
introduced. The following convention seems to be
appropriate.

Definition 11 (Alternative operators) We
can define a set of alternative operators corre-
sponding to the original ones. The folloiving pairs

h

Ih
¥,

K
1/,

IK

11/.
q->,

0,

=1

=11

H
/|

Hl

/11

<-p

^.

0
<-<

informs [alternatively]
does not [alternatively] inform
informs [alternatively] in parallel
does not [alternatively] inform in
parallel
informs cyclically [alternatively]
does not cyclically inform
[alternatively]
informs [alternatively]
parallel-cyclically
does not parallel-cyclically inform
[alternativelyj
informs spontaneous-circularly
[alternatively]
inforrns spontaneously [alternatively]
informs circularly [alternativelyj
informs intentionally [alternatively]
informs alternatively [alternatively]

D

Several other alternative operators can be intro-
duced. Any particularized operator has its alter-
nate. For example,

F^particularized a n u =| particularized

are cases alternative to each other. The direc-
tionality of the original and alternative operators
is evident. The original operators point from the
left to the right, and the alternative from the right
to the left. But, there is not only the direction-
ality, because by alternative operators their se-
mantics in comparison to the original ones is es-
sentially changed. The original operators express
the informingness of their left operand, while the
alternative ones express the informedness of their
left operands. The difference between the inform-
ing and informedness, that is, between an entity's
externalism and internalism is substantial. Al-
ternativity means the distinction which arises in
an expressing and impressing process, when some-
thing emits information and something accepts it.

Within the scope of the discussed circum-
stances concerning informational alternativity we
can consider the next consequence.

Consequence 9 (Implications concerning
alternativity) Informational alternativity of an
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entity is alternatively recursive entity, is an al-
ternativeness of alternativeness, ivhich causes the
alternative operator of informing. There is,

By this consequence, the alternative informational
operators are introduced, according to Definition
11. •

According to the previous discussion, there is pos-
sible to agree with a general consequence pertain-
ing to alternativity in the following way.

Consequence 10 (General implications
concerning alternativity) For the alternativity
and alternative alternativity there is

a; \

a ~+;

aO;
=> a; a ||= o (~» o ( o o >-»)))

a;
O a;

\ \ «- a ,

There exist various other alternative conse-
quences. •

7.3 Serial, Parallel, Circular, and
Metaphysical Modes of
Informational Decomposition

We shall now develop a systematic approach to
the topical modes of informational decomposition
which concern the informationaUy serial, paral-
lel, circular, and metaphysical. For this purpose
we introduce a standardized symbol A which is a
rnark for the formula of informational decompo-
sition in general. Different superscripts and sub-
scripts then determine the specific cases of the
mentioned decompositions of an informational en-
tity. As we shall recognize, informational decom-
position concerns an entity, formula, or formula
system as an entity (informational unity) in ques-
tion.

7.3.1 Marking Decomposition Formulas

In principle, decomposition proceeds from a top-
ical theme, e.g., a marker, basic formula, or even
formula system into greater details. On con-
trary, composition proceeds from particular detail
themes and builds up a topical theme.

Definition 12 (Markers of informational
decomposition) For informational decomposi-
tion A of informational entity a, that is A(a) in
general, we introduce the folloiving particularized
decompositional cases:

A(a) informational decomposition
A of entity a;

serial decomposition;
parallel decomposition;

Aserial-parallel(c*) serial-parallel decomposition;
) parallelserial decomposition;

serial
A circular,

parallel (a)
circular serial decomposition;
circular parallel

decomposition;
Asiria?-parallel(a) circular serial-parallel

decomposition;
:) circular serial-parallel

decomposition;

^ p h y s i c a l (^ (a)

taphysical/ \

metaphysical serial
decomposition;

metaphysical parallel
decomposition;

metaphysical serial-parallel
decomposition;

metaphysical parallel-serial
decomposition

a

7.3.2 Serial Decomposition

Serial decomposition of an entity a has to proceed
in consequent steps from one decomposed state
to another. The serial has the meaning of the
consecutive. In this way, there exists an ordered
sequence of possibilities in which something can
be decomposed in a serial way. By serial decom-
position of an informational entity, the process of
informing enters into informational details, that
is, subentities concerning the entity in question.
By decomposition, informational components of
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something come to the surface and the entity is
being analyzed to the possible constitutional de-
tails. Thus, a decomposition procedure always
concerns the chosen entity and its own compo-
nents, which within the informational framework
of the entity, arise to the informational existence.

Consequence 11 (Serial decomposition of
an entity) For a serial decomposition situation
of entity a, marked by Aseriai(a), where entities
/3,7, • • • ,u) are a's components, there is,

(a |= /3) |= (7 N f =

ete. ,4/so ož/ier patterns (decompositional alterna-
tives) of serial decomposition are possible.. •

7.3.3 Parallel Decomposition

A parallel decomposition of something anticipates
a parallel set of autonomous and also information-
ally (sequentially) connected formulas concerning
the entity in question and its components.

The needs for a parallel decomposition appear,
for instance, in semantic and pragmatic analysis
of an entity (e.g., headword, sentence, paragraph,
text, e tc) , where by parallel formulas an entity
is additionally (in a detailed way) interpreted in
various possible (also unforeseeable, counterinfor-
mational) ways, according to the semantic and
pragmatic linguistic conventions and innovations.
Understanding of something represents a charac-
teristic process of interpreting not only in parallel,
but also in various serial, circular (tautological),
and metaphysical ways. Parallelism is one of the
semantically most powerful approaches of decom-
position.

Consequence 12 (Parallel decomposition of
an entity) Let us have the folloming of one pos-
sible general structures (meanings) of the parallel
decomposition of entity a:

' 5 Pnp -i
C a

|= OL2\

\«no-l h ana)

|= a;2;

h fa

\Pnfj-l |=

\ \ II
u

7.3.4 Serial-parallel Decomposition

Another logical situation is the so-called serial-
parallel decomposition of something. In this case,
within a serial decomposition some parallel blocks
appear. One can express this possibility by the
following consequence.

Consequence 13 (Serial-parallel decompo-
sition of an entity) For a serial-parallel de-
composition situation of entity a, marked by
ASeriai-parallel(a), where entities / 3 p a r , 7 p a r , • • •,
Xpar> V p̂arj < p̂ar mark ct's parallel structured com-
ponents, that is,

-*par i 7par
72!

Xpar

\Xix/

^par

^par
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respectively, one of the serial-parallel decomposi
tion schemes, marked by Aseriai_paraiiei(a),
have the folloiving form:

/ (/3par, 7par, • " * , ̂ par C <*)

p ) )));

(« t= /3par) |= (7par (= 0 " " (^par \=

\ \ upar

D

Another scheme, demonstrating the dominance of
the parallel principle, the so-called parallel-serial
decomposition, belongs to the category of the par-
allel type of decomposition.

7.3.5 Parallel—serial Decomposition

As mentioned in the preceding subsection, an-
other possible logical situation is the so-called
parallel-serial decomposition of something. In
this case, within a parallel decomposition various
serial decompositions appear. One can express
such a possibility by the following consequence.

Consequence 14 (Parallel—serial decompo-
sition of an entity) For a parallel-serial de-
composition situation of entity a, marked by
AparaUel-serial(«), there IS,

Aparallel-serial(o:) ^

C a

a |=

(a |=ai)

(a (=wi) |=

- i |= w O • • •));

- i |= " « „ ) • • • ) ;

• (a |= ax) • • •) |= an Q_i) |=

\ \ ( ( - • • ( a |= w i ) • • • ) ( = w n u - i ) | = w n u ,

TTus ?s on/y one of the possible cases of parallel-
serial decomposition of entity a. •

7.3.6 Circular Serial Decomposition

Besides of the circular serial decomposition in this
subsection, we shall discuss circular parallel, cir-
cular serial-parallel, and circular paraUel-serial
decompositions in the next subsections. Circular
decomposition of something closes its decompo-
sition circularly into something itself. From the
view of the decomposed entity, circular decom-
position is a kind of the self-reflexive analysis or
also the top-down design, by which the informa-
tional components of the entity in question come
to the formal surface, for instance, in the form
of extended and new informational formulas and
formula systems.

Consequence 15 (Serial circular decompo-
sition of an entity) Serial circular decompo-
sition of entity a folloms the principle of serial
decomposition with the condition that the system
must be circularly (cyclically) closed in regard to
a. According to serial decomposition in Conse-
quence 11, the right-most operand in any serial
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formula, where the left-most operand is a, must
be a too. Thus,

/(/3,7,•••,wC a)

(a |= /9) |= ( 7 1= 0;

//

ečc. ivhere Af^^T(a) marks a serial circular
scheme of a 's decomposition. •

From the technical point of view, circular serial
decomposition has the meaning of an internal in-
sight into the successive functional structure of
entity a.

7.3.7 Circular Parallel Decomposition

Consequence 16 (Parallel circular decom-
position of an entity) Parallel circular decom-
position concerning entity a may perform indi-
rectly (in an indirectly visible, 'subconscious', hid-
den, or unrevealed way). So, instead of a se-
rial structured formula system in Conseguence 12,
there can be an arbitrarily mixed structure of par-
allel formulas such that

\ ," 1= a ))
where A p ^ ^ ^ ( a ) marks a circular parallel
scheme of a 's decomposition. •

Circular parallel decomposition of an entity has
its evident paragons in different physical and ar-
tificial systems, and in social informational sys-
tems.

7.3.8 Circular Serial-parallel
Decomposition

A circular serial-parallel decompositional scheme
(concept) of a phenomenon seems to be close to

,a natural picture of a thing's structure and or-
ganization. Pure serial and pure parallel situa-
tions and attitudes are a matter of an abstract or
technological approaches within artificial and the-
oretical systems. Circular serial-parallel decom-
position of an entity is a decomposition or a set
of decompositions closed circularly into the entity
itself. In this way, circular serial-parallel decom-
position can be obtained from Consequence 13 by
setting the last operands in serial sequences by a.

Consequence 17 (Circular serial—parallel
decomposition of an entity) For a circular
serial-parallel decomposition situation of entity
a, marked by Ag^jf 1

p a r a U e l (a), where entities
PpnT, 7pan ' • • ? ^par rnark parallel a 's components
in Consequence 13, there is,

A circular /_A _,.
serial—parallel \ )

( (/?par, 7par, " • " , ̂ par C Ot) = >

P p p
w p a r ) |= «)•••);

| = / ? P a r ) | = ( 7 p a r ( = ( ' • • ( ^ p a r ( =

par) !=«)•• 0;^ p

\ \

p )

jj

The circular serial-parallel decomposition can be
characterized also as a parallel type of circular-
serial decomposition when considering various in-
forming possibilities of a. O

7.3.9 Circular Parallel-serial
Decomposition

Another possible logical situation is the so-called
circular parallel-serial decompositioii of some-
thing. In this case, within a parallel decompo-
sition circular serial decompositions appear. One
can express this possibility by the following con-
sequence.

Consequence 18 (A Circular parallel—serial
decomposition of an entity) For a circular
parallel-serial decomposition situation of entity a,
marked by A ^ r

r
c ^ _ s e r i a l ( a ) , there is,
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parallel—serialv /

C a

)ft

« ) • • • ) ;

• ( a 1= ^O 1= a

This is only one of the possible cases of the circu-
lar parallelserial decomposition of entity a. •

7.3.10 Metaphysical Decomposition

We can standardize a certain form of metaphysi-
cal decomposition of an informing entity a, saying
that the informing process is a structure and orga-
nization of entity's informing, counterinforming,
and informational embedding. This decomposi-
tion standard carries a logical background—which
considers the entity's intentional spontaneous-
circular informing—by the informing of which in-
formation arrives and arises spontaneously, is ac-
cepted (embedded, interpreted, connected) in a
certain amount and way, and all this processing
runs in one or another circular way regarding the
entity in question.

A standardized and pragmatical metaphysical
scheme was already discussed in [Zeleznikar 93].
For entity a, its standardized (metaphysically
universalized or generalized) components are in-
forming Xa, counterinforming Ca, counterinfor-
mation 7Q, informational embedding £alpha, and
embedding information ea. For these compo-
nents, including a, metaphysical serial, paral-
lel, serial-parallel, and parallel-serial decomposi-

tion can be determined in various possible ways.
These standardized components can be pragma-
tized (metaphysically particularized) according to
the entity inner structure and organization, and
according to the outer informational impacts. In
this way, metaphysical decomposition is meant to
be the a's own way of inner informational aris-
ing, its autonomous informing in the realm of a-
influencing environment.

Consequence 19 (Metaphysical decompo-
sitions by an entity's standardized compo-
nents) Let us have to an entity belonging meta-
physical entities marked in the folloiving way:

a for an informing entity,
la for informing of entity a,
Ca for counterinforming of entity a,
•ya for a counterinforming entity ivithin

entity a,
£a for informational embedding of entity a,
€a for an embeddingly informing entity of

entity a

Then some of possible metaphysical decomposition
schemes are, systematically, the folloming:

* metaphysical /
serial v

C a)

V \
(a |= Ia) h CQ) |= la) \= €a)

ea) |= a

for the long-cycle metaphysical serial inforrning;

A metaphysical/- s k
AparaUel Ka) ^

^a C OtJ

\

a \

cl
la
£a

\£a

= z«; \\

1=7«;

b £ •

h« //
for a metaphysical parallel informing of entity a;
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. metaphysical
A metaphysical

serial—parallel

V

r N (^ar N «)
|= jg

^ar h « 1 ;

(((((a |= ID h Cl
\ f= ega r) (= a V\eS' 1= a

for a metaphysical parallel-serial informing of en-
for the long-cycle metaphysical serial-parallel in- tity a. D
forming vohere, for ezample,

7.3.11 Marking Composition Formulas

?jinten

-ralter
-1' rv

V

par
?/jinten

/jalter

\ : /

la

-,circu
' ?^inten
la

-,alter
la

-par __,.

/ r-spont\

pcircu

Cinten

calter

\ :

par

£

- O f

circu
a
inten
a
alter
a

In this system of parallel structured metaphysical
components, spont, circu, inten, alter, etc. mark
spontaneous, circular, intentional, alternative,
etc. parts, respectively ivhich can be shaped prag-
matically according to the situation and attitude
of entity a. The pragmatical means sufficiently
concretized, for instance, intelligent in a certain
(intentional, understanding) way (informational-
associative, counterinformational-creative,
embedding-interpretative) (look at [Železnikar 93]
where intelligence as an inforrnational entity's
metaphysicalism is discussed). Thus, lastly,

In principle, composition proceeds from given,
also to the greatest detail particularized entities
and builds up a topical entity, which represents a
new operand F, coming into existence by a pro-
cedure of composition of sequentially informing
components.

Definition 13 (Markers of informational
composition) For informational composition T
of a set tp of informational entities o>i, a^, •••,
an, that is F(ai , a2, • • •, an), we introduce the fol-
loiving particularized compositional cases:

informational composition
F of entity set tp;

serial composition;
^ ) parallel composition;

rserial-paraliel(VO serial-parallel composition;
rparaiiel-serial(VO parallelserial composition;

circular serial composition;
circular parallel

composition;
circular serial-parallel

composition;
circular serial-parallel

composition;

metaphysical serial
composition;

metaphysical parallel
composition;

pcircular
serial—parallel

nmetaphysical
' serial

pmetaphysical
parallel

(VO
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metaphysical serial-parallel
composition;

™etaphysical parallel-serial
composition

D

7.3.12 Serial Composition

In a serial composition rserial of sequentiaUy act-
ing entities (components) ati, a^, ••• , ctn, the
procedure of composition runs from the left to
the right by the informing insertion of operands,
operators, and parentheses or, in the reverse di-
rection, when alternative cases are composed.

A serial composition may consider both the in-
terior and exterior components in respect to a
given informational components a j , a2, • • • , an.
If only some interior components are considered,
the composition may follow a (partial) metaphys-
ical concept, in which some components become
cyclically informed. If exterior components are
considered, the composed formula models a new
exterior, that is, a non-metaphysical phenomenon
in which component entities are involved. A serial
composition has to proceed in consequent steps
from one composed state to another. In this way,
there exists an ordered sequence of possibilities
in which something can be composed in a serial
manner.

Consequence 20 (Serial composition of an
informational entity) For a serial composition,
marked by r s e r j a i (ai ,a2 , • • • >an), where entities
ct\, a2, ••-, an are components, there is,

•, an_2 , an-

|= («21= («31=
|= a2) |= (a3 (=

( ! )
• (an_i |= aB)

Ol p a2) • • ' ) p Ot-n-2) F O^n-lJ p OLn J

etc. Also other patterns (compositional alterna-
tives) of serial composition are possible. •

7.3.13 Parallel Composition

We have to make a clear distinction between the
processes of formula or formula system decom-
position and composition. A decomposition is a
top-down development (project, design) proceed-
ing from a top idea (concept, basic structure) into

more specific details in parallel, serial, and circu-
lar ways following some informational intention
in such or another way. A composition means a
combining of already existing entities (a kind of
bottom-up development) into new entities, where,
for instance, new relations, combinations, opera-
tions between entities are introduced. The intro-
ducing of new operand and operator entities is
characteristic for both decomposition and com-
position, because it follows the so-called principle
of informational spontaneity.

Consequence 21 (Parallel composition of
an informational entity) For a parallel compo-
sition, marked by rp a r a i i e i(ai ,a2 , • • • ,an), where
entities a^, a2, • • •, a n ^re components, there is,

<*i \= OJ;

\

In this consequence only some a,- |= aj may exist,
so the composed system in not necessarily com-
pletely informationally connected. •

Other compositional (e.g. serial-parallel and
parallel-serial) cases, analogous to the previously
discussed decomposition cases, can easily be con-
structed by the reader according to the scheme of
compositional markers in Definition 13.

7.3.14 Circular versus Metaphysical
Composition

While a common circular composition is a free
case of circularly structured components, a meta-
physical composition is actually a case of meta-
physical decomposition. Certainly, the metaphys-
ical composition can also consider the so-called
internalization of exterior phenomena which im-
pact the entity in question. But, this means noth-
ing else than an internally occurring informational
affair within the entity's metaphysicalism.

Consequence 22
(Circular serial composition of an informa-
tional entity) For a circular serial composition,
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marked by r ^ j ^ a r ( a , Qi, a2, • • •, an), where enti-
ties a,ai, a^, • • •, an are components, and entity
a is the cycling operand, there is,

eic. yl/so oi/ier patterns (compositional alterna-
tives) of circular serial composition are possible.
a

Consequence 23 (Circular parallel compo-
sition of an informational entity) For
a circular parallel composition, marked by
rpaSaidi(a>ai'Q2, •••,«n), where entities a,alt

O-2, •••, an are components and entity a is the
cycling operand, there is,

'<*; \ \

\Otn//

In this consequence only some sequences a \= a,-;
a,- |=. aj; aj \= a may exist, so the composed sys-
tem in not necessarily uniquely circularly closed.
D

The reader can easily construct the conse-
quences which pertain to other circular and
metaphysical compositions, following the ideas of
the adequate (discussed) cases of decomposition
(symbol A). In this way, the study of possible de-
composition and composition cases is coming to a
reasonable end.

8 Conclusion

A very large-scale information process-
ing technology has two aspects: one is
to enlarge the amount of knowledge and
the other to enlarge the capacity to pro-
cess knowledge. (...) Very large-scale
knowledge does not simply mean collect-
ing knowledge in substantial amounts.

Totally new technologies are required
to automatically acquire and store mas-
sive knowledge as efficiently as possible.
(...) Knowledge is varied, diversified,
and comes in many forms.

—[Knowledge 92] 3-5

The problem of a new informational theory is
how to organize its structure and symbolism in
a way (e.g. counterinformationally), that formal,
discursive (mathematical, scientific), and seman-
tic conventions remain preserved and that com-
munication (informational embedding, interpret-
ing) to existing theories is possible. The prob-
lem is how to keep the individual of the new the-
ory and put it into the discourse of a new reality,
for which it is believed that it will find a philo-
sophical, scientific, and technological background
(understanding). The question of a general in-
formational theory is how to set the boundaries
sufficiently wide, apart from conventional possi-
bilities, enabling the informational fragmentation
(decomposition) and, simultaneously, the synthe-
sization (composition). In this view, a general in-
formational theory is possibility-trivial, possess-
ing an infinite set of consequences (theorems, lem-
mas, rules) which follow from basic axioms. For
instance, we learned that symbol |= represents
an extremely general (powerful) informational op-
erator, which can replace any particular or uni-
versal operational concept and acts in an infor-
mational formula game (scenario) as an operator
joker (trump-operator).

Such a trivial situation of a general informa-
tional theory changes in case of a theory particu-
larization where informational operands and op-
erators become informationally closed (e.g. tau-
tologically deteimined) entities. But, formal ex-
pressions (formulas, formula systems) carry their
own stories, inform and counterinform surpris-
ingly in regard to the traditional, that is, logical,
mathematical, and linguistically abstract forms.
There is much more informational background in
that what is called informationally arising, com-
ing to informational surface and much less of that
what in traditional theories is reduced, neglected,
unconscious, and simply eliminated as insignifi-
cant. The realm of the informational is mean-
ingly broader, parallel, interconnected; in short,
it is more complex, perplexed, interwoven, circu-
lar, and spontaneous; it corresponds better than
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the traditional philosophies do to that that ap-
proaches as evolution of man's abstract, circular,
and spontaneous mind and what has to a rea-
sonable extent been impacted by human infor-
mational tools where, for example, information
processing of information processing became an
evident and logically possible, manageable task.

The concept of an informational machine im-
plementation [Železnikar 92c] remains one of the
most challenging projects for the coming decades.
It has to follow some essential changes in the
design of both machine's hardware and soft-
ware, where the informationally arising machine
components are regularly supported by the ma-
chine system. It was shown, how understand-
ing of text can become informationally arising in
the framework of an informational environment
[Železnikar 92d] (e.g., at the analysis and inter-
pretation of the most lucid, comprehensive, and
circularly perplexed philosophical texts and their
translation from one natural language into an-
other [Heidegger 86]).

At the end, it seems evident that informa-
tional concepts in the form of machines and pro-
grams need an informational formalism which can
guarantee sufficiently safe, error-free and efficient
design. This experience is nothing new in the
realm of computer design and use where math-
ematically rigorous techniques have been applied
at the design of computer architecture, operat-
ing systems, structured programming and the
like. In this view, mathematics seems to be
only a specific mental technique which can as-
sure the repeatability, efficiency, and safety (se-
curity) of computational processes (algorithms).
So let us close with the following remarkable ci-
tation ([Husserl 80] I, p. 253) concerning also the
phenomenon of construction of future informa-
tional machines and programs (written down at
the very beginning of this century, in the year
1900): Hier ist zu beachten, dafi der Mathe-
matiker in Wahrheit nicht der reine Theoretiker
ist, sondern nur der ingeniose Techniker, gleich-
sam der Konstrukteur, welcher, in blofiem Hin-
blick auf die formalen Zusamrnenhange, die The-
orie wie ein technisches Kunstiverk aufbaut. So
wie der praktische Mechaniker Maschinen kon-
struiert, ohne dazu letzte Einsicht in das We-
sen der Natur iiberhaupt und in das Wesen ihrer
sie bedingenden Begriffe und Gesetze besitzen zu

mussen. Ahnlich verhdlt es sich ja bei allen
,,Spezialwissenschaften ".
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