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An improved multi-objective firefly algorithm for 
integrated scheduling approach in manufacturing and 
assembly considering time-sharing step tariff 
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A B S T R A C T A R T I C L E   I N F O 
Today, energy conservation and reduction of consumption are crucial concerns 
for manufacturing companies. Current research on integrated scheduling of 
processing and assembly typically focuses only on equipment resources and 
processing and assembly processes. A new method for energy-saving inte-
grated scheduling in workshops has been proposed, which incorporates the re-
cently introduced time-of-use tiered electricity prices into the scheduling opti-
mization model. This method also introduces an operation strategy of turning 
equipment on and off during idle periods. A multi-objective mathematical 
model was developed to minimize energy consumption and assembly delay 
time in the processing and assembly processes. Due to the complexity of the 
model, the standard firefly algorithm was improved when used to solve the 
model. This involved designing a three-layer encoding method and two decod-
ing methods, and providing detailed steps of the algorithm. Using a mixed flow 
production line as an example, the final scheduling solutions were obtained 
through model construction and algorithm solving, taking into account the 
tiered electricity price. The results of the example demonstrate that parallel 
processing and assembly effectively reduce assembly delay costs, and the im-
plementation of the on/off strategy reduces power consumption during the 
machining process. 

 Keywords: 
Energy saving;  
Integrated scheduling;  
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Time-sharing step tariff;  
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Firefly algorithm;  
Multi-objective model 
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1. Introduction
As the main energy of manufacturing industry, how to save energy has become a problem that 
manufacturing industry has to consider [1-4]. To solve the above problems, the key is whether 
through the product manufacturing and assembly process management, to achieve energy-saving 
cooperative manufacturing of parts manufacturing and assembly. Therefore, it is of great practical 
significance for energy saving and consumption reduction of manufacturing and assembly manu-
facturing enterprises to study the energy saving integrated scheduling optimization problem of 
manufacturing and assembly links [5]. 

The production process of manufacturing and assembly enterprises includes many links such 
as process planning before production, workshop scheduling and final assembly molding after 
workpiece processing. Scholars at home and abroad have studied the workshop scheduling of 
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single link or the integrated scheduling of multiple links. The research on the integrated schedul-
ing of the two stages of manufacturing and assembly in the production process can reduce the 
high cost and low efficiency caused by separate scheduling, which has also attracted wide atten-
tion of scholars. 

Peng and Zheng [6] developed an improved wild horse optimization (IWHO) algorithm to sim-
ultaneously optimize three objectives: makespan, maximum machine workload, and total ma-
chine workload. Huo and Wang [7] proposed a hybrid dynamic scheduling method with Digital 
Twin and improved bacterial foraging algorithm (IBFOA) to minimize the maximum completion 
time and machine load. The results show that the scheduling scheme using the IBFOA can optimize 
the system performance as a whole and effectively deal with the problem of extended production 
time caused by disruption. Komaki and Kayvanfar [8] proposed an improved Grey Wolf Optimizer 
(GWO) to minimize the maximum completion time of two-stage flow shop scheduling with deliv-
ery time. Sun et al. [9] proposed a dynamic shop scheduling method integrating deep reinforce-
ment learning and convolutional neural network (CNN), and could adaptively select appropriate 
dispatching rules based on the state features of the production system.  

Ren et al. [10] tackled Distributed Permutation Flow-shop Scheduling Problems (DPFSPs), aim-
ing to minimize the maximum completion time of workpieces. The authors proposed a NASH Q-
Learning algorithm based on Mean Field (MF), employing a two-layer online learning mode within 
a multi-agent Reinforcement Learning framework, and demonstrated its superior efficiency over 
similar algorithms. Tian and Zhang [11] focused on the dynamic job-shop scheduling problem 
(JSP) with the goal of reducing manpower and material costs. They proposed a dynamic job-shop 
scheduling model using deep learning, specifically employing a long short-term memory network 
(LSTM) with Dropout technology and adaptive moment estimation (ADAM) to enhance predic-
tion. The optimization was targeted at three objective functions, and the multi-objective problem 
was solved using an improved multi-objective genetic algorithm (MOGA), with experimental re-
sults proving the algorithm's effectiveness. Zhao and Yuan [12] addressed the integrated sched-
uling of production and maintenance in a parallel machine job-shop environment, considering 
stochastic machine breakdowns. They developed an integrated model utilizing minimal and pre-
ventive maintenance strategies and designed a genetic algorithm to solve the problem. The model 
and algorithm were verified through an instance, proving their effectiveness. Wang [13] investi-
gated the quality management and control of multi-variety small-batch production (MVSBP) man-
ufacturing logistics, analyzing factors and optimizing elements like site selection, path design, and 
warehousing. A real case simulation in a porcelain blank processing workshop demonstrated the 
effectiveness of their approach in aligning with the shift from traditional mass production to 
MVSBP. Belmahdi et al. [14] conducted a comprehensive review of the various scheduling meth-
ods and algorithms utilized in Fog Computing, a paradigm that extends the capacities of Cloud and 
improves performance and QoS for applications. They analyzed, compared, and classified these 
scheduling approaches according to the algorithm's nature, the optimized QoS, and application 
types such as critical IoT (CIOT), massive IoT (MIOT), and Industry IoT (IIOT), and provided a 
comparison of different simulation tools to guide developers and researchers in the field of fog 
computing. Ren et al. [15] developed a two-stage optimization algorithm for the JSP, considering 
job transport, that combines the improved fast elitist nondominated sorting genetic algorithm II 
(INSGA-II) with a local search strategy, and an ant colony algorithm based on reinforcement learn-
ing (RL-ACA), to minimize makespan, tardiness, and energy consumption, demonstrating superi-
ority over other algorithms in similar problems. Bedhief and Dridi [16] tackled the three-stage 
hybrid flow shop scheduling problem with two dedicated machines in stage 3, aiming to minimize 
the maximum completion time (makespan), and proposed an improved genetic algorithm (IGA) 
that incorporates more than one crossover operator and a 2-opt local search method, demonstrat-
ing effectiveness and efficiency in comparison to an existing heuristic approach. Zhao and Yuan 
[17] developed a multi-objective optimization model for integrating job-shop production sched-
uling and predictive maintenance, considering constraints like product delivery time and chang-
ing machine failure rate, and used an enhanced non-dominated sorting genetic algorithm (NSGA)-
II with simulated binary crossover (SBX) to minimize processing cost and time, validating the ap-
proach with a case study. 



An improved multi-objective firefly algorithm for integrated scheduling approach in manufacturing and assembly … 
 

Advances in Production Engineering & Management 19(1) 2024 7 
 

Deng et al. [18] research aimed at minimizing the total completion time, including the three-
stage integrated scheduling problem of workpiece processing, transportation and assembly, and 
proposed a hybrid distribution estimation algorithm integrating multiple rules. Aiming at the in-
tegrated optimization scheduling problem of mixed-flow assembly line and machining line with 
parallel machine, Guo and Ryan [19] addresses a real-life uncertainty factor identified in a manu-
facturer of large vehicles, by modelling unreliable part delivery and quality. Stochastic optimiza-
tion is applied to find sequencing policies that improve the on-time performance of its mixed-
model assembly lines. Wei et al. [20] adopts colored Petri nets (CPN) and a minimal spanning tree 
(MST) to address the type I problems for two-sided assembly line balancing problem (TALBP). 
Aiming at the integrated optimization problem of manufacturing and assembly workshop, Liang 
et al. [21] establishes a multi-objective mathematical model for integrated scheduling of manufac-
turing and assembly workshops with the goal of minimizing the completion time of manufacturing 
and assembly stages, and designs a genetic algorithm to solve the model. The feasibility of the 
model and the effectiveness of the algorithm are verified by examples. 

Current research indicates that the combined scheduling problem of manufacturing and as-
sembly continues to prioritize minimizing completion time and delay, with limited focus on en-
ergy conservation. Specifically, there is a lack of studies addressing the impact of time-sharing 
step tariffs on energy usage. Nevertheless, energy consumption is a crucial factor in scheduling. 
Therefore, it is essential to investigate integrated scheduling for energy efficiency. In particular, 
integrating machining and assembly with time-sharing step tariffs holds significant theoretical 
and practical value.  

Therefore, this paper focuses on the processing and assembling manufacturing enterprises, in-
tegrating the scheduling issues of manufacturing and assembly links for the processing-assem-
bling mixed-flow production line. It systematically examines the integrated scheduling problems 
of manufacturing and assembly with a focus on energy conservation, considering time-sharing 
step tariffs and aiming to reduce assembly delay time and power costs. The paper is structured as 
follows: Section 2 outlines the energy-saving integrated scheduling problem under time-sharing 
step tariffs, develops the integrated scheduling mathematical model, and presents the model's ob-
jective function and constraint conditions. Section 3 enhances the multi-objective firefly algorithm 
to address the scheduling model from Section 2. Finally, Section 4 validates the correctness of the 
model from Section 2 and the effectiveness of the algorithm from Section 3 through an example. 

2. Construction of energy-saving integrated scheduling model 
In the mixed workshop of production and assembly considering the time-sharing step tariff, the 
processing equipment completes the processing of the workpiece according to the product re-
quirements, and the assembly equipment completes the product assembly according to the equip-
ment process. In the process of processing, there are many kinds of workpieces, different kinds of 
workpieces need to be processed by different process routes; In the assembly process, each as-
sembly equipment corresponds to an assembly node. Before assembly, the corresponding work-
piece to be assembled needs to be processed. Therefore, in the workshop, the processing sequence 
of the workpiece to be processed needs to be sorted, and the starting time of the assembly needs 
to be determined to reduce the waiting time of the assembly process and ensure the timely deliv-
ery of the product. To minimize the power cost and delay time of manufacturing and assembly 
process, the integrated scheduling of manufacturing and assembly process is carried out. 

For the integrated optimization scheduling problem of manufacturing and assembly, the fol-
lowing assumptions are made: (1) At the same time, each processing equipment can only process 
one work piece; (2) The processing route of the workpiece, the processing time of each processing 
procedure and the assembly time of each assembly procedure are known and determined in ad-
vance; (3) Once each processing or assembly process starts to complete the processing task, it 
cannot be interrupted; (4) The preparation time of tool change and clamping is included in the 
processing or assembly time of each process; (5) Each processing procedure of the workpiece 
must be completed before the subsequent processing procedure is completed; (6) The workpiece 
needed at the beginning of the assembly process has been processed. 
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To establish a mathematical model for integrated scheduling optimization of machining and 
assembly, the following symbols are defined: 

i   Workpiece number, 𝑖𝑖 ∈ [1, . . . , 𝐼𝐼]; 
j   identification number, 𝑗𝑗 ∈ [1, . . . , 𝐽𝐽]; 
k   Electricity price period, 𝑘𝑘 ∈ [1, . . . ,𝐾𝐾]; 
v   Electricity price ladder, 𝑣𝑣 ∈ [1, . . . ,𝑉𝑉]; 
a   Assembly node number, 𝑎𝑎 ∈ [1, . . . ,𝐴𝐴]; 
wi   Number of processes of workpiece i, 𝑤𝑤 ∈ [1, . . . ,𝑤𝑤𝑖𝑖]; 
uj   Number of locations of machine j, 𝑢𝑢 ∈ [1, . . . ,𝑢𝑢𝑗𝑗]; 
ST   Planned start time; 
ET   Planned finish time; 
Oiwju Boolean variable, the w-way program for the job i is processed at the u position on machine 

j, then the value is 1, otherwise 0; 
SMiwju  The starting time of w-channel process of workpiece i at u position on machine j; 
EMiwju  The completion time of w-channel procedure of workpiece i at u position on machine j; 
SAai  Assembly node a Requirement time for artifacts i; 
EAai  Workpiece i completion time at assembly node a; 
RTj   The time consumed when machine j shuts down once; 
𝑊𝑊𝑗𝑗

𝑟𝑟𝑟𝑟  The energy consumption of machine j shutdown once; 
xju  Boolean variable, machine j takes the switch policy after finishing the machining position 

u, then the value is 1, otherwise it is 0; 
ATai Boolean variable, whether the assembly node a needs workpiece i, if so, the value is 1, 

otherwise the value is 0; 
hai’I Boolean variable, if assembly node a requires that workpiece i after work piece i ', then the 

value is 1, otherwise it is 0; 
tidlejk  The idle time of machine j in period k; 
pidlej  The standby power of machine j; 
passea  Average power of assembly node a; 
tasseai  The installation time of workpiece i on assembly node a; 
tmachiwj The processing time of process w of workpiece i on machine j; 
pmachiwj The power requirement of process w of workpiece i when machining on machine j; 
ppub  Power of public equipment; 
PSk  Start time of period k; 
PEk  Finish time of period k; 
PCSkv  Electricity consumption standard for v-th price of period k;  
ykv  Boolean variable, whether the power consumption of period k meets the standard of v, if 

so, the value is 1, otherwise, it is 0; 
Pkv   The v-th price of period k; 
ziwjk Boolean variable, whether machine j processes w operations of workpiece i in K period. If 

so, the value is 1; otherwise it is 0; 
azak Boolean variable, if assembly node a is assembled in period k, the value is 1, otherwise it 

is 0; 
atak  Assembly time of assembly node a in time k; 
tiwjk The processing time of w-channel sequence of machine j processing workpiece i in period 

k; 
Rjk   The number of times that machine j adopts switch strategy in period k. 

2.1 Objective functions 

The processing period is divided into machine tool processing energy consumption and idle 
standby energy consumption. The assembly period has assembly energy consumption, and then 
the public energy consumption such as lighting is considered. 
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(1) Machine tool processing energy consumption 

Processing energy consumption of machine j in period k: 
 

𝑊𝑊𝑗𝑗𝑗𝑗
𝑚𝑚𝑚𝑚𝑚𝑚ℎ = � � 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚ℎ

𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼

 (1) 
 

where 
 

𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =

⎩
⎪
⎨

⎪
⎧ 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚ℎ, �𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝑘𝑘∈𝐾𝐾

= 1

𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑆𝑆𝑘𝑘, 𝑆𝑆𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑃𝑃𝑆𝑆𝑘𝑘 ≤ 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑃𝑃𝐸𝐸𝑘𝑘 − 𝑆𝑆𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑆𝑆𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑃𝑃𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

 (2) 

(2) Standby power consumption 

The standby energy consumption of machine j period k: 
 

𝑊𝑊𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑡𝑡𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑗𝑗𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑅𝑅𝑗𝑗𝑗𝑗𝑊𝑊𝑗𝑗

𝑟𝑟𝑟𝑟 (3) 
 

The machine standby time 𝑡𝑡𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖: 
 

𝑡𝑡𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖=𝑃𝑃𝑆𝑆𝑘𝑘 − 𝑃𝑃𝐸𝐸𝑘𝑘 −� � 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼

−� � ��(𝑆𝑆𝑖𝑖′𝑤𝑤′𝑗𝑗,𝑢𝑢+1 − 𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑥𝑥𝑗𝑗𝑗𝑗𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�
𝑢𝑢∈𝑢𝑢𝑗𝑗𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼

 (4) 

(3) Assembly energy consumption 

Assembly energy consumption of assembly node a at period k: 
 

𝑊𝑊𝑎𝑎𝑎𝑎
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎 × 𝑝𝑝𝑎𝑎  (5) 

 

among them: 
 

𝑎𝑎𝑡𝑡𝑎𝑎𝑎𝑎 =

⎩
⎪
⎨

⎪
⎧ 𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 , �𝑎𝑎𝑧𝑧𝑎𝑎𝑎𝑎

𝐾𝐾

𝑘𝑘=1

= 1

𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎 − 𝑃𝑃𝑆𝑆𝑘𝑘, 𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 ≤ 𝑃𝑃𝑆𝑆𝑘𝑘 ≤ 𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎
𝑃𝑃𝐸𝐸𝑘𝑘 − 𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎, 𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 ≤ 𝑃𝑃𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎

 (6) 

(4) Public energy consumption of public equipment including lighting equipment 

Public energy consumption for period k: 
 

𝑊𝑊𝑘𝑘
𝑝𝑝𝑝𝑝𝑝𝑝 = (𝑃𝑃𝑆𝑆𝑘𝑘 − 𝑃𝑃𝐸𝐸𝑘𝑘)𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (7) 

 

In summary, the total energy consumption of workshop in period k is: 
 

𝑊𝑊𝑘𝑘 = ��𝑊𝑊𝑗𝑗𝑗𝑗
𝑚𝑚𝑚𝑚𝑚𝑚ℎ + 𝑊𝑊𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�
𝑗𝑗∈𝐽𝐽

+ 𝑊𝑊𝑘𝑘
𝑝𝑝𝑝𝑝𝑝𝑝 + �𝑊𝑊𝑎𝑎𝑎𝑎

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

𝑎𝑎∈𝐴𝐴

 (8) 
 

Energy consumption minimization objective function: 
 

𝑚𝑚𝑚𝑚𝑚𝑚 �� �𝑃𝑃𝑘𝑘1𝑊𝑊𝑘𝑘 + ��𝑦𝑦𝑘𝑘𝑘𝑘(𝑊𝑊𝑘𝑘 − 𝑃𝑃𝑃𝑃𝑆𝑆𝑘𝑘𝑘𝑘)(𝑃𝑃𝑘𝑘𝑘𝑘 − 𝑃𝑃𝑘𝑘,𝑣𝑣−1)�
𝑉𝑉

𝑣𝑣=2

�
𝐾𝐾

𝑘𝑘=1

� (9) 

 

At the same time, the delay time of manufacturing and assembly caused by workpiece pro-
cessing should be considered. Therefore, the processing time and assembly time of workpiece 
should be comprehensively considered to establish the second optimization objective: 
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𝑚𝑚𝑚𝑚𝑚𝑚

⎩
⎪
⎨

⎪
⎧ ���𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 − 𝑚𝑚𝑚𝑚𝑚𝑚�𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎 × 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖��

𝑖𝑖∈𝐼𝐼𝑎𝑎∈𝐴𝐴

+ ��min�𝑆𝑆𝐴𝐴𝑎𝑎+1,𝑖𝑖� − 𝑚𝑚𝑚𝑚𝑚𝑚�𝐸𝐸𝐴𝐴𝑎𝑎,𝑖𝑖′��
𝐴𝐴−1

𝑎𝑎=1

+ � � (𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑆𝑆𝑀𝑀𝑖𝑖,𝑤𝑤−1,𝑗𝑗′𝑢𝑢′)
𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼 ⎭

⎪
⎬

⎪
⎫

 (10) 

In summary, the objective function is established as follows: 
 

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧𝑚𝑚𝑚𝑚𝑚𝑚 �� �𝑃𝑃𝑘𝑘1𝑊𝑊𝑘𝑘 + ��𝑦𝑦𝑘𝑘𝑘𝑘(𝑊𝑊𝑘𝑘 − 𝑃𝑃𝑃𝑃𝑆𝑆𝑘𝑘𝑘𝑘)(𝑃𝑃𝑘𝑘𝑘𝑘 − 𝑃𝑃𝑘𝑘,𝑣𝑣−1)�

𝑉𝑉

𝑣𝑣=2

�
𝐾𝐾

𝑘𝑘=1

�

𝑚𝑚𝑚𝑚𝑚𝑚

⎩
⎪
⎪
⎨

⎪
⎪
⎧���𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 − 𝑚𝑚𝑚𝑚𝑚𝑚�𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎 × 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖��

𝑖𝑖∈𝐼𝐼𝑎𝑎∈𝐴𝐴

+

��min�𝑆𝑆𝐴𝐴𝑎𝑎+1,𝑖𝑖� − 𝑚𝑚𝑚𝑚𝑚𝑚�𝐸𝐸𝐴𝐴𝑎𝑎,𝑖𝑖′��
𝐴𝐴−1

𝑎𝑎=1

+� � (𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑆𝑆𝑀𝑀𝑖𝑖,𝑤𝑤−1,𝑗𝑗′𝑢𝑢′)
𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼 ⎭

⎪
⎪
⎬

⎪
⎪
⎫

 (11) 

2.2 Constraint conditions 

Consider the following constraints. 
Uniqueness constraint of machines: 

 

𝑆𝑆𝑀𝑀𝑖𝑖′𝑤𝑤′𝑗𝑗,𝑢𝑢+1 ≥ 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑅𝑅𝑇𝑇𝑗𝑗 × 𝑥𝑥𝑗𝑗𝑗𝑗 (12) 
 

Uniqueness constraint of workpiece: 
 

𝑆𝑆𝑀𝑀𝑖𝑖,𝑤𝑤+1,𝑗𝑗′𝑢𝑢′ ≥ 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑅𝑅𝑇𝑇𝑗𝑗 × 𝑥𝑥𝑗𝑗𝑗𝑗 (13) 
 

Ensure the continuity of the machining process, once the process begins to process, uninter-
ruptible before completion: 
 

𝑆𝑆𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚ℎ = 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (14) 
 

�𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚ℎ
𝐾𝐾

𝑘𝑘=1

 (15) 

 

Start processing and complete processing tasks within the specified period of time: 
 

𝑆𝑆𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≥ 𝑆𝑆𝑆𝑆 (16) 
 

𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝐸𝐸𝐸𝐸 (17) 
 

Constraints on the number of switching strategies adopted by processing equipment: 
 

�𝑅𝑅𝑗𝑗𝑗𝑗 = �𝑥𝑥𝑗𝑗𝑗𝑗

𝑢𝑢𝑗𝑗

𝑢𝑢=1

𝐾𝐾

𝑘𝑘=1

 (18) 

 

One process for the same workpiece can only select one machine: 
 

� � 𝑜𝑜𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑤𝑤∈𝑤𝑤𝑖𝑖𝑖𝑖∈𝐼𝐼

= 1 (19) 
 

When the processing equipment adopts the switch strategy, the free time meets the minimum 
time requirement of the processing equipment shutdown once: 
 

(𝑆𝑆𝑀𝑀𝑖𝑖′𝑤𝑤′𝑗𝑗,𝑢𝑢+1 − 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑥𝑥𝑗𝑗𝑗𝑗 ≥ 𝑅𝑅𝑇𝑇𝑗𝑗 (20) 
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When processing equipment adopts switch strategy, standby energy consumption of idle time 
is greater than that of shutdown once: 
 

(𝑆𝑆𝑀𝑀𝑖𝑖′𝑤𝑤′𝑗𝑗,𝑢𝑢+1 − 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑥𝑥𝑗𝑗𝑗𝑗𝑝𝑝𝑗𝑗𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≥ 𝑊𝑊𝑗𝑗
𝑟𝑟𝑟𝑟 (21) 

 

Start time and finish time of assembly within specified time period: 
 

𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 ≥ 𝑆𝑆𝑆𝑆 (22) 
 

𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎 ≤ 𝐸𝐸𝐸𝐸 (23) 
 

Workpiece i completes machining before assembly node needs workpiece i: 
 

𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚�𝐴𝐴𝑇𝑇𝑎𝑎𝑎𝑎 × 𝐸𝐸𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖� (24) 
 

The start time of the next assembly node a + 1 is less than the end time of the current assembly 
node a: 
 

𝑆𝑆𝐴𝐴𝑎𝑎+1,𝑖𝑖 ≥ 𝐸𝐸𝐴𝐴𝑎𝑎,𝑖𝑖 (25) 
 

Ensure the order of assembly requirements on assembly nodes: 
 

�𝑆𝑆𝐴𝐴𝑎𝑎,𝑖𝑖′ − 𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎�ℎ𝑎𝑎𝑎𝑎′𝑖𝑖 ≥ 0 (26) 
 

Continuity of assembly, that is, once the assembly process begins, it cannot be interrupted 
before the assembly process is completed: 
 

𝑆𝑆𝐴𝐴𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐸𝐸𝐴𝐴𝑎𝑎𝑎𝑎  (27) 

3. Improved multi-objective firefly algorithm 
We strive to reduce the energy expenses and production time during the manufacturing and as-
sembly process, which is a common multi-objective optimization challenge. Currently, there are 
numerous algorithms available for addressing multi-objective scheduling issues, including Ge-
netic algorithm [22, 23], particle swarm optimization [24], migratory bird optimization [25], and 
firefly algorithm [26]. The firefly algorithm, as a novel swarm intelligence optimization approach, 
offers benefits such as a straightforward model, fewer adjustable parameters, simple parallel pro-
cessing, and rapid convergence, and has been successfully applied in various domains. 

Considering the complexity of the problem, the standard multi-objective firefly algorithm can-
not completely solve the energy-saving integrated scheduling mathematical model established in 
Section 2, and several important parts of the algorithm need to be redesigned and improved. 

3.1 Encoded mode 

In this paper, the combined scheduling optimization issue of manufacturing and assembly under 
the time-based step tariff can be broken down into four sub-problems. The initial sub-problem 
involves establishing the processing sequence for the workpiece. The second sub-problem is to 
determine the start time for each process of the workpiece. The third sub-problem is to ensure 
the completion of workpiece processing and the start time for assembly at the assembly node. The 
fourth sub-problem occurs during the processing stage, where the machine decides whether to im-
plement a switch strategy after completing the current processing task, based on specific criteria. 

According to the four sub-problems, the three-layer coding is designed as follows: The first 
layer is based on the workpiece sequence coding, including two parts of the workpiece manufac-
turing and assembly, the assembly process is regarded as a workpiece, considering the prece-
dence constraints of the assembly workpiece; The second layer coding is the starting time of the 
workpiece, which corresponds to the first layer coding, and also includes the manufacturing and 
assembly of the workpiece, respectively corresponding to the processing starting time or assem-
bly starting time of the workpiece in the first layer coding. The third layer code is the code whether 
to adopt the switch strategy, which is whether the current machine adopts the switch restart op-
eration after the workpiece is processed. 
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It is presumed that there are three pieces of work to be completed, requiring three processing 
steps and two assembly steps to finish assembly after processing. The viable design solution is 
depicted in Figure 1. In the first layer, 1, 2, and 3 represent the three workpieces, while 4 and 5 
represent the assembly process. The processing sequence is indicated in the first layer's coding 
sequence. The second layer shows the corresponding start times, and the third layer indicates 
whether a shutdown restart operation is necessary. 
 

 
Fig. 1 Schematic diagram of three-layer coding 

3.2 Decoding method 

In accordance with the specifications of this issue, a single decoding method is not entirely suita-
ble for this problem, which differs from the typical job-shop scheduling problem by taking energy 
consumption into account. As a result, this study proposes two decoding methods: one based on 
workpiece sequence and the other based on start time.  

(1) Decoding based on workpiece sequence 

Decoding based on workpiece sequence is one of the common decoding methods. Decoding for 
the first layer of coding, the sequence of the workpiece corresponds to the processing sequence 
of the workpiece. The starting time of the workpiece is determined by the idle time of the work-
piece, the idle time of the processing equipment and the processing time of the workpiece, that is, 
the workpiece and the machine can start processing when they are idle at the same time. After 
decoding by this decoding method, the maximum completion time of the workpiece can be ob-
tained, and then whether the workpiece can complete the processing task within the specified 
time can be judged. If the maximum completion time of the workpiece is within the specified time, 
this solution meets the requirements and can enter the next operation. Otherwise, this solution 
does not meet the requirements and cannot carry out the next operation. It needs to be iterated 
again in order to enter the next step. 

(2) Decoding based on start time 

The decoding based on the start time is to determine the processing sequence of the workpiece 
according to the coding based on the workpiece sequence in the first layer of the coding, deter-
mine the start time of the workpiece according to the coding based on the start time in the second 
layer, and determine whether the machine performs the shutdown restart operation after finish-
ing the current workpiece according to the coding based on the switch strategy in the third layer. 
From the decoding operation, it can be seen that in the final feasible solution, the decoding oper-
ation based on the start time is adopted. 

3.3 Key link  

(1) Location update 

The location update formula when the firefly i is attracted by the brighter firefly j and moves to j is: 
 

𝑥𝑥𝑖𝑖 = 𝑥𝑥𝑖𝑖 + 𝛽𝛽(𝑑𝑑)�𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖� + 𝛼𝛼(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 −
1
2

) (28) 
 

In Eq. 28, xi and xj are the spatial positions of individual i and individual j of firefly ; α is a step 
factor, which is a constant between 0-1; ‘rand’ is a random number with uniform distribution be-
tween 0-1; 𝛼𝛼(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 − 1

2
) is a random disturbance term to avoid falling into local optimum too early 

in the population iteration process. 
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In the multi-objective firefly algorithm, in order to maintain the diversity of Pareto solution set, 
Yang [27] added a random moving method, that is, a new method of position updating, as shown 
in Eq. 29: 
 

𝑥𝑥𝑖𝑖 = 𝑔𝑔∗ + 𝛼𝛼 �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟−
1
2
� (29) 

 

where g* is the optimal solution in the current population solution space obtained by weighting 
multiple objective function values according to the random weight (the sum of random weights is 
1). 

Therefore, in the multi-objective firefly algorithm, the firefly individual has two ways of posi-
tion updating. When the firefly individual xi exists in the current population, the position updating 
operation is carried out according to the Eq. 28. When the firefly individual xi does not exist in the 
current solution space, the position is updated according to Eq. 29. 

For the discrete domain space encoded by the first layer, when the individual firefly is domi-
nated, the Precedence preserving order-based crossover (POX), which is commonly used in work-
shop scheduling, is used for crossover operation. This operator can well retain the excellent char-
acteristics of the parent generation, inherit the processing order of the parent generation, and 
ensure the feasibility of the offspring [28]. If individual fireflies are not dominated, swap (SWAP) 
operation is adopted. 

For the continuous domain space of the second layer coding, the position update operation in 
the multi-objective firefly algorithm is adopted. If the firefly individual is dominated, the position 
update is carried out according to Eq. 28. If the firefly individuals are not dominated, they are 
randomly moved according to Eq. 29 to increase the diversity of Pareto solution set. 

(2) Judgement and repair of feasible solution 

There are two types of infeasible solutions. The first is the infeasible solution caused by the se-
quence of the assembly process does not meet the constraints, and the second is the infeasible 
solution caused by the conflict of the starting time of the workpiece.  

The initial solution is not possible due to an infeasible assembly sequence resulting from the 
interchange operation of the first layer code in the firefly individual. This is caused by constraints 
in the assembly sequence between the workpiece assembly processes. Therefore, for this kind of 
infeasible solution, the following feasible solution judgment and repair operation should be im-
plemented. 

Step 1: Find the correct assembly sequence constraint; 
Step 2: Find the assembly process in the first layer of code by traversal and record the location; 
Step 3: Compare the assembly process and assembly sequence constraints in the code, if so, do 

step 4, otherwise, insert the correct assembly process in turn according to the assembly 
process location in the code, and return step 2; 

Step 4: Output the feasible solution of the first layer encoding. 

The second layer coding has an impractical solution due to the requirement that the work-
piece's starting time must align with the unique constraints of the processing equipment and the 
workpiece when they are both idle. In such cases of infeasible solutions, the following determina-
tion and repair operations are implemented. 

Step 1: Determine whether the second layer code is planned after the start time, if so, the next 
step; otherwise, the coding that is not within the specified time is set as the planned 
start time before the next step; 

Step 2: The first layer coding is traversed one by one, and the next idle time of the workpiece 
and the processing equipment is determined according to the current processing status 
of the workpiece and the processing equipment and the processing time of the work-
piece. And determine the feasibility of the second layer encoding corresponding coding, 
if feasible, the next step, otherwise, with the workpiece and processing equipment at 
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the next time the idle time to replace the corresponding coding, and then to the next 
step; 

Step 3: Determine whether the second layer code is before the completion time of the plan, if 
so, go to step 5, otherwise, the code that is not within the specified time range is set as 
the completion time of the plan, and continue the next step; 

Step 4: Inversely traverse the first layer encoding to determine the last idle time of the work-
piece and the processing device according to the processing time of the workpiece and 
the current processing state of the workpiece and the processing device. Determine 
whether the second layer encoding is feasible, if feasible, take the next step, if not, re-
place the corresponding encoding with the last free time of the workpiece and pro-
cessing equipment, and then go to step 1; 

Step 5: Output the feasible solution of the second layer encoding. 

3.4 Algorithm procedure 

The algorithm procedure is designed as follows: 

Step 1: Setting initial parameters. m: the number of fireflies, also known as population size, γ : 
light absorption coefficient, β0: maximum attraction, α: step size factor, T : population 
iteration number, and initializing the location of fireflies; 

Step 2: Calculate and sort the dominance level and crowding distance for each firefly individ-
ual; 

Step 3: The individual firefly xj is selected to update the position of the first layer coding. If the 
individual xj is not dominated, SWAP switching operation is performed on the first layer 
coding. If the individual xj is dominated, POX crossover operation is performed on the 
first layer coding; 

Step 4: Judge and repair the feasibility of the first layer coding; 
Step 5: The maximum completion time of the work piece is obtained by decoding based on the 

work piece sequence. If the completion time is within the specified time, the next step 
is continued, otherwise step 3 is returned; 

Step 6: Select the firefly individual xj to update the location for the second layer code: If the 
individual xj is not dominated, then move randomly according to Eq. 29; If the individ-
ual xj is dominated, then update the location according to Eq. 28; 

Step 7: The feasibility of the second layer coding is judged and repaired, and then the third 
layer coding is calculated according to the switch strategy requirements, and a firefly 
individual is obtained; 

Step 8: If all firefly individuals have a location update operation, continue the next step, other-
wise, return step 3; 

Step 9: Implement elite strategy, merge father and son generation to select elite, keep good 
individual; 

Step 10: Determines whether the number of iterations satisfies the population iteration num-
ber T, and if so, continues the next step, otherwise returns step 2; 

Step 11: Calculate and output Pareto front solution set. 

The procedure of the algorithm is shown in the Fig. 2. 
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Fig. 2 Flowchart of integrated scheduling algorithm for machining and assembly 

4. Results and discussion of case study 
4.1 Case study results 
The processing-assembly manufacturing enterprise has a mixed-flow production line for pro-
cessing and assembling, taking into account the time-sharing step price. After creating standard 
parts in other processing workshops, the personalized core parts are produced and the products 
are assembled on the mixed-flow production line. For an existing product A, the product structure, 
as depicted in Figure 3, consists of 8 parts and 6 assembly tasks. 
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Fig. 3 Product structure diagram 

 

Each workpiece undergoes five processing steps, requiring passage through five processing 
machines. The processing equipment and time required for each processing step of the workpiece 
are detailed in Table 1. Six assembly tasks are carried out using three assembly machines. The 
assembly equipment and time required for each assembly task are outlined in Table 2. Table 3 
provides information on the standby power, processing power, shutdown restart power, and time 
for both the processing and assembly equipment, with the public equipment having a power rat-
ing of 5. Assembly tasks must commence after the corresponding processing steps are completed, 
and assembly and processing tasks can be conducted concurrently. 

 
Table 1 Corresponding processing equipment and processing time for workpiece processing 

Workpiece serial number (Equipment sequence, processing time /min) 
1 (3,73) (5,68) (2,64) (1,64) (4,79) 
2 (3,76) (2,78) (5,64) (1,63) (4,77) 
3 (2,74) (1,66) (4,61) (3,66) (5,81) 
4 (1,75) (4,62) (2,69) (3,61) (5,79) 
5 (2,73) (1,65) (5,64) (3,63) (4,79) 
6 (1,79) (4,65) (2,68) (5,68) (3,84) 
7 (1,76) (3,67) (5,69) (2,72) (4,75) 
8 (2,78) (1,68) (3,73) (4,65) (5,76) 
      

Table 2 Assembly equipment and assembly time corresponding to the assembly process 
Assembly task 9 10 11 12 13 14 
Equipment sequence 6 6 7 7 7 8 
Length of assembly /min 119 109 119 128 111 115 

Table 3 Some parameters of processing and assembly equipment 
  Equipment 1 Equipment 2 Equipment 

3 
Equipment 

4 
Processing power (kW)  25 28 27 31 
Standby power (kW)  4 5 4 3 
Shutdown restart time (min)  20 25 30 38 
Shutdown restart energy consumption 
(kWh) 

 6 9 6 5 

  Equipment 5 Equipment 6 Equipment 
7 

Equipment 
8 

Processing power (kW)  30 40 45 42 
Standby power (kW)  4 5 6 5 
Shutdown restart time(min)  40 45 48 55 
Shutdown restart energy consumption 
(kWh) 

 6 10 14 10 

 
Referring to the current time-sharing electricity price and residential ladder electricity price 

in Shaanxi Province, assuming that there are two electricity prices in each period, this paper con-
structs the time-sharing ladder electricity price model. The first stage is normal electricity con-
sumption, and the second stage is high standard electricity consumption. It is concluded that the 
time-sharing electricity price is shown in Table 4 below. The cut-off point of the step price is 60 
kWh per hour, starting at 7 a.m. and requiring completion within one day. 
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Table 4 Time-sharing tier electricity price period and price list 
 Time periods First-grade electricity price Second-grade electricity price 

Peak hours 8:00-11:00 18:00-23:00 0.9831 1.3131 
Normal period 7:00-8:00 11:00-18:00 0.6712 1.0012 
Low valley period 23:00-7:00 0.3594 0.6894 

 
According to the model established in section 2 of this paper, the MATLAB algorithm is written, 

and the program is run on the MATLAB R2014 b version. The population size is 100, the light 
intensity absorption coefficient γ is 0.5, the maximum attraction β0 is 1, the step factor α is 0.5, 
and the number of iterations is 500. The Pareto solution set is obtained, as shown in Figure 4. 
Statistics were conducted on the target values corresponding to the solutions in the Pareto set, 
and the results are shown in Table 5. 
 

 
Fig. 4 Pareto Frontier 

 
Table 5 Pareto solution set statistical results corresponding to each target value 

Electricity cost (Yuan) Delay time (min) 
Maximum value Minimum value Average value Maximum value Minimum value Average value 

2182.4 2087.6 2121.2 2008 997 1472.5 
 
The Gantt chart for the single best solution is depicted in Figures 5 and 6 within the Pareto 

solution set. 
 

 
Fig. 5 Pareto solution to the concentrated Gantt chart for optimal power cost 
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Fig. 6 Pareto solution to the concentrated Gantt chart for optimal delay time 

 
It can be seen from Table 5 and Fig. 4 that the single pursuit of the optimal power cost or the 

optimal delay time of processing and assembly will lead to another goal too high. When the opti-
mal power cost is 2087, the delay time reaches the high value of 2008, and when the minimum 
delay time is 997, the power cost reaches the high value of 2182. Therefore, multi-objective inte-
grated scheduling is necessary. From the results of the algorithm, a set of scheduling schemes is 
obtained for this instance. The scheme set is non-dominated, and the decision makers can select 
the most suitable implementation scheme according to certain subjective preferences. 

As shown in the Gantt chart, the implementation of the switch strategy reduces the power cost 
in the processing process, and the parallel processing and assembly effectively reduces the wait-
ing time of the components, and completes the assembly task in time in the idle time of the equip-
ment. So as to improve production efficiency and achieve the purpose of energy saving and punc-
tual production. 

4.2. Discussion 

In the 21st century, manufacturing enterprises cannot overlook the issue of energy-efficient pro-
duction. The scheduling problem, which takes energy consumption into account, is more intricate 
and involves a wider range of influencing factors compared to traditional production planning and 
scheduling. This study focuses on the integrated scheduling problem of machining and assembly 
in manufacturing enterprises. While this is a conventional issue in production and manufacturing, 
the study incorporates the time-sharing ladder price and switch strategy to establish a new opti-
mization goal and a comprehensive scheduling model for machining and assembly with the aim 
of conserving energy. The firefly algorithm is chosen to solve the model, and by adjusting certain 
aspects, the results are quickly obtained. The example results demonstrate that this method, 
which considers the parallelism of processing and assembly processes, can effectively utilize 
equipment resources and reduce power loss during idle equipment, ultimately achieving punctual 
production and energy savings. 

5. Conclusion 
This paper considers time-of-use tiered electricity pricing and focuses on integrated scheduling 
of processing and assembly for mixed flow production lines in processing assembly firms. Estab-
lish a mathematical model for this problem and introduce shutdown and restart procedures when 
the device is idle with the optimization goal of minimizing power consumption costs and delay 
time during the machining and assembly process. A multi-objective firefly technique based on 
three-layer encoding was created for the ease of solving the model. Lastly, examples were used to 
confirm the accuracy of the solving method and the efficacy of the constructed mathematical 
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model. Empirical evidence indicates that the approach put forward in this work yields certain ad-
vantages over conventional scheduling techniques for mixed flow production lines that combine 
processing and assembly. In addition, during peak and off peak hours, the on/off strategy adopted 
based on the time of use tiered electricity price reduces standby time of equipment, lowers power 
costs, and achieves the goal of on-time production and energy conservation for enterprises. On 
the one hand, it reduces waiting delays for components during processing and assembly, and im-
proves production efficiency. 

Owing to space constraints, this article ignores the comparison of various techniques and in-
stead concentrates on solving model solving problems. To confirm their superiority, the solution 
algorithms will be compared and examined in further studies. 
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A B S T R A C T A R T I C L E   I N F O 
In the context of the economic globalization, there is an increased disruption 
risk in the supply chain network due to the outsourcing, complexity and uncer-
tainty. At the same time, the disruption may propagate across the entire supply 
chain network because of the interdependence. With the resource constraints, 
appropriate recovery strategies which can minimize the impact of disruption 
propagation and effectively improve the supply chain network resilience have 
attracted a great deal of attention. In this paper, we first construct the disrup-
tion propagation model considering the recovery strategy based on the char-
acteristics of the competitiveness, time delay and underload cascading failure 
in the supply chain network. This model uses the memetic algorithm to deter-
mine the set of recovery nodes among all disruption nodes, which can minimize 
the impact of disruption propagation. And then, the simulation analysis is con-
ducted on the synthetic network and the real-world supply chain network. We 
compare the proposed recovery strategy with other strategies (according to 
the genetic algorithm, according to the descending order of the load of failure 
node, according to the ascending order of the load of failure node, according to 
the descending order of the node degree, according to the ascending order of 
the node degree) and provide decision-making reference against supply chain 
disruptions. 
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1. Introduction
In recent years, public health events, global transportation network congestion and large-scale nat-
ural disasters have led to frequent disruptions in the supply chain network. Moreover, with the 
deepening of division of labour and cooperation, supply chains are becoming more global and inter-
twined. The disruption events may spread in the supply chain network and even cause ripple effects 
[1, 2]. In 2020, coronavirus-driven supply chain disruptions affected 94 % of the Fortune 1000 com-
panies [3]. On March 23 2021, the Suez Canal was blocked by vast container ship – the Ever Given, 
which affected over 400 vessels and held up about USD15 billion to USD17 billion [4]. Many re-
searchers have studied to construct agile [5, 6], sustainable [7], and resilient [3] supply chains to 
withstand disruption risks. 

Many industries have increasingly begun to implement supply chain management, including 
manufacturing, service and so on [8]. Disruption events may cascade through the supply chain 
resulting in disruption propagation [9] and have a powerful impact on most economic sectors 
[10]. Other terms related to supply chain disruption propagation in literature include cascading 
failure [11], ripple effect [2], risk diffusion [12] and so on. Constructing disruption propagation 
model can dynamically analyse the propagation process in the supply chain network and find the 
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critical firms more accurately in the disruption events. Some studies use the method of complex 
network [13] to analyse the disruption propagation of supply chain network based on the cascad-
ing failure model [9, 14], which commonly used in power, transportation and infrastructure dis-
ruption. However, the disruption propagation process in the supply chain network is different 
from that in infrastructure network because of the characteristics of competition [13, 15], time 
delay [16], underload failure [17] and adaptivity [13]. Wang and Zhang [17] innovatively used 
underload failure instead of overload failure to analyse the propagation process of supply network 
disruption, and constructed synthetic network to conduct a numerical simulation. Zhao et al. [13] 
created a real-world network and competition supply chain network provided by Mergent, and 
simulated how disruptions propagate in the supply chain network through cascading failures. 

What’s more, scope of the disruption and its performance impact rely on the speed and scale 
of recovery strategies [18]. Some studies search for the recovery firms according to characteristics 
of complex networks, such as the betweenness centrality [9] and degree centrality of nodes [16]. 
Wang and Xiao [19] developed a resilience method to cascading failures in cluster supply chain 
network using social resilience of ant colony. They compared the generated random number with 
the recovery probability to determine whether the node restores timely. Fu et al. [9] divided the 
recovery process into 3 kinds of situations and compared the effect of dynamic recovery strategies 
which were in descending and ascending orders of node degrees and betweenness centrality. Jing 
and Tang [16] designed the recovery probability is related to the nodes’ degree. However, the 
above recovery strategies are qualitative methods, and there are few studies using optimization 
methods to quantitatively recover the critical firms in the supply chain network. 

In this paper, we construct a disruption propagation model based on the characteristics of the 
competitiveness, time delay and underload cascading failure in the supply chain network. Then, 
considering the restrictions from recovery resources, we use memetic algorithm to quantitatively 
search for the critical enterprises to determine the recovery strategies, so as to more effectively 
reduce the impact of supply chain disruptions. The remaining sections of this paper is organized 
as follows. In Section 2, we construct a supply chain network disruption propagation model con-
sidering the recovery strategies. The numerical simulation is conducted on the synthetic network 
and the real-world supply chain in Section 3. The paper delivers a brief conclusion in Section 4. 

2. Simulation model 
This section constructs a supply chain network disruption propagation model considering the re-
covery strategies and the whole process is shown in Fig. 1. This study analyses the above process 
from three parts: main metrics of supply chain network, recovery strategies, and disruption prop-
agation process. The specific process can be described as follows. 

Step 1：Initial state.

Step 2：Some nodes are affected 
by the unexpected events.

Step 3：Some nodes recover  and 
other nodes fail.

Step 5：The affected nodes 
strengthen existing relationship.

Step 7：If the node load is less 
than the lower limit, the 

affected node fails.

Step 8： The network reaches 
stability.

Unexpected
events

Recovery

Uncovery

Step 4：Normal operating nodes are 
affected because of disruption  propagation.

Step 6：The affected nodes establish 
business relationships with the failed 

node's competitor.

Recovery

Uncovery

 
Fig. 1 Process of disruption propagation considering the recovery strategies (red nodes denote failed nodes, 

          yellow nodes denote affected nodes, and blue nodes denote normal operating nodes) 
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2.1 Main metrics of supply chain network 

This section mainly determines the initial node load, capacity and resilience measurement of the 
supply chain network. The node load represents the operation scale of supply chain members. At 
present, the initial load of a node is generally estimated by the node degree [20], the total number 
of shortest paths [21, 22], eigenvector centrality [15] and node degree multiplied by the neigh-
bour node degree[17]. Actually, the business scale of a firm is not only related to the number of 
neighbour firms, but also to the importance of neighbour firms. Eigenvector centrality of the node 
load is not only related to the number of neighbour nodes, but also to the importance of neighbour 
nodes. Therefore, we use eigenvector centrality to measure the initial load of the node 𝑖𝑖, that is 
𝐿𝐿𝑖𝑖0 = 𝑐𝑐 ∑ 𝑎𝑎𝑖𝑖𝑖𝑖𝐿𝐿𝑗𝑗0𝑛𝑛

𝑗𝑗=1 , where 𝑐𝑐 is the proportional constant, and 𝑎𝑎𝑖𝑖𝑖𝑖  is the value of row 𝑖𝑖 and column 𝑗𝑗 
in the adjacency matrix A. If node 𝑖𝑖 is connected to node 𝑗𝑗 in the graph, 1; otherwise, 0. 
There are upper and lower limits to a firm’s capacity, which are determined by firm’s competi-
tiveness. According to the reference [17], the upper limit of node 𝑖𝑖 load capacity 𝐶𝐶𝑖𝑖(𝑚𝑚𝑚𝑚𝑚𝑚) is defined 
as 𝐶𝐶𝑖𝑖(𝑚𝑚𝑚𝑚𝑚𝑚) = 𝛼𝛼𝛼𝛼𝑖𝑖0  and 𝛼𝛼  is the upper limit parameter. The lower limit of node 𝑖𝑖  load capacity 
𝐶𝐶𝑖𝑖(𝑚𝑚𝑚𝑚𝑚𝑚) is defined as 𝐶𝐶𝑖𝑖(𝑚𝑚𝑚𝑚𝑚𝑚) = 𝛽𝛽𝛽𝛽𝑖𝑖0, and 𝛽𝛽 is a lower limit parameter. 

Supply chain network resilience (𝑅𝑅𝑅𝑅) is a network attribute, which refers to its ability to resist 
disruption [23]. There are currently a variety of measurement metrics for the resilience, including 
the size of the network(total number of nodes [24], size of the largest functional sub-network [25], 
density [24, 26]), network availability(supply availability rate [27] , the proportion of suppliers 
[24]), network diameter (average shortest-path length [28], average supply-path length [27] ) and 
centrality [24, 29]( betweenness centrality, freeman centralization and eigenvector centrality).  

In real-world supply chain networks, the normal operation of downstream members may de-
pend on the operation of suppliers. Therefore, this section chooses the size of the largest func-
tional sub-network (LFSN) as a metric, which differs from the largest connected component (LCC) 
in that there must be at least one supply node in LFSN according to the reference [27]. That is, 
𝑅𝑅𝑅𝑅 = 𝑁𝑁𝑡𝑡, where 𝑁𝑁𝑡𝑡 is the total number of nodes in LFSN at time 𝑡𝑡. 

2.2 Recovery strategies 

The external environment and core enterprises often take strategies to help the affected enter-
prises against unexpected events. However, the resources of the external environment are limited, 
which can only help some enterprises to recover initial normal operation and some enterprises 
are unrecovered. The unrecovered enterprises will still affect the upstream and downstream en-
terprises in the supply chain until the network reaches a stable state. Recovery resource 𝐶𝐶𝑅𝑅 refers 
to the sum of available recovery resources. Therefore, constraint ∑ 𝐿𝐿𝑖𝑖0𝑁𝑁

𝑖𝑖=1 ≤ 𝐶𝐶𝑅𝑅 need to be satisfied, 
where 𝑁𝑁 is the number of restored nodes. As shown in Fig. 2, different recovery strategies lead to 
the different network resilience when it reaches stability. 

In order to maximize the resilience of the supply chain network, this section analyses the dis-
ruption propagation and takes 𝑅𝑅𝑅𝑅 after the network reaches stability as the objective. We obtain 
the optimal recovery strategy through the memetic algorithm under the capacity constraint of 
nodes and the recovery resource constraint. Compared with other algorithms, memetic algorithm 
[30, 31] can not only retain the advantages of genetic algorithm, but also improve the efficiency of 
local search. The specific process is as follows. 
 

S1 S2 S3 S4

M1 M2 M3 M4 M5

S1 S2 S3 S4

M1 M2 M3 M4 M5

S1 S2 S3 S4

M1 M2 M3 M4 M5

Nodes S1-S4 are failed.
Nodes S3-S4  are recovered. 

Nodes S1-S2  are not recovered, 
and nodes M1-M4 are affected. 

Nodes S1-S2  are recovered. 
Nodes S3-S4  are not recovered, 
and nodes M3-M5 are affected.  

Fig. 2 Supply chain network resilience under different recovery strategies 
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Encoding and calculating fitness function 

In this section, binary encoding is selected to decide whether the failed node is restored. The gene 
𝑖𝑖 is set to 1 if node 𝑖𝑖 is restored; otherwise, 0. The number of nodes in the supply chain network 
corresponds one-to-one to the number of genes in the chromosome. That is, if the supply chain 
network has 100 nodes, the chromosome contains 100 genes. 

A chromosome with a larger objective function value is better. In this section, the objective 
value is used as fitness, which means that better chromosomes are more likely to be selected into 
the next generation. The fitness value of each chromosome corresponds to the resilience of the 
supply chain network. After decoding the chromosome, the fitness value of the chromosome is 
calculated. A higher fitness indicates that the corresponding supply chain network resilience of 
the chromosome is greater. And lower fitness indicates that the corresponding supply chain net-
work resilience of the chromosome is smaller. 

Crossover and mutation 

In the crossover process, we determine the crossover probability 𝑃𝑃𝑐𝑐  and use a single-point cross-
over with a random cut-point. If all constraints are met, the new chromosome is retained, and the 
new chromosome is discarded if all constraints are not met. The crossover method is shown in 
Fig. 3. In order to improve the search process, we determine the mutation probability 𝑃𝑃𝑚𝑚 and use 
a random selection of chromosomes with the single mutation in the mutation process. After ob-
taining the new generated chromosomes, the offspring and the parents select the best chromo-
somes as the new parents. 

A1
B1

0 1 0 0 1

k

1 0
1 0 0 1 1 0 1

A0
B0

0 1 0 1 1

k

0 1
1 0 0 0 1 1 0

 
Fig. 3 The crossover process of the memetic algorithm 

Local search process 

The local search process is an important operation of memetic algorithms. This paper designs an 
algorithm to generate the local optimal value. Firstly, the sets of the chromosomes are randomly 
selected. Secondly, other gene fragments on the chromosome are selected and exchanged with the 
former. The new chromosome is retained if the fitness is improved. Otherwise, it is discarded. The 
optimal value is selected after a certain number of iterations.  

2.3 Disruption propagation process 

In the supply chain network, if the function that node 𝑖𝑖 supplying products to node 𝑗𝑗 can be re-
placed by node 𝑘𝑘, it indicates that there is a competitive relationship between nodes 𝑖𝑖 and 𝑘𝑘 [13, 
15]. Considering that the alternative node 𝑘𝑘 can still supply products to the downstream node 𝑗𝑗 
after the disruption of node 𝑗𝑗 , the competitive relationship can weaken the cascading failure 
caused by the supply chain disruption. 

Node 𝑖𝑖  will not fail immediately after attacked by unexpected events, and the recovery re-
source may help some nodes to the operating state. That is, time delay may occur with node failure 
in the supply chain network [16]. Underload failure [17] is different from overload failure in in-
frastructure cascading failure. Overload failure refers to node failure when the node load exceeds 
a certain value, which is applicable to transportation network, infrastructure network, power grid 
and so on. However, the increase of node load in the supply chain network will not lead to node 
failure, but the node load below a certain value may lead to node failure. 

Considering the characteristics of competitive, time delay and underload failure in the supply 
chain network, we construct a supply chain network disruption propagation model based on the 
cascading failure model. The specific process is as follows: 

(1) Recovery some nodes. This paper takes strategies (see Section 2.2) to recovery some nodes 
against the disruptions. The other affected nodes will be failed and trigger the disruption propa-
gation. 
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(2) Cascading failure. After a node fails, the effect of neighbour nodes is related to the closeness of 
it. If node 𝑖𝑖 fails at time 𝑡𝑡, its upstream and downstream neighbor nodes will be affected and the 
load of neighbor node 𝑗𝑗  reduces to 𝐿𝐿𝑗𝑗𝑡𝑡+1 = 𝐿𝐿𝑗𝑗𝑡𝑡 − ∆𝐿𝐿𝑖𝑖𝑖𝑖𝑡𝑡+1 , where ∆𝐿𝐿𝑖𝑖𝑖𝑖𝑡𝑡+1 = min�𝛿𝛿𝑖𝑖𝑖𝑖𝐿𝐿𝑖𝑖𝑡𝑡,𝐿𝐿𝑗𝑗𝑡𝑡�.  𝛿𝛿𝑖𝑖𝑖𝑖  is the 
strength of relationship between the nodes 𝑖𝑖 and 𝑗𝑗, where 𝛿𝛿𝑖𝑖𝑖𝑖 = 𝑊𝑊𝑖𝑖𝑖𝑖

∑ 𝑊𝑊𝑖𝑖𝑖𝑖𝑗𝑗∈Γ𝑖𝑖(𝑜𝑜𝑜𝑜𝑜𝑜)
, Γ𝑖𝑖(𝑜𝑜𝑜𝑜𝑜𝑜) refers to the 

set of downstream neighbour nodes of node 𝑖𝑖, 𝑊𝑊𝑖𝑖𝑖𝑖 = (𝐿𝐿𝑖𝑖0𝐿𝐿𝑗𝑗0)𝜏𝜏 and 𝜏𝜏 is a constant. The effect on the 
upstream nodes is the same as that on the downstream nodes. 
(3) Adjusting business relationships. After the cascading effect occurs, there are two strategies for 
the upstream and downstream neighbour nodes to adjust business relationships. One is to 
strengthen the existing business relationships [15, 17, 19], and the other is to establish new busi-
ness relationships with the competing nodes of the failed nodes with a certain probability [13, 
17]. For example, if a node 𝑖𝑖 fails which supplying node 𝑗𝑗, the node 𝑗𝑗 hopes to establish new con-
nections with node 𝑘𝑘 which competing with node 𝑖𝑖. Considering its own load, node 𝑘𝑘 will establish 
a new relationship with node 𝑗𝑗 with a certain probability 𝑃𝑃𝑡𝑡. Then the load of node 𝑗𝑗 changes to 
𝐿𝐿𝑗𝑗𝑡𝑡+2 = 𝐿𝐿𝑗𝑗𝑡𝑡+1 + ∑ ∆𝐿𝐿𝑘𝑘𝑘𝑘𝑡𝑡+2𝑘𝑘∈Γ𝑗𝑗(𝑖𝑖𝑖𝑖) + ∑ 𝑀𝑀𝑗𝑗∆𝐿𝐿𝑘𝑘𝑘𝑘𝑡𝑡+2𝑘𝑘∈Γ𝑖𝑖 , where ∆𝐿𝐿𝑘𝑘𝑘𝑘𝑡𝑡+2  denotes the increase of load after 
node 𝑗𝑗 strengthens the existing business relationships with node 𝑘𝑘 or establishes a new relation-
ship with node 𝑘𝑘, 𝛤𝛤𝑗𝑗(𝑖𝑖𝑖𝑖) refers to the set of upstream neighbour nodes of node 𝑗𝑗, Γ𝑖𝑖  refers to the set 
of the competing nodes of node 𝑖𝑖, and 𝑀𝑀𝑗𝑗 ∈ {0,1}. A random number 𝑅𝑅 in range (0, 1) is generated 
to compare with 𝑃𝑃𝑡𝑡. If 𝑅𝑅 > 𝑃𝑃𝑡𝑡 , 𝑀𝑀𝑗𝑗 = 1 that is establishing a new relationship. Otherwise, 𝑀𝑀𝑗𝑗 = 0. 
When the downstream node 𝑖𝑖  of node 𝑗𝑗  fail, the load of node 𝑗𝑗  changes to 𝐿𝐿𝑗𝑗𝑡𝑡+2 = 𝐿𝐿𝑗𝑗𝑡𝑡+1 +
∑ ∆𝐿𝐿𝑗𝑗𝑗𝑗𝑡𝑡+2𝑘𝑘∈Γ𝑗𝑗(𝑜𝑜𝑜𝑜𝑜𝑜) + ∑ 𝑀𝑀𝑗𝑗∆𝐿𝐿𝑗𝑗𝑗𝑗𝑡𝑡+2𝑘𝑘∈Γ𝑖𝑖 , 𝛤𝛤𝑗𝑗(𝑜𝑜𝑜𝑜𝑜𝑜) refers to the set of downstream neighbor nodes of node 𝑗𝑗, 
and the other process is the same as the upstream node failure of node 𝑗𝑗. 

If the load of node 𝑗𝑗 at time 𝑡𝑡 + 2 is less than the lower limit of node load capacity, that is, 
𝐿𝐿𝑗𝑗𝑡𝑡+2 < 𝐶𝐶𝑗𝑗(𝑚𝑚𝑚𝑚𝑚𝑚), node 𝑗𝑗 also fails and affects its neighbor nodes. We loop Stages 2–3 until no node 
failures occur. 

3. Example application 
3.1 Supply chain network and competition networks 

This paper constructs two directed supply chain networks for simulation analysis including a real-
world supply chain network with 37 nodes according to literature [32] and a scale-free network 
with 1000 nodes. The first network includes 11 suppliers, 3 factories, 5 warehouses and 18 mar-
kets and the second network includes 375 suppliers, 18 manufacturers, 16 wholesalers and 591 
retailers as shown in Fig. 4. The competition network is constructed for the above two networks, 
in which the competition network is undirected. 

Market

Supplier

Warehouse

Factory

Retailer

Supplier

Manufacturer

Wholesaler  
Fig. 4 Visualization of the network 



Li, Zhao, Wang, Mi 
 

26 Advances in Production Engineering & Management 19(1) 2024 
 

𝐺𝐺𝑟𝑟(𝑉𝑉,𝐸𝐸) denotes the real-world supply chain network and 𝐺𝐺𝑠𝑠(𝑉𝑉,𝐸𝐸) denotes the synthetic sup-
ply chain network. Competition network of the real-world supply chain network is denoted by 
𝐺𝐺𝑟𝑟′(𝑉𝑉,𝐸𝐸) and competition network of the synthetic supply chain network is denoted by 𝐺𝐺𝑠𝑠′(𝑉𝑉,𝐸𝐸). 
𝑣𝑣𝑖𝑖 ∈ 𝑉𝑉 denotes the node 𝑖𝑖 in the network and 𝑒𝑒𝑖𝑖𝑖𝑖 ∈ (𝐺𝐺𝑟𝑟 ∪ 𝐺𝐺𝑠𝑠) represents the directed edge from 𝑣𝑣𝑖𝑖 
to 𝑣𝑣𝑗𝑗 , indicating that 𝑣𝑣𝑖𝑖  is a supplier of 𝑣𝑣𝑗𝑗 . 𝑒𝑒𝑖𝑖𝑖𝑖′ ∈ (𝐺𝐺𝑟𝑟′ ∪ 𝐺𝐺𝑠𝑠′) represents the undirected edge be-
tween 𝑣𝑣𝑖𝑖 and 𝑣𝑣𝑗𝑗, indicating that 𝑣𝑣𝑖𝑖 and 𝑣𝑣𝑗𝑗 are competitive. 

3.2 Performances of memetic algorithm 

In this section, the initial population size is set to 30. We simulate the supply chain network resil-
ience under different recovery resources and disruption scenarios. According to Fig. 5(a-c), when 
the recovery resource is set to 50, the supply chain network resilience becomes smaller as the 
number of nodes removal increases. According to Fig. 5(d-f), when the number of nodes removal 
is set to 50, the supply chain network resilience becomes larger as the recovery resource in-
creases. The above six simulations all show that with the increase of iterations, the results tend to 
be stable which verifies the effectiveness of the memetic algorithm. 

As shown in Fig. 5, in most cases, the convergence results obtained by memetic algorithm are 
similar to those obtained by genetic algorithm, but the convergence speed and initial value of me-
metic algorithm are better than those of memetic algorithm. This indicates that the memetic algo-
rithm converges faster and can achieve the optimal result through fewer iterations. 

(a) (b) (c)

(d) (e) (f)

Recovery resource=50 The number of nodes removal=20 Recovery resource=50 The number of nodes removal=60 Recovery resource=50 The number of nodes removal=100

The number of nodes removal=50 Recovery resource=100 The number of nodes removal=50 Recovery resource=200 The number of nodes removal=50 Recovery resource=300 

RN RN RN

RN RN RN

Iteration number Iteration number Iteration number

Iteration numberIteration numberIteration number

GA
MA
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MA

GA
MA

GA
MA

GA
MA

GA
MA

 
Fig. 5 The relationship between 𝑅𝑅𝑅𝑅 and iteration number 

3.3 The relationship between network resilience and recovery resources 

Fig. 6(a-c) shows the change of the synthetic supply chain network resilience with the increase of 
the recovery resources against different nodes removal. Fig. 6(d-f) shows the change of the real-
world supply chain network resilience with the increase of the recovery resources against differ-
ent nodes removal. It can be seen that although the change rules of the supply chain network re-
silience with different structures are not exactly the same, they all conform to the trend that the 
network resilience increases slowly with the increase of recovery resources. When 𝐶𝐶𝑅𝑅 = 0, 𝑅𝑅𝑅𝑅 =
926, when 𝐶𝐶𝑅𝑅 = 50, 𝑅𝑅𝑅𝑅 = 943, and ∆𝑅𝑅𝑅𝑅 = 17.When 𝐶𝐶𝑅𝑅 = 100, 𝑅𝑅𝑅𝑅 = 952 and ∆𝑅𝑅𝑅𝑅 = 9. These 
results suggest that the relationship between network resilience and recovery resources also pre-
sents the characteristics of diminishing marginal utility. When the recovery resources are gradu-
ally increased, the increase of network resilience becomes slower. If the supply chain network is 
fully restored, it needs large amount of recovery resources. 

As shown in Fig. 6(a-c), 𝑅𝑅𝑅𝑅 = 926 when the number of nodes removal is 50 and 𝐶𝐶𝑅𝑅 = 0. 𝑅𝑅𝑅𝑅 =
685 when the number of nodes removal is 100 and 𝐶𝐶𝑅𝑅 = 0. 𝑅𝑅𝑅𝑅 = 13 when the number of nodes 
removal is 150 and 𝐶𝐶𝑅𝑅 = 0. The results indicate that if we don’t take any recovery resources, the 
supply chain network resilience drops dramatically with the increase of the number of nodes re-
moval. Therefore, the importance of recovery strategies under large-scale unexpected events is 
much higher than that under small-scale unexpected events. When a large-scale unexpected event 
occurs, effective recovery strategies can reduce the possibility of supply chain network crash. 
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Fig. 6 The relationship between network resilience and recovery resources 

4. Comparison of different recovery strategies 
We compare the different recovery strategies, including strategies by memetic algorithm (strat-
egy 1), according to the ascending order of the load of failure node (strategy 2), according to the 
descending order of the load of failure node (strategy 3), according to the ascending order of the 
node degree (strategy 4), according to the descending order of the node degree (strategy 5). As 
shown in Fig. 7, the recovery strategy obtained by using the memetic algorithm is always superior 
to other strategies, and the advantage tends to be obvious with the increase of the number of 
nodes removal. 

According to the simulation results, the recovery strategy obtained through the memetic algo-
rithm is closer to that according to the ascending order when the number of nodes removal is 
small. For example, when the number of nodes removal is 20, 𝑅𝑅𝑅𝑅 = 968 obtained by strategy 1; 
𝑅𝑅𝑅𝑅 = 968 obtained by strategy 2; 𝑅𝑅𝑅𝑅 = 956 obtained by strategy 3; 𝑅𝑅𝑅𝑅 = 964 obtained by strat-
egy 4; 𝑅𝑅𝑅𝑅 = 956 obtained by strategy 5. The results indicate that priority will be given to recover 
small-scale enterprises when the number of attacked enterprises is small.  

However, the recovery strategies according to the ascending order no longer have an ad-
vantage when the number of nodes removal becomes larger. For example, as shown in Fig. 7(b), 
when the number of nodes removal is 120, 𝑅𝑅𝑅𝑅 = 895 obtained by strategy 1; 𝑅𝑅𝑅𝑅 = 384 obtained 
by strategy 2; 𝑅𝑅𝑅𝑅 = 531 obtained by strategy 3; 𝑅𝑅𝑅𝑅 = 92 obtained by strategy 4; 𝑅𝑅𝑅𝑅 = 188 ob-
tained by strategy 5. The results indicate that the recovery strategy obtained by memetic algo-
rithm has greater advantage, and the recovery strategies based on the node degree have the worst 
resilience. 

Synthetic network    Recovery resource=50 Synthetic network    Recovery resource=200

Real-world  network    Recovery resource=50 Real-world  network    Recovery resource=80
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Ascending of the degree
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Descending of the load
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Fig. 7 Comparison of different recovery strategies 
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As shown in Fig. 7, when the number of nodes removal is 120 and the recovery resource is 200, 
The order of 𝑅𝑅𝑅𝑅 under different recovery strategies is that the memetic algorithm is better than 
the algorithm according to the order of the load of failure node, and the algorithm according to 
the order of the load of failure node is better than that of the degree of failure node. The restored 
nodes of different recovery strategies as shown in Table 1. The recovery strategy obtained by me-
metic algorithm can recover all kinds of enterprises in the supply chain network. The above re-
sults suggest that when a large number of nodes are removed, the strategies of recovery small-
scale enterprises first and large-scale enterprises first are not optimal. The optimal strategy is to 
comprehensively analyse the characteristics of the business scale and supply-demand relation-
ships of the disrupted enterprises, and to recover all kinds of enterprises in the supply chain net-
work in a balanced way. 

Table 1 Comparison of different recovery strategies 
𝐶𝐶𝑅𝑅  The number 

 of nodes 
 removal 

 Recovery strategies The characteristic of restored nodes 
Num-

ber S:M:W:R S (%) M (%) W (%) R (%) 

200  120 

 Memetic algorithm 44 16:0:1:27 31.4 0 50 42.9 
 Genetic algorithm 46 15:2:2:27 29.4 50 100 42.9 
 The ascending order of the load 62 14:2:1:45 27 50 50 71.4 
 The descending order of the load 6 5:0:0:1 9.8 0 0 1.5 
 Ascending order of the node degree 40 8:0:0:32 15.7 0 0 50.8 
 Descending order of the node degree 9 5:2:2:0 9.8 50 100 0 

Note: S:M:W:R refers to the ratio of the number of restored nodes of suppliers, manufacturers, wholesalers and retailers; S refers to 
the proportion of restored supplier nodes to disrupted supplier nodes; M refers to the proportion of restored manufacturer nodes to 
disrupted manufacturer node; W refers to the proportion of restored wholesaler nodes to disrupted wholesaler node; R refers to the 
proportion of restored retailer nodes to disrupted retailer node. 

5. Conclusion 

We innovatively construct the disruption propagation model considering the recovery strategy 
based on the characteristics of the competitiveness, time delay and underload cascading failure in 
the supply chain network. This model uses the memetic algorithm to determine the set of recovery 
nodes among all disruption nodes, which can minimize the impact of disruption propagation. The 
conclusions are as follows: 

• The relationship between network resilience and recovery resources presents the charac-
teristics of diminishing marginal utility. When the recovery resources are gradually in-
creased, the increase of network resilience becomes slower. If the supply chain network is 
fully restored, it needs large amount of recovery resources. 

• The recovery strategy obtained by memetic algorithm has greater advantage compared 
with other recovery strategies. What’s more, the advantage tends to be obvious with the 
increase of the number of attacked enterprises. 

• The priority will be given to recover small-scale enterprises when the number of attacked 
enterprises is small with a certain amount of recovery resources. However, this strategy no 
longer has an advantage when the number of attacked enterprises becomes larger. The 
strategy of recovery suppliers first is better than that of recovery retailers, but the optimal 
strategy is to comprehensively analyse the characteristics of the business scale and supply-
demand relationships of the disrupted enterprises, and to recover all kinds of enterprises 
in the supply chain network in a balanced way. 
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A B S T R A C T  A R T I C L E   I N F O 
With the growth of industrialization, the global manufacturing industry is 
continually evolving and reforming in the direction of intelligence and green 
production. Industrial robots have replaced human workers because of the 
benefit of production efficiency. However, the large-scale application of ro-
bots requires a large amount of energy consumption and generates a large 
amount of CO2, which will lead to energy waste and environmental pollution. 
In addition, in term of performing some particular tasks, current robot tech-
nology cannot achieve the same level of intelligence as human. Therefore, the 
design trend of assembly lines in industry has shifted from traditional config-
uration to human-robot collaboration to achieve higher productivity and 
flexibility. This paper investigates the human-robot collaboration (HRC) as-
sembly line balancing problem, taking cycle time and carbon emission as 
primary and secondary objectives. A new mixed-integer programming model 
that features a cross-station design is formulated. A particle swarm algorithm 
(PSO) with two improvement rules is designed to solve the problems. The 
comparative experiments on ten benchmark datasets are conducted to assess 
the performance of the proposed algorithm. The experimental results indicate 
that the improved particle swarm algorithm is superior to the other two heu-
ristics: simulated annealing (SA) and the late acceptance hill-climbing heuris-
tic (LAHC). 
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1. Introduction 
Assembly line (AL) plays an essential role in industrial production. The assembly line balancing 
problem (ALBP) refers to an actual production scheduling problem of assigning the assembly 
sequence, distributing the production tasks, and dispatching agents to workstations appropri-
ately to meet production targets in the manufacturing process. With the development of intelli-
gent manufacturing technology, the application of industrial robots can not only improve prod-
uct quality but also improve production efficiency. Robot assembly lines (RAL) have been widely 
used in various production fields of the manufacturing industry. 

In recently years, we find that even though the robot is highly advanced, it can still not carry 
out some production jobs with high accuracy or flexibility. Furthermore, robots consume a large 
amount of electricity during operation, leading to energy consumption and the generation of 
greenhouse gases such as CO2, exacerbating the trend of global warming. To address these is-
sues, human-robot collaboration (HRC) is evolving into a new mode of production, directing the 
continuous development regarding the intelligent and environmental friendly manufacturing. 

mailto:15831029622@163.com
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This study considers a design of “cross-station task” which has already been used in the actu-
al production process of manufacturing enterprises. It is possible for a “cross-station task” to be 
processed simultaneously at multiple stations. By employing this design, it can reduce the idle 
time of the workstations on the AL, boost the workstations’ production efficiency and reduce the 
energy consumption and carbon emissions. 

In this paper, we build a multi-objective programming model for balancing collaborative as-
sembly lines between humans and robots while considering carbon emissions. The model con-
siders the carbon emissions of various types of robots when optimizing two objectives, produc-
tion efficiency represented by cycle time and carbon emissions. The contributions are twofold. 
Firstly, an ALBP-HRC considering a “cross-station task” design, which has never been discussed 
in studies of human-robot interactions on AL, is well studied. Secondly, this research utilizes and 
enhances the particle swarm optimization (PSO) algorithm to solve medium-scale and large-
scale problems. Two improvement rules, “Task exchange” and “Set expansion,” are designed for 
the proposed PSO algorithm, which can reduce the cycle time or find more Pareto solutions. The 
proposed PSO are compared with two other heuristics, simulated annealing (SA) and the late 
acceptance hill-climbing heuristic (LAHC) on solving a set of benchmark problems. The results 
show that PSO outperforms the other algorithms in terms of three different metrics. 

The remainder of this paper is organized as follows. Section 2 describes the current research 
progress in the literature. We propose a mixed-integer programming model in Section 3. An al-
gorithm, based on the particle swarm optimization algorithm (PSO) is developed in Section 4 to 
find the optimal solution. Experimental studies are conducted in Section 5. Section 6 concludes 
the paper. The notations are defined in Table 1 and used throughout the paper. 
 

Table 1 Notations 
N Total number of the agent types 
n Total number of the tasks 
m Total number of the workstations 
a Index of agent 
i,j Index of task (∀ 𝑖𝑖, 𝑗𝑗 = 1,2, . . . ,𝑛𝑛) 
s,h Index of workstation (∀ 𝑠𝑠, ℎ = 1,2, . . . ,𝑚𝑚) 
tia The operation time of task i by agent a 
Wlas The workload of agent a at station s 
Pr(i) Index of the immediate predecessors of task i 
OPCa The operation energy consumption of the agent a per unit time 
SECa The standby energy consumption of the agent a per unit time 
ECFelc Carbon emissions per unit of electricity consumption 
TCF The total carbon emissions 
c The cycle time 
γ The maximum time that can be shared between two stations 
∅ A large positive number 
𝑥𝑥𝑖𝑖𝑖𝑖 0-1 variables, 𝑥𝑥𝑖𝑖𝑖𝑖 = 1 if task 𝑖𝑖 is allocated to workstation 𝑠𝑠 and 0 otherwise 
𝑦𝑦𝑎𝑎𝑎𝑎 0-1 variables, 𝑦𝑦𝑎𝑎𝑎𝑎 = 1if agent 𝑎𝑎 is allocated to workstation 𝑠𝑠 and 0 otherwise 
𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 0-1 variables, 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 = 1 if task 𝑖𝑖 operated by agent 𝑎𝑎 is allocated to workstation 𝑠𝑠 and 0 otherwise 
ksh 0-1 variables, 𝑘𝑘𝑠𝑠ℎ = 1 if workstation 𝑠𝑠 utilizes the cycle time of workstation ℎ and 0 otherwise 
uas A non-negative value depicts the idle time of the agent 𝑎𝑎 at workstation 𝑠𝑠 
vsh A non-negative value indicates how much of workstation ℎ’s cycle time that workstation 𝑠𝑠 occupies 

2. Literature review 
This part reviews relevant research on robotic assembly line balancing problems (RALBPs) in 
Section 2.1, the ALBP-HRC studies in Section 2.2, and the studies on ALBPs considered the car-
bon emissions in Section 2.3. 
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2.1 Review of robotic assembly line balancing problem 

The research on RALBP can be traced back to the 1990s. Rubinovitzet al. [1] first proposed the 
concept of the robot assembly line in 1993, and they proposed a linear programming model for 
the RALBP-I problem. Yoosefelahi et al. [2] studied the RALBP-II problem to simultaneously op-
timize multiple objectives, namely, robot costs, and cycle time. A mixed-integer programming 
(MILP) model was established. As the problem is NP-hard, the article proposed three metaheu-
ristic methods to solve the above problem. More recently, Nilakantan [3] were the first to solve 
the RALBP-II problem in a U-shaped assembly line layout, they proposed a 0-1 IP model for 
small-scale problems. Wang et al. [4] improved traditional particle swarm optimization algo-
rithms by introducing several extension operators, enabling them to solve process planning (PP) 
problems such as robot assembly lines. Borba et al. [5] proposed two new algorithms, namely a 
“branch-bound and remember” algorithm and an “iterative beam search” algorithm with prob-
lem-specific dominance rules to minimize the cycle time in RALBP. Li et al. [6] proposed a mixed 
integer linear programming model to minimize the cycle time. Raatz et al. [7] proposed a RALBP 
that minimized the cost. A multi-objective optimization method, namely the genetic algorithm, 
was used to solve the proposed problem. Jiang et al. [8] proposed an improved genetic algorithm 
to optimize the balance problem in the clothing production line in response to the low balance 
rate and the uneven work intensity of employees. The effectiveness of the algorithm was verified 
through simulation experiments. Şahin et al. [9] studied a robot stochastic assembly line balanc-
ing problem (RSALBP) based on the assumption that the task time is fixed. They proposed a 
mixed-integer second-order cone programming model and a constraint programming model to 
solve the problem given the number of workstations and robots.  

Similar to RALBP, the disassembly line balancing of RAL is also NP-hard. Intelligent optimiza-
tion algorithms have performed well in solving this type of problem. Based on analyzing the dis-
assembly information of automotive components, Yu et al. [10] established a disassembly model 
for automotive components. The optimal disassembly sequence was obtained by considering the 
mapping between the Floyd Warhill algorithm and car disassembly patterns. Wang et al. (2021) 
[11] studied the multi-objective disassembly line balance problem and proposed an improved 
genetic algorithm to solve the model. 

2.2 Review of human-robot collaboration assembly line balancing problem 

The flexibility of HRC-AL is much higher than that of traditional robotic or manual assembly 
lines, which can improve the efficiency of ALs, enhance the work enthusiasm of workers, and 
become the primary production mode of ALs chosen by many enterprises today. Ding et al. [12] 
adopted a human and robot collaborative hybrid assembly cell to develop an automatic subtask 
allocation strategy. Nikolakis et al. [13] adopted a two-level breakdown where tasks were trans-
lated to specific operations, being carried out by humans or robots to realize an adaptive and 
more efficient execution of the production schedule. Mura et al. [14] , who developed a genetic 
algorithm to reduce the cost of the assembly line, the number of qualified workers needed, and 
the variation in worker energy loads. Zanchettin et al. [15] used a fuzzy-timed Petri net with 
uncertain task time to minimize idle time. Vieira et al. [16] developed a novel optimization simu-
lation based on the Recursive Optimization-Simulation Approach (ROSA) methodology to priori-
tize reducing costs and the makespan. Aljinovic et al. [17] utilized a systematic framework with 
the mathematical model to minimize cycle time. Riedel et al. [18] provided the architecture and 
implementation details of an assembly assistance system based on object detection models using 
deep learning and machine learning algorithms. Nourmohammadi et al. (2022) [19] studied 
ALBP with HRC, where human workers and robots share the same workplace to process tasks 
simultaneously. They developed a new mixed-integer linear programming model and proposed 
a neighborhood-search simulated annealing algorithm to solve the problem. 

2.3 Review of assembly line balancing problem with carbon emissions 

Global climate change has triggered a series of ecological, social, and economic problems, gradu-
ally increasing people’s environmental awareness. Enterprises have also begun to explore low-
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carbon and low-energy production methods, taking the path of sustainable development. Many 
existing studies on ALs also incorporate the goal of reducing carbon emissions and energy con-
sumption. Lin et al. [20] developed an integrated model for parameter optimization and process 
workshop scheduling to minimize the number of workstations and carbon emissions during the 
production process. Li et al. [21] presented a restarted simulated annealing algorithm to mini-
mize energy consumption and cycle time simultaneously. Nilakantan et al. [22] proposed a mul-
ti-objective coevolutionary algorithm to minimize the carbon emissions of RAL. It is the first 
time carbon emissions have been considered in a robot assembly line system. Zhang et al. [23] 
established a multi-objective mathematical model with energy consumption and line balance 
rate. They proposed a multi-objective algorithm combining cellular strategy and local search to 
solve this multi-objective problem. Sun et al. [24] proposed an energy-efficient robot assembly 
line balancing (EERALB) problem to minimize cycle time and total energy consumption. They 
proposed a multi-objective mathematical model and a boundary-oriented mixed distribution 
estimation algorithm to solve this problem. Zhou et al. [25] considered robots with different 
efficiency and energy consumption rates in their programming model, with the total energy con-
sumption and workload as optimization objectives. They proposed an improved MOEA/D algo-
rithm and evaluated its superiority through computational experiments. 

With the continuous development of industrialization, the relevant literature on human-robot 
collaborative assembly lines is constantly increasing, but there are still some research gaps 
worth exploring and investigating. For example, current research emphasizes traditional pro-
duction objectives such as the number of stations, cycle time and cost but neglects carbon emis-
sions. The related research which seeks the balance between carbon emissions and production 
efficiency in collaborative assembly lines is still absent. To this end, we propose a mixed-integer 
programming model for optimizing the cycle time and total carbon emissions for HRC-AL with 
“cross-station task” design. 
 

3. Mathematical model 
In this section, we explain the structure of the research problem and establish a mixed-integer 
programming model to formulate the above problem. 

3.1 Problem description 

In this paper, we consider a homogeneous product. Assume that there are N types of agents 
where the former (𝑁𝑁 −  1)th agents refer to robots and the Nth agent refers to human worker. 
The task operation time varies depending on the agent type. In the “cross-station task” design, 
one task might be operated concurrently at the assigned station and its rear station or the front 
station (if it exists). Because the industrial robotic arms contain multiple joints that act as axes 
controlling movement, the application of industrial robotic arms allows a task can be processed 
at a pair of stations simultaneously. On the contrary, the human workers cannot process more 
than one task. We provide some examples to illustrate our statements. In Fig. 1(a), tasks cannot 
be shared between stations resulting in some idle time which may lead to low production effi-
ciency. In Fig. 1(b), task 2 and task 4 can be processed by the robots in advance at the previous 
station. In Fig. 1(c), cycle time cannot be shared between station 1 and 2 due to the assignment 
of human worker, but task 4 can be processed in advance by the robot at station 3. Given the 
number of stations and the task processing sequence, we can observe that the “cross-station 
task” design can reduce cycle time by comparing 𝑐𝑐𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝑐𝑐𝐻𝐻𝐻𝐻𝐻𝐻 . 

The objective of the optimization problem is to minimize the cycle time and the total carbon 
emissions. To address the aforementioned problem, we propose a mixed-integer programming 
model called “ALBP-HRC-CS,” aiming at minimizing the two objectives in the Pareto optimization 
framework. 
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(a) The assembly line with only human workers 

 

                                                 
(b) The assembly line with only robots and cross-station task design 

 

                                                 
(c) The assembly line with the human-robot collaboration and cross-station task design 

Fig. 1 The layout of the assembly line 

3.2 Mathematical formulation 

The formulation of the mathematical model is as follows. 
𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐 (1) 

𝑚𝑚𝑚𝑚𝑚𝑚 𝑇𝑇𝑇𝑇𝑇𝑇 (2) 

𝐸𝐸𝐸𝐸 = 𝑂𝑂𝑂𝑂𝑂𝑂 + 𝑆𝑆𝑆𝑆𝑆𝑆 (3) 

𝑂𝑂𝑂𝑂𝑂𝑂 = �𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠

𝑚𝑚

𝑠𝑠=1

 (4) 

𝑆𝑆𝑆𝑆𝑆𝑆 = �𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠

𝑚𝑚

𝑠𝑠=1

 (5) 

𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠 = ��𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎 × 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑖𝑖 ,∀𝑠𝑠 = 1, . . .𝑚𝑚
𝑛𝑛

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

 (6) 

𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠 = �𝑢𝑢𝑎𝑎𝑎𝑎

𝑁𝑁

𝑎𝑎=1

× 𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎,∀𝑠𝑠 = 1, . . .𝑚𝑚 (7) 

The objective function (Eq. 1) minimizes the cycle time of all product models. The objective 
function (Eq. 2) minimizes the total carbon emissions. Robots in operation or on standby con-
sume electricity and produce carbon emissions. Therefore, the total energy consumption is equal 
to the sum of all robotic workstations’ standby and operation energy consumption. The total 
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carbon emissions are equal to the product of total energy consumption and carbon emission 
coefficient. Eqs. 3 to 7 compute the overall energy consumption for all workstations and the in-
dividual energy consumption of each workstation. It should be noted that the agent’s 𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎 and 
𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎 values are 0 if it is a human worker. 

Now we first introduce the basic constraints of the proposed model. 

�𝑥𝑥𝑖𝑖𝑖𝑖 = 1,
𝑚𝑚

𝑠𝑠=1

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛 (8) 

�𝑦𝑦𝑎𝑎𝑎𝑎 = 1,
𝑁𝑁

𝑎𝑎=1

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑎𝑎 = 1, . . .𝑁𝑁 (9) 

𝑥𝑥𝑖𝑖𝑖𝑖 + 𝑦𝑦𝑎𝑎𝑎𝑎 ≤ 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (10) 

𝑥𝑥𝑖𝑖𝑖𝑖 + (1 − 𝑦𝑦𝑎𝑎𝑎𝑎) ≤ (1 − 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (11) 

(1 − 𝑥𝑥𝑖𝑖𝑖𝑖) + (1 − 𝑦𝑦𝑎𝑎𝑎𝑎) ≤ (1 − 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (12) 

(1 − 𝑥𝑥𝑖𝑖𝑖𝑖) + 𝑦𝑦𝑎𝑎𝑎𝑎 ≤ (1 − 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖) + 1,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 (13) 

�𝑠𝑠 × 𝑥𝑥𝑗𝑗𝑗𝑗

𝑚𝑚

𝑠𝑠=1

≤�𝑠𝑠 × 𝑥𝑥𝑖𝑖𝑖𝑖

𝑚𝑚

𝑠𝑠=1

,∀𝑗𝑗 ∈ 𝑃𝑃𝑟𝑟(𝑖𝑖),∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . . ,𝑛𝑛 (14) 

Constraints (Eqs. 8 and 9) are indivisibility of tasks/agents, meaning that a task/agent can 
only be allocated to one workstation. Constraints (Eqs. 10 to 13) ensure that the task can be exe-
cuted, that is, when a task and an agent are allocated to the same workstation, the agent must 
process the task. Constraint (Eq. 14) is the task precedence constraints. 

Next, the constraints related to the cross-station design are illustrated. 

𝑢𝑢𝑎𝑎𝑎𝑎 ≤ 𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠+1 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠+1,𝑠𝑠 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 −��𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑖𝑖

𝑛𝑛

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

+ ∅(1 − 𝑦𝑦𝑎𝑎𝑎𝑎), 

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 

(15) 

𝑢𝑢𝑎𝑎𝑎𝑎 ≥ 𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠+1 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠+1,𝑠𝑠 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 −��𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖 × 𝑡𝑡𝑖𝑖𝑖𝑖

𝑛𝑛

𝑖𝑖=1

𝑁𝑁

𝑎𝑎=1

− ∅(1 − 𝑦𝑦𝑎𝑎𝑎𝑎), 

∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑖𝑖 = 1, . . .𝑛𝑛,∀𝑎𝑎 = 1, . . .𝑁𝑁 

(16) 

𝑣𝑣𝑠𝑠,𝑠𝑠+1 ≤ 𝛾𝛾,∀𝑠𝑠 = 1, . . .𝑚𝑚 (17) 

𝑣𝑣𝑠𝑠+1,𝑠𝑠 ≤ 𝛾𝛾,∀𝑠𝑠 = 1, . . .𝑚𝑚 (18) 

𝑘𝑘𝑠𝑠,𝑠𝑠+1 ≤ � 𝑦𝑦𝑎𝑎𝑎𝑎

𝑁𝑁−1

𝑎𝑎=1

,∀𝑠𝑠 = 1, . . .𝑚𝑚 − 1 (19) 

𝑘𝑘𝑠𝑠,𝑠𝑠−1 ≤ � 𝑦𝑦𝑎𝑎𝑎𝑎

𝑁𝑁−1

𝑎𝑎=1

,∀𝑠𝑠 = 1, . . .𝑚𝑚 (20) 

𝑘𝑘𝑠𝑠,𝑠𝑠+1 ≤ 1 − 𝑦𝑦𝑁𝑁𝑁𝑁,∀𝑠𝑠 = 1, . . .𝑚𝑚 − 1 (21) 

𝑘𝑘𝑠𝑠,𝑠𝑠−1 ≤ 1 − 𝑦𝑦𝑁𝑁𝑁𝑁,∀𝑠𝑠 = 1, . . .𝑚𝑚 (22) 

𝑘𝑘𝑠𝑠,𝑠𝑠+1 + 𝑘𝑘𝑠𝑠+1,𝑠𝑠 ≤ 1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (23) 

𝑣𝑣𝑠𝑠,𝑠𝑠+1 ≤ ∅ ∙ 𝑘𝑘𝑠𝑠,𝑠𝑠+1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (24) 

𝑣𝑣𝑠𝑠+1,𝑠𝑠 ≤ ∅ ∙ 𝑘𝑘𝑠𝑠+1,𝑠𝑠,∀𝑠𝑠 = 1, . . .𝑚𝑚 (25) 
𝑣𝑣𝑠𝑠,𝑠𝑠+1 ≥ 0.1 ∙ 𝑘𝑘𝑠𝑠,𝑠𝑠+1,∀𝑠𝑠 = 1, . . .𝑚𝑚 (26) 
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𝑣𝑣𝑠𝑠+1,𝑠𝑠 ≥ 0.1 ∙ 𝑘𝑘𝑠𝑠+1,𝑠𝑠,∀𝑠𝑠 = 1, . . .𝑚𝑚 (27) 
Constraints (Eqs. 15 and 16) are in effect when agent 𝑎𝑎 is allocated to workstation s (𝑦𝑦𝑎𝑎𝑎𝑎 = 1), 

and they calculate the agent’s idle time if that agent is allocated. Constraints (Eqs. 17 to 18) re-
strict the maximum amount of time that the robot at one station consumes the cycle time of an-
other station. Constraints (Eqs. 19 and 20) ensure that the ability to utilize the cycle time of the 
front or rear station is only possible if the station is furnished with robots. Constraints (Eqs. 21 
to 22) ensure that human workers cannot utilize the cycle time of the front or rear station. Con-
straints (Eqs. 23 to 27) denote that tasks shared between adjacent stations can only occur once. 

 

𝑣𝑣𝑠𝑠,𝑠𝑠+1,𝑣𝑣𝑠𝑠+1,𝑠𝑠 ≥ 0,∀𝑠𝑠 = 1, . . . ,𝑚𝑚 (28) 
𝑢𝑢𝑎𝑎𝑎𝑎 ≥ 0,∀𝑠𝑠 = 1, . . .𝑚𝑚,∀𝑎𝑎 = 1, . . .𝑁𝑁 (29) 
𝑣𝑣0,1,  𝑣𝑣1,0,𝑣𝑣𝑚𝑚,𝑚𝑚+1, 𝑣𝑣𝑚𝑚+1,𝑚𝑚 = 0 (30) 

Constraints (Eqs. 28 to 30) are the domain constraints. 
 

4. Methods 
In this section, a particle swarm optimization algorithm (PSO) with two improvement rules is 
adapted to address the “ALBP-HRC-CS”. The general framework of PSO is introduced in section 
4.1. Variable neighborhood search mechanism is developed in section 4.2. Encoding and decod-
ing schemes are designed in section 4.3. Finally, two improvement rules are delineated in sec-
tion 4.4.  

4.1 The general framework of PSO 

Kennedy et al. [26] developed the simplified version of PSO in 1995 by the insight of birds’ feed-
ing behavior. Birds can locate most food locations through collective information sharing. In the 
mathematical model of “ALBP-HRC-CS”, the PSO algorithm minimizes the whole assembly line’s 
cycle time and carbon emissions by changing agent sequences and task sequences. The relevant 
parameters are displayed in Table 2. 

 
Table 2 Related parameters 

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖′ The iteration index 
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 The maximal number of iterations 
𝑘𝑘1, 𝑘𝑘2 The index for agent particles and task particles 
𝑋𝑋𝑘𝑘1 , 𝑋𝑋𝑘𝑘2  The position for agent particles and task particles 
𝑉𝑉𝑘𝑘1 , 𝑉𝑉𝑘𝑘2  The velocity for agent particles and task particles 
𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ,𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  The local and global best of the particles 
𝑙𝑙1, 𝑙𝑙2 Learning coefficients 
𝑈𝑈1, 𝑈𝑈2 Uniform random numbers between [0,1] 

 

In PSO, each particle in the search domain is constantly moving. During the movement, the 
particle’s speed is changing, resulting in the change of the final position of the particle. The posi-
tion update for the agent and task follow Eq. 31 and Eq. 32, respectively. 

𝑋𝑋𝑘𝑘1
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑋𝑋𝑘𝑘1

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑉𝑉𝑘𝑘1
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 (31) 

𝑋𝑋𝑘𝑘2
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑋𝑋𝑘𝑘2

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑉𝑉𝑘𝑘2
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 (32) 

The velocitiy updates for the agent and task follow Eqs. 33 and 34, respectively. 

𝑉𝑉𝑘𝑘1
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑉𝑉𝑘𝑘1

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑙𝑙1 × 𝑈𝑈1 × (𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘1
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) + 𝑙𝑙2 × 𝑈𝑈2 × (𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘1

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) (33) 

𝑉𝑉𝑘𝑘2
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖+1 = 𝑉𝑉𝑘𝑘2

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑙𝑙1 × 𝑈𝑈1 × (𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘2
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) + 𝑙𝑙2 × 𝑈𝑈2 × (𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑘𝑘2

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (34) 

PSO is an intelligent optimization algorithm with high local convergence and a “premature” 
phenomenon. If the PSO falls into a local extreme value early in the iteration, it will be difficult to 
jump out of it later, dramatically reducing the efficiency of the algorithm and significantly reduc-
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ing the probability that the algorithm will find a globally optimal solution. To address this prob-
lem, “Task exchange” and “Set expansion” rules are developed to enhance the quality of the Pare-
to set’s solutions. The PSO also features a variable neighborhood search (VNS) mechanism. 

The main body of the improved PSO is shown in Fig. 2. 

 
Fig. 2 Main body of the improved PSO 

4.2 Encoding and decoding 

Encoding 

In this section, the task sequence 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and agent sequence 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 according to the constraints 
are arrayed. First, we obtain the initial 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 as follows. 

Initial 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  
Step 1:  Set 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = [ ] 
Step 2:  Set 𝑋𝑋𝑘𝑘1

1 = 1 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟[0,1] ∗ 𝑛𝑛, where [0,1] is a randomly generated number that con-
forms to the uniform distribution [0,1] 

Step 3:  The task is arrayed in a non-increasing order according to the 𝑋𝑋𝑘𝑘1
1 under the constraint 

of task priority, and the 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is attained 
Step 4:  If a task violates the task priority relationship when it is assigned, skip the task, assign 

the next task, and return to Step 3; otherwise, go to Step 5 
Step 5:  Continue Steps 3 and 4 until all tasks have been assigned 

Initial 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 
Step 1:  Set 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = [ ] 
Step 2:  Set 𝑋𝑋𝑘𝑘2

1 = 1 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟[0,1] ∗ 𝑁𝑁, where [0,1] is a randomly generated number that con-
forms to the uniform distribution [0,1] 

Step 3:  Assign the agent with the largest values to the workstation 
Step 4:  Repeat Step 3 until all the stations are equipped with an agent 
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Decoding 

As we know, lower bounds for the objective variables is crucial for the decoding process. We 
develop the lower bounds for 𝑐𝑐 and 𝑇𝑇𝑇𝑇𝑇𝑇 (𝐿𝐿𝐿𝐿𝑐𝑐 and 𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇𝑇𝑇 ). It is straightforward that the lower 
bound for 𝑇𝑇𝑇𝑇𝑇𝑇: 𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇𝑇𝑇 = 0 (i.e., the manual assembly line). Next, according to the necessary con-
ditions for the feasibility of the model, 𝐿𝐿𝐿𝐿𝑐𝑐 can be determined as: 𝐿𝐿𝐿𝐿𝑐𝑐 = [𝑚𝑚𝑚𝑚𝑚𝑚(∑𝑖𝑖=1𝑛𝑛 𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎=1𝑁𝑁 𝑡𝑡𝑖𝑖𝑖𝑖/
𝑚𝑚,𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖=1𝑛𝑛 𝑚𝑚𝑚𝑚𝑚𝑚𝑎𝑎=1𝑁𝑁 𝑡𝑡𝑖𝑖𝑖𝑖)]. The decoding scheme is listed below. 

Step 1: Load 𝑡𝑡𝑖𝑖𝑖𝑖, 𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎, 𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎, 𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒, 𝐿𝐿𝐿𝐿𝑐𝑐, P(i ), m, 𝛾𝛾, 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, set 𝑠𝑠 = 1, 𝑙𝑙𝑙𝑙 = 1 
Step 2: Arrange agents for each station according to 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 
Step 3: Arrange the 𝑙𝑙𝑙𝑙𝑡𝑡ℎ task in the 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 to station 𝑠𝑠 and compute the workload of station 𝑠𝑠, 

𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎, go to the Step 4; otherwise, if there is no task to be assigned, go to Step 13 
Step 4: If 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 ≥ 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 AND 𝑠𝑠 < 𝑚𝑚, go to Step 5; if 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 ≥ 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 

AND 𝑠𝑠 == 𝑚𝑚, go to Step 12; otherwise, go back to Step 3, and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1 
Step 5: If 𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎(𝑎𝑎𝑠𝑠(𝑠𝑠)) == 0, the agent assigned to the station 𝑠𝑠 is a human worker who cannot 

utilize the cycle time of the front or rear station, go to Step 9; otherwise, go to step 6 
Step 6: If 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑖𝑖𝑖𝑖 ≤ 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 + 𝛾𝛾 AND 𝑡𝑡𝑖𝑖𝑖𝑖 ≤ 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 −

𝑚𝑚𝑚𝑚𝑚𝑚(𝛾𝛾, 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 −𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎) −𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑖𝑖𝑖𝑖, go to Step 7; otherwise, go to Step 9 
Step 7: Task 𝑖𝑖 = 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑙𝑙𝑙𝑙) is assigned to the station 𝑠𝑠, update 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1, and then, 

repeat this step; otherwise, go to Step 8 
Step 8: Set 𝑣𝑣𝑠𝑠,𝑠𝑠+1 = 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑖𝑖𝑖𝑖 − (𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠), 𝑣𝑣𝑠𝑠+1,𝑠𝑠 = 0, and go to Step 11 
Step 9: Task 𝑖𝑖 = 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑙𝑙𝑙𝑙) is assigned to the station 𝑠𝑠 + 1, update 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎 and 𝑙𝑙𝑙𝑙 = 𝑙𝑙𝑙𝑙 + 1, go to 

Step 10 
Step 10: Set 𝑣𝑣𝑠𝑠+1,𝑠𝑠 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝛾𝛾, 𝐿𝐿𝐿𝐿𝑐𝑐 + 𝑣𝑣𝑠𝑠,𝑠𝑠−1 − 𝑣𝑣𝑠𝑠−1,𝑠𝑠 − ∑𝑗𝑗=1𝑛𝑛 𝑧𝑧𝑗𝑗𝑗𝑗𝑗𝑗𝑡𝑡𝑗𝑗𝑗𝑗), 𝑣𝑣𝑠𝑠,𝑠𝑠+1 = 0, go to Step 11 
Step 11: 𝑂𝑂𝑂𝑂𝑂𝑂𝑠𝑠 and 𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠 are computed according to Eqs. 5 to 10, 𝑠𝑠 = 𝑠𝑠 + 1, and then, return to 

Step 3 
Step 12: The total task time is computed for all unassigned tasks 𝑇𝑇𝑇𝑇, and set 𝐿𝐿𝐿𝐿𝑐𝑐 = 𝐿𝐿𝐿𝐿𝑐𝑐 +

[𝑇𝑇𝑇𝑇/𝑚𝑚], 𝑠𝑠 = 1, 𝑙𝑙𝑙𝑙 = 1, return to the Step 3 
Step 13:  Compute 𝑇𝑇𝑇𝑇𝑇𝑇 and 𝑐𝑐 = 𝐿𝐿𝐿𝐿𝑐𝑐  

In the decoding process, the initial parameters are loaded in Step 1. The agent is assigned to 
each station according to 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 in Step 2. Step 3 arranges tasks and computes the workload of 
the station. In Step 4, three situations may occur: if the current station is overloaded and is not 
the last station, go to Step 5; if the current station is overloaded but is the last station, go to Step 
12; otherwise, return to Step 3. Step 5 shows that the station equipped with a human worker 
cannot utilize the time from the adjacent stations. Step 6 schedules this task to the current sta-
tion through the “cross-station task” design and goes to Step 7; if it does not, go to Step 9. Step 7 
updates the workload of the current station. Step 8 calculates the time it takes from its rear sta-
tion. Step 9 assigns this task to the next station and updates the workload of the current station; 
Step 10 calculates the idle time of the current station (which can be used by other stations). The 
total energy consumption for the workstation is computed in Step 11. In Step 12, 𝐿𝐿𝐿𝐿𝑐𝑐 is in-
creased to maintain feasibility. The above steps are designed to obtain a feasible task sequence. 
Based on it, we can calculate the values of the objective functions (𝑇𝑇𝑇𝑇𝑇𝑇 and 𝑐𝑐) in step 13. 

4.3 Variable Neighborhood Search 

Variable Neighborhood Search (VNS) is an enhanced local search mechanism. For alternating 
searches, it utilizes the neighborhood structure of various actions, striking a suitable balance 
between concentration and dispersion. First, the initial solution is generated and its neighbor-
hoods is defined. Given the initial solution, VNS systematically selects new solution between two 
neighborhoods related to task and agent, respectively. A random number 𝑔𝑔𝑟𝑟 is generated to se-
lect the part of the particle subject to change during each iteration. For instance, if 𝑔𝑔𝑟𝑟 ≤ 0.5, the 
positions and velocities are updated for the agent sequences while the task sequences remain 
unchanged. The new solution becomes the best if it can lead to a better objective. The algorithm 
terminates when the termination criterion (e.g., runtime limit) is satisfied. 
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4.4 Improvement rules 

This section considers “Task exchange” and “Set expansion” as two enhanced mechanisms to 
find more solutions. “Task exchange” can enhance the efficiency of the PSO algorithm by swap-
ping the processing orders of two different tasks operated by two stations within a feasible task 
sequence. “Set expansion” is proposed to address problem where the PSO algorithm is vulnera-
ble to “premature convergence” and “local optimal solutions”. “Set expansion” can be used to 
discover more Pareto solutions. 

Task exchange 

The “task exchange” mechanism can be executed as follows: after obtaining a feasible solution, 
exchange the processing order and stations of two different tasks; assume that task 𝑎𝑎 and task 𝑏𝑏 
are processed by agent 𝑟𝑟 and 𝑟𝑟∗ and assigned to station 𝑠𝑠 and 𝑠𝑠∗, respectively (agents here can 
be human workers or robots); the tasks can be exchanged if the following criteria are met. 

1. The exchange between task 𝑎𝑎 and task 𝑏𝑏 does not violate the precedence relationship; 
2. “𝑡𝑡𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑏𝑏𝑟𝑟∗ > 𝑡𝑡𝑎𝑎𝑟𝑟∗ + 𝑡𝑡𝑏𝑏𝑏𝑏” or “𝑡𝑡𝑎𝑎𝑎𝑎 + 𝑡𝑡𝑏𝑏𝑟𝑟∗ == 𝑡𝑡𝑎𝑎𝑟𝑟∗ + 𝑡𝑡𝑏𝑏𝑏𝑏 and 𝑇𝑇𝑇𝑇𝑇𝑇𝑎𝑎𝑎𝑎 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑟𝑟∗ > 𝑇𝑇𝑇𝑇𝑇𝑇𝑎𝑎𝑟𝑟∗ +

𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑏𝑏”; 

The above criteria ensure that following task exchange, the cycle time can be decreased or the 
overall carbon emissions can be reduced without increasing the cycle time. When task exchange 
is applied, the decoding process is executed again to find a new cycle time and a new 𝑇𝑇𝑇𝑇𝑇𝑇. 

Set expansion 

Among the non-dominated solutions in the Pareto set, some solutions are far away from each 
other, resulting in a blank area in the middle of two solutions. The appearance of the blank area 
indicates some solutions in Pareto set are not available. To address that issue, the search area 
shall be expanded. The rule is explained as follows. 

Step 1: Input the initial Pareto set 
Step 2: Calculate the cycle time difference between two adjacent feasible solutions respective-

ly, and calculate the mean value of these differences to obtain 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
Step 3: Select the two solutions with the largest differentials of cycle times, called 𝑐𝑐1 and 𝑐𝑐2 

(assume 𝑐𝑐1 > 𝑐𝑐2) 
Step 4: If 𝑐𝑐1 − 𝑐𝑐2 > 𝜆𝜆 ∗ 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, go to Step 5, otherwise, stop the PSO 
Step 5: Set 𝑐𝑐3 = (𝑐𝑐1 + 𝑐𝑐2)/2, and calculate the 𝑇𝑇𝑇𝑇𝑇𝑇3 
Step 6: Update the Pareto solution set and return to Step 2 

In the “Set extension”, the following points should be noted: (1) The “Set extension” is added 
to expand the search neighborhood and explore better feasible solutions; for example, if 𝑇𝑇𝑇𝑇𝑇𝑇2 >
𝑇𝑇𝑇𝑇𝑇𝑇3 > 𝑇𝑇𝑇𝑇𝑇𝑇1, it means that we have found a new feasible solution, and the Pareto set will be 
updated; (2) 𝜆𝜆 is a constant value which determines the termination criterion. The smaller the 𝜆𝜆 
is chosen, the newer feasible solutions can be obtained, but it also takes more computational time. 

5. Experimental design 
5.1 Experimental setting 

The benchmark datasets are extracted from Otto et al. [27]. According to the number of tasks, 
the experiments are divided into medium-scale (𝑛𝑛 = 100) and large-scale (𝑛𝑛 = 1000) problems. 
The values of 𝑂𝑂𝑂𝑂𝑂𝑂𝑎𝑎 and 𝑆𝑆𝑆𝑆𝑆𝑆𝑎𝑎of different types of robots can be referred to Nilakantan et al. [22]. 
The number of agents (i.e., robot or human worker ) ranges from 6 to 50. This experiment in-
cludes 10 instances, each is provided with 5 different values of 𝑚𝑚. Therefore, there is a total of 
50 independent tests, and the corresponding results are presented. 
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5.2 Parameter setting 

To show the superiority of the proposed algorithm, the PSO is compared with the other two al-
gorithms, namely the simulated annealing algorithm (SA), which is extended on the SA proposed 
by Li et al. [21] and the late acceptance hill climbing heuristic algorithm (LAHC) which is extend-
ed on the LAHC developed by Yuan et al. [28]. All algorithms are coded in MATLAB R2022a and 
executed on a computer with inter Core i5, 4.7 GHz. Since the meta-heuristic algorithms are sto-
chastic, each algorithm is run ten times for each instance to find the average result, and the algo-
rithm runtime is limited to 𝑟𝑟𝑟𝑟 (𝑟𝑟𝑟𝑟 = 𝑛𝑛 × 𝑛𝑛) milliseconds. The algorithm’s parameters are ob-
tained from the related literature. Table 3 shows the parameters and their values used in the 
three algorithms. 

To evaluate the effectiveness of the three algorithms, three appropriate metrics, namely the 
ratio of non-dominated solutions (𝑅𝑅𝑝𝑝), the non-dominated solution’s convergence (𝐶𝐶𝑝𝑝), and the 
spread measure (𝑆𝑆𝑝𝑝) have been applied. 𝑅𝑅𝑝𝑝 measures the solution in the Pareto set that is not 
dominated by other solutions; the higher the value of 𝑅𝑅𝑝𝑝 is, the more effective the algorithm will 
be. 𝐶𝐶𝑝𝑝 describes the difference between one Pareto-optimal set and the true Pareto-optimal set; 
the smaller the value of 𝐶𝐶𝑝𝑝 is, the better the algorithm’s performance. 𝑆𝑆𝑝𝑝 captures the distribu-
tions of the solutions of the Pareto-optimal set; the algorithm with lower 𝑆𝑆𝑝𝑝 performs better. Li 
et al. [29] introduced the formulae for these three metrics. 
 

Table 3 Parameter settings for PSO, LAHC, and SA algorithms 
Parameters PSO LAHC SA 

The number of task particles in medium (large) instances 100(30) --- --- 
The number of agent particles in medium (large) instances 50(30) --- --- 
The learning coefficient 𝑙𝑙1(𝑙𝑙2) 2(2) --- --- 
The expansion parameter 𝜆𝜆 1.5 --- --- 
The initial temperature --- --- 100 
The cooling rate --- --- 0.9 
The length of the cost list --- 100 --- 

5.3 Results and analysis 

The results for the three assessment indicators in medium and large-scale situations are shown 
in Tables 4 and 5, and the best results are denoted in bold. 

The PSO outperforms the other two algorithms in Table 4 for medium-scale instances. For 24 
out of 25 instances, PSO finds the best Pareto solutions based on the 𝑅𝑅𝑝𝑝 metric, showing that the 
PSO algorithm generates more non-dominated solutions in the Pareto solution set than the other 
two algorithms. The PSO algorithm finds all of the best Pareto solutions based on the 𝐶𝐶𝑝𝑝 metric, 
demonstrating that the optimal set of the PSO algorithm converges more quickly than those of 
other algorithms; for 22 out of 25 instances, PSO also generates the best Pareto solutions based 
on the 𝑆𝑆𝑝𝑝 metric, demonstrating that the spread of Pareto set is superior. 

For large-scale problem, as shown in Table 5, PSO provides the best Pareto solutions for 19 
out of 25 problems using the 𝑅𝑅𝑝𝑝 metric. The PSO algorithm finds all of the best Pareto solutions 
based on the 𝐶𝐶𝑝𝑝 metric. For the 𝑆𝑆𝑝𝑝 metric, PSO finds the best Pareto solutions for 23 out of 25 
instances. 

We also display the performance of the three algorithms on representative examples by using 
scatter plots. The results are shown in Fig. 3. The first number denotes the problem scale (𝑀𝑀 for 
medium problems; 𝐿𝐿 for large problems); the second number denotes the index of instance in 
Table 4 and Table 5; and the third number denotes the number of stations. 
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Table 4 Computational results on the Medium-scale problems 

Problem m SA LAHC PSO 
𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 

1 

6 0.70 0.01 1.09 0.00 0.02 0.78 0.79 0.00 0.77 
8 0.48 0.02 0.94 0.00 0.02 0.60 0.84 0.00 0.68 

10 0.58 0.01 0.98 0.00 0.01 0.75 0.79 0.00 0.59 
12 0.50 0.01 0.85 0.09 0.02 0.70 0.75 0.00 0.57 
14 0.53 0.01 1.02 0.00 0.01 0.81 0.86 0.00 0.73 

2 

6 0.30 0.01 0.96 0.17 0.01 0.64 0.83 0.00 0.78 
8 0.31 0.00 1.03 0.21 0.01 0.92 0.88 0.00 0.64 

10 0.64 0.01 0.98 0.00 0.02 0.81 0.86 0.00 0.60 
12 0.57 0.01 0.98 0.06 0.01 0.84 0.85 0.00 0.55 
14 0.37 0.02 0.76 0.14 0.01 0.69 0.77 0.00 0.52 

3 

6 0.86 0.01 1.01 0.00 0.02 0.97 0.85 0.00 0.76 
8 0.23 0.02 0.89 0.03 0.01 1.02 0.92 0.00 0.68 

10 0.29 0.01 0.78 0.00 0.01 0.92 0.87 0.00 0.59 
12 0.40 0.01 0.85 0.00 0.01 0.70 0.84 0.00 0.58 
14 0.25 0.02 0.65 0.10 0.01 0.58 0.79 0.00 0.48 

4 

6 0.22 0.02 0.76 0.37 0.01 0.73 0.81 0.00 0.72 
8 0.39 0.01 0.90 0.04 0.01 0.69 0.82 0.00 0.67 

10 0.35 0.02 0.84 0.00 0.01 0.93 0.84 0.00 0.56 
12 0.45 0.01 0.78 0.04 0.01 0.94 0.78 0.00 0.74 
14 0.08 0.01 0.77 0.42 0.00 0.83 0.79 0.00 0.54 

5 

6 0.50 0.01 0.94 0.00 0.01 0.83 0.84 0.00 0.77 
8 0.52 0.01 1.07 0.00 0.01 0.94 0.83 0.00 0.67 

10 0.45 0.01 0.85 0.00 0.01 0.77 0.86 0.00 0.62 
12 0.45 0.01 0.81 0.03 0.02 0.69 0.73 0.00 0.76 
14 0.26 0.02 0.87 0.00 0.02 0.73 0.77 0.00 0.52 

 
Table 5 Computational results on the Large-scale problems 

Problem m SA LAHC PSO 
𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 𝑅𝑅𝑝𝑝 𝐶𝐶𝑝𝑝 𝑆𝑆𝑝𝑝 

1 

42 0.66 0.01 0.92 0.33 0.01 0.79 0.57 0.00 0.72 
44 0.69 0.00 0.80 0.85 0.00 0.90 0.48 0.00 0.75 
46 0.33 0.01 0.75 0.00 0.02 0.83 0.85 0.00 0.69 
48 0.32 0.01 0.69 0.47 0.01 0.76 0.64 0.00 0.67 
50 0.31 0.01 0.65 0.65 0.00 0.75 0.29 0.00 0.64 

2 

42 0.57 0.01 0.81 0.24 0.01 0.83 0.63 0.00 0.68 
44 0.00 0.02 0.80 0.18 0.02 0.83 0.99 0.00 0.61 
46 0.38 0.01 0.77 0.41 0.01 0.79 0.59 0.00 0.52 
48 0.45 0.01 0.81 0.31 0.02 0.76 0.77 0.00 0.72 
50 0.36 0.01 0.80 0.58 0.01 0.90 0.64 0.01 0.73 

3 

42 0.46 0.01 0.71 0.11 0.01 0.80 0.71 0.00 0.66 
44 0.37 0.01 0.85 0.16 0.01 0.70 0.67 0.00 0.78 
46 0.53 0.01 0.77 0.27 0.01 0.82 0.59 0.00 0.67 
48 0.48 0.01 0.68 0.31 0.01 0.91 0.51 0.00 0.68 
50 0.41 0.01 0.72 0.91 0.00 0.74 0.23 0.00 0.68 

4 

42 0.35 0.01 0.81 0.00 0.02 0.76 0.71 0.00 0.64 
44 0.24 0.01 0.74 0.39 0.01 0.83 0.64 0.00 0.66 
46 0.31 0.01 0.31 0.00 0.02 0.85 0.85 0.00 0.67 
48 0.69 0.00 0.78 0.41 0.01 0.81 0.34 0.00 0.56 
50 0.46 0.01 0.76 0.71 0.00 0.85 0.53 0.00 0.68 

5 

42 0.38 0.01 0.80 0.09 0.02 0.84 0.70 0.00 0.63 
44 0.44 0.01 0.82 0.00 0.02 0.81 0.83 0.00 0.50 
46 0.08 0.01 0.83 0.00 0.02 0.92 0.99 0.00 0.56 
48 0.33 0.01 0.71 0.50 0.02 0.88 0.59 0.00 0.67 
50 0.26 0.01 0.78 0.00 0.02 0.95 0.92 0.00 0.64 
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Fig. 3 Some Pareto fronts of different instances 

6. Conclusion 
In this paper, a multi-objective human-robot collaborative assembly line balancing problem that 
takes into account production efficiency and carbon emissions is investigated. A mixed-integer 
programming model is proposed which considers a cross-station task design. This design is in-
tended to improve the assembly line's overall production efficiency and flexibility. A particle 
swarm optimization algorithm is devised to solve the problem. The performance of the proposed 
particle swarm optimization algorithm is validated by comparing against simulated annealing 
and late acceptance hill-climbing algorithms. 

The model and algorithm proposed provide some management insights for production in the 
real world: (1) for assembly line designers, this research can provide a reasonable workstation 
configurations for HRC production in terms of the goals of production efficiency and carbon 
emissions; (2) for production managers, the model proposed in this paper can enable them to 
have a clear understanding of the constitution of carbon emissions in the production process. 

In future work, the design for the collaboration of human workers and robots within the 
same station can be studied. Further, the ALBP with various levels of automation can be exam-
ined and contrasted, and management recommendations for the automation transition of small 
and medium-sized businesses will be offered. Additionally, the research problem can be trans-
formed into a hybrid ALBP-HRC problem by eliminating the assumptions of the single product 
and the straight AL structure. Finally, the solution methods, such as deep-learning and machine 
learning algorithms are worth researched. 
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A B S T R A C T A R T I C L E   I N F O 
TRIP (Transformation Induced Plasticity) steels belong to the group of ad-
vanced high-strength steels. Their main advantage is their excellent strength 
combined with high ductility, which makes them ideal for deep drawing pro-
cesses. The forming of TRIP steels in the deep drawing process enables the pro-
duction of a thin-walled final product with superior mechanical properties. For 
this reason, this study presents comprehensive research into the deep drawing 
of cylindrical cups made from TRIP steel. The research focuses on three main 
aspects of the deep drawing process, namely the sheet metal thinning, the max-
imum force value and the ear height as a result of the anisotropic material be-
haviour. Artificial neural networks (ANNs) were built to predict all the men-
tioned output parameters of the part or the process itself. The ANNs were 
trained using data obtained from a sufficient number of simulations based on 
the finite element method (FEM). The ANN models were developed based on 
variable material properties, including anisotropic parameters, blank holding 
force, blank diameter, and friction coefficient. A good agreement between sim-
ulation, ANN and experimental results is evident. 
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1. Introduction
The development of materials for vehicle production faces the challenge of solving diverse and 
often conflicting requirements. These include the need to reduce vehicle weight while providing 
high levels of weldability, formability, joinability, and sufficient stiffness or mechanical strength 
to increase the safety of passengers. In addition, it is important to optimize the simple installation 
of components, maintain surface resistance in demanding conditions, and preserve aesthetic 
properties. In today's automotive environment, meeting fuel efficiency and environmental stand-
ards within economic constraints is critical [1-3]. Cost reduction can be considered one of the 
main interests for companies in the modern era [4]. Different advanced forming methods have 
been developed to make custom made goods at a reasonable price [5]. Given these complex re-
quirements, the choice of materials plays a key role in shaping the car's structure. High-strength 
steels (HSS) have demonstrated the ability to strike a balance between cost-effectiveness, weight 
consideration and favourable mechanical properties [6, 7].  
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Current research is focused on advanced high-strength steels (AHSS) and ultra-high-strength 
steels (UHSS), mainly composed of martensitic steels. The AHSS category includes two-phase 
steels and TRIP (Transformation Induced Plasticity) steels. These groups of materials exhibit me-
chanical properties that meet stringent environmental standards and customer requirements 
while remaining economically affordable for manufacturers [1-3]. 

1.1 Fundamentals of TRIP steels 

TRIP steels hold significant appeal for the automotive industry in constructing the body-in-white 
due to their enhanced mechanical properties, formability, and exceptional energy absorption dur-
ing a crash [8]. The microstructure of TRIP comprises distinct phases, including ferrite, austenite, 
martensite, and bainite, contributing to the high performance of the steel [9]. The TRIP effect, em-
ployed to improve formability and strength, is rooted in a lattice transformation. The face-centred 
cubic (fcc) austenite transforms, without diffusion, into either the body-centred cubic (bcc) mar-
tensite (α-martensite) or a hexagonal martensite phase (β-martensite). The bcc crystal phase is 
more stable, and the hexagonal phase transitions to bcc depending on the conditions [10, 11]. 
These diverse phases are not only beneficial for forming processes but also play a crucial role in 
the crash behaviour of components. However, as mechanical properties are directly linked to mi-
crostructural evolution, local stress and strain conditions impact both forming and failure behav-
iour. Therefore, understanding the interaction among microstructure, stress and strain condi-
tions, and the occurrence of failure is essential [12]. 

1.2 Fundamentals of deep drawing  

Deep drawing is a sheet metal forming process which are used to plastically deform the sheet 
metal into the desired shape of the final product [13]. The deep drawing process, widely utilized 
across industries, involves forming sheet metal for a variety of applications. Its uses span from 
crafting automotive components, products in the arms industry, and aerospace parts to forming 
tubes for medication and perfume, pots, pans, and various kitchen appliances. This method relies 
on forming production parts with either simple or intricate designs through substantial plastic 
deformation [14, 15]. Throughout the deep drawing process, potential defects may arise, such as 
surface scratches, wrinkling of walls and flanges, tearing, and earing [16, 17]. The effectiveness of 
the deep drawing process is heavily dependent on material properties, geometric considerations, 
and technological parameters. Key material factors encompass elasticity, plasticity, and anisot-
ropy. Additionally, significant roles are played by parameters like punch velocity, blank holding 
pressure, and lubrication. The radius of the punch and die, blank thickness, and the clearance be-
tween the punch and die also contribute to the process. Incorrectly defining these parameters can 
result in common defects of the deep drawing process [18, 19]. 

Earing, a distinctive defect marked by the development of a wavy edge at the open end of the 
cup, is a notable issue in the deep drawing process. Numerous recent studies have addressed ear-
ing defects [20, 21]. Colgan and Monaghan [22] explored key parameters in the deep drawing pro-
cess, including punch and die radii, punch velocity, friction, and draw depth. Using ANOVA soft-
ware, they calculated the percentage contributions of each factor. Interestingly, punch velocity 
emerged as the fourth most crucial parameter, particularly impacting wall thickness deviation. 
Seth et al. [23] investigated the formability of steel sheets subjected to high-velocity impact from 
an electromagnetically launched punch at speeds of 50 and 220 m/s. Their experiments involved 
five different steel specimens with varying thicknesses, revealing failure strains ranging from 30 % 
to 50 %. Notably, the study observed that higher forming velocities correlate with increased form-
ability. Huang et al. [24] examined the influence of blank thickness and fracture thickness on form-
ing limits. Fracture strain, derived from a uniaxial tension test, served as the fracture criterion. 
The assumption was made that the blank fractures when its thickness reaches the fracture thick-
ness in any section. The study involved the analysis of square cup drawing and elliptical hole flang-
ing. Chalal et al. [25] determined forming limit diagrams using different localization criteria, such 
as the criterion based on the maximum second-time derivative of thickness strain, the criterion 
based on the ratio of equivalent plastic strain increment, the maximum punch force criterion, and 
the loss of ellipticity. ABAQUS/Explicit tool was employed for their analysis [25]. Gusel et al. [26] 
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focused on the forming of high-strength steel sheets (DP780 and DP1180HD) by deep drawing. 
The influence of yield stress, tensile strength, blank holder force and punch speed on the output 
parameter of cup height was evaluated [26]. The fracture problems during deep drawing were 
successfully predicted using genetic modelling. 

1.3 Simulation using finite element method 

Simulations allow the prediction of crucial outcomes within the system or process itself, using the 
computer environment. A correctly created simulation model of a forming process enables fast 
and reliable prediction of key output parameters. A small discrepancy between experimental and 
simulation results shows the general correctness of the set simulation model. Simulations were 
carried out as part of this study to predict three key output parameters of the deep drawing pro-
cess of TRIP steel. A sufficient number of simulations with different input parameter values and 
corresponding output results were used as the basis for building an artificial neural network 
(ANN) for each target output parameter. The simulations based on the finite element method 
(FEM) were carried out in the ABAQUS simulation environment. The material properties, the ge-
ometric properties of the blank and the tools as well as the kinematics of the deep drawing process 
were simulated. FEM simulations can be carried out with different calculation methods, finite el-
ement types and in different simulation environments [27]. The FEM simulation of the deep draw-
ing process can be very time-consuming [28]. The use of the explicit calculation method provides 
acceptable accuracy with faster calculation compared to the implicit method [29]. For this reason, 
the explicit method was chosen for all 50 simulations in the study presented here. 

The study by Vrh et al. [30] focused on the constitutive modelling of anisotropic plates and the 
prediction of the earing for the round cup drawing using the FEM method. Shell finite elements 
with reduced integration were used in the ABAQUS/Explicit simulation environment [30]. Bandy-
opadhyay et al. [31] evaluated the limiting drawing ratio (LDR) of tailor welded blanks using a 
deep drawing test. FEM models of the deep drawing process considered the anisotropy of the 
sheets and the inhomogeneous properties in the welded zone of the tailor welded blanks [31]. The 
simulations were performed with the nonlinear solver Lsdyna-971 using shell elements [31] The 
study by Dwivedi and Agnihotri [32] focused on testing different materials for deep drawing of 
cylindrical cups without using a blank holder. The ANSYS 14.0 simulation environment was used 
to determine the limit drawing ratio [32]. Magnesium alloys develop a crystallographic texture 
and plastic anisotropy during rolling, resulting in ear formation during deep drawing of such 
sheets [33]. This was investigated in the study by Walde and Riedel [33], who performed FEM 
simulations of the deep drawing process in ABAQUS/Explicit environment using C3D8R solid 
brick elements with four elements across the sheet thickness. It was found that the earing pattern 
depends on the initial texture and on the development of the texture during the forming process 
under investigation [33].  

In the study by Engler and Aretz [34], S4R shell elements with reduced integration were used 
in the ABAQUS simulation environment for the FEM simulation of the deep drawing process of 
various anisotropic aluminium alloys. In the study by Luyen et al. [35], FEM simulations of the 
deep drawing of cold-rolled carbon steel were carried out in the ABAQUS simulation environment. 
The simulations were used to determine the fracture heights of cylindrical cups and were vali-
dated with experimental results [35]. Another aim of the simulations and experiments in the study 
by Luyen et al. [35] was to investigate the effects of the blank holder force, the punch radius and 
the drawing ratio on the fracture height. Simulations and experiments showed that increasing the 
blank holder force reduces the fracture height and increasing the punch radius increases the frac-
ture height [35]. Jayahari et al. [36] investigated the formability of austenitic stainless steel 304 at 
different temperatures under warm conditions during the deep drawing process of a cylindrical 
cup. The explicit FEM analysis was performed in the LS-DYNA program for forming at room tem-
perature and other temperatures up to 150°C [36]. Shell elements were used for the blank and the 
tools, as this results in a shorter calculation time [36]. Shell finite elements were also used in the 
study presented here. 
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1.4 Fundamentals of neural networks 

Artificial intelligence can contribute to sustainable manufacturing [37]. With advances in manu-
facturing intelligence, information technology is part of the automated production technologies 
that are the main contributors to industrial change today [38]. Artificial intelligence models used 
in the field of metal forming use process parameters as input parameters and forming results as 
output parameters [37]. One special branch of such models are neural network models, which are 
expressed by a nonlinear function of the weighted sum of inputs [37]. Artificial neural network 
(ANN) is a set of neurons and connections between them with adjustable weights [39]. Commonly 
used type of ANNs are the multi-layer neural networks, which consist of an input layer, one or 
more hidden layers, and an output layer [39, 40]. Neurons of each layer are connected to each 
other by connection links with adjustable weights [39]. These weights are adjusted during the 
training process of the neural network, commonly through the backpropagation algorithm, where 
the input-output example patterns are presented to the neural networks [39]. The main advantage 
of ANNs is the data-driven self-adaptive capabilities that allow ANNs to adapt to the data they 
have been trained on [41]. A basic structure of ANN is presented in Fig. 1. 

 
 

Fig. 1 Basic structure of ANN [39] 

In order to teach the neural network, sufficient amount of data is needed. The data can either 
be provided by experiments or by simulations, including finite element method [39]. A large 
enough number of FEM simulations was also performed in here-presented study with a goal to 
provide data points on which the neural network is trained. One of the advantages of using ANN 
model is easy construction of said model on provided input and output data values with the goal 
of accurately predicting process dynamics [42].  

Machine learning, deep learning, artificial intelligence and more specifically artificial neural 
networks are being used in many fields, including state of tools, defect detection, forming pro-
cesses and material science [43-46]. In the study by Czinege and Harangozo [46], experimental 
data from tensile tests and Nakazima tests were used as input data for the ANN. The ANN models 
allowed estimation of points of the forming limit curve [46]. ANN models gave high correlation 
coefficient between predicted and measured values, which was better compared to capabilities of 
other linear and non-linear models [46]. Multi-layer perceptron (MLP) artificial neural networks 
are good for classification and for regression, which is also one of the reasons for being used in 
the study by Czinege and Harangozo [46]. MLP ANN requires a proper selection of the number of 
hidden layers and data splitting into training set, test set and validation set [46, 47]. In order to 
predict the flow curves of ZAM100 magnesium alloy sheets under hot-forming conditions as a 
function of process parameters, El Mehtedi et al. [48] developed an empirical model based on 
ANNs. ANN model predicted the flow stress as a function of strain, strain rate and temperature 
[48]. The ANN from the study by El Mehtedi et al. [48] had 6 input parameters and one output of 
equivalent stress, and it also had two hidden layers with 6 neurons each. The back-propagation 
training and validation of the multi-layer feed forward ANN was performed using MATLAB soft-
ware [48]. Great capabilities of the set model were proven with excellent fitting between experi-
mental and predicted curves [48]. For the reason of evaluating the prediction capabilities, the cor-
relation coefficient (R) was considered, which compares predicted values and experimentally pro-
duced data [48]. The model for predicting flow curves requires a sufficient number of experiments 
to obtain the necessary data on which it can be trained, which is expensive and time-consuming 
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[48]. ANN models are often used also in the field of metal forming. In the study by Gondo and Arai 
[37] an ANN was developed for metal spinning using tool-path parameters, the size of the blank, 
size of the tools and the height and the thickness of the part. In the study by Xia et al. [45] multi-
layer feed-forward perceptron ANN models with back-propagation were used to investigate the 
influence of rolling parameters on the rolling force, rolling power, and slip of tandem cold rolling. 
Different ANN architectures had been tested and the ANN configuration of one hidden layer with 
9 neurons provided the best results [45]. In the study by Kazan et al. [39] a prediction model using 
ANN was developed in the field of wipe-bending. The training of the ANN model was done on the 
data provided by FEM simulations [39]. In the study by Sivasankaran et al. [42] a feed forward 
back-propagation neural network was presented for predicting and avoiding surface failure, in-
cluding wrinkling, during pure aluminium sheet drawing through a conical die. The neural net-
work had two hidden layers with different numbers of neurons for different grades of aluminium 
sheets tasted [42].  

The study by Babu et al. [49] focused on developing an expert system using ANN to predict the 
deep drawing behaviour of welded blanks made of steel grade and aluminium alloy. FEM code is 
used for forming simulation and data generation for ANN training [49]. ANNs with one hidden 
layer with 6 neurons, 6 neurons on the input layer and one neuron on the output layer are used 
for four different output parameters, including depth of drawing [49]. In the study by Ma-
noochehri and Kolahan [50] an ANN was developed based on FEM results in the case of deep 
drawing, where important process parameters as inputs and process characteristics as outputs 
were considered. FEM models were verified with experimental tests using same parameter val-
ues, including stainless steel 304 (AISI 304) with 0.5 mm thickness with its mechanical properties 
and anisotropic coefficients [50]. In the study by Manoochehri and Kolahan [50] ABAQUS/Explicit 
software was used to develop FEM models of the deep drawing process, where the depth of draw-
ing was 30 mm. The input parameters considered were blank holder force, punch radius, die ra-
dius, friction coefficient between punch and blank as well as die and blank, while the output pa-
rameter was minimum sheet thickness after forming [50]. An ANN with two hidden layers was 
developed in MATLAB software [50]. 

2. Material and methods 
2.1 Used materials 

TRIP steels prove highly effective in manufacturing automotive components that undergo signifi-
cant work hardening during crash deformation and necessitate substantial energy absorption. 
Additionally, these steels are particularly well-suited for forming intricate and challenging to form 
parts due to their exceptional formability and hardening characteristics. In the experimental re-
search, a double-sided galvanized steel sheet TRIP RAK40/70 Z100MBO with a thickness of 0.75 
mm was utilized. To determine the mechanical properties, a uniaxial tensile test was conducted 
on the TIRAtest2300 machine (Fig. 2) according to the STN EN ISO 6892-1:2020 standard. During 
the examination, 5 test samples were assessed in three directions: 0°, 45°, and 90° degrees with 
respect to the rolling direction (see Fig. 3). The mechanical properties obtained using uniaxial 
tensile test are displayed in Table 1. The chemical composition of the experimental material TRIP 
RAK40/70 Z100MBO is shown in Table 2. 

Table 1 Mechanical properties of TRIP RAK40/70 Z100MBO 

 
Table 2 Chemical composition of TRIP RAK40/70 Z100MBO wt. % 

C Mn Si P S Al Nb Ti V Mo Cr 
0.204 1.683 0.199 0.018 - 1.731 0.004 0.009 0.004 0.008 0.055 

 

RD  
(°) 

Rp0,2 

(MPa) 
Rm 

(MPa) 
A80 
(%) 

r 
(-) 

rm 

(-) 
Δr 
(-) 

n 
(-) 

0 435 764 29 0.702  
0.834 

 
-0.100 

0.298 
45 443 763 29 0.884 0.294 
90 449 764 31 0.867 0.279 
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Fig. 2 TIRAtest2300 testing machine 

 
Fig. 3 Samples after uniaxial tensile test: a) in the RD direction 0°; b) in the RD direction 45°;  

                         c) in the RD direction 90° 

2.2 Deep drawing test 

Deep drawing is a sheet metal forming technique where a sheet metal blank is radially drawn into 
a forming die by mechanical energy. This process is notably influenced by material properties, as 
well as geometric and technological parameters. Key material parameters include elasticity, plas-
ticity, and anisotropy. Moreover, parameters like punch velocity, blank holding force, and lubrica-
tion are crucial, besides the radius of the punch and die, the thickness of the blank, and the clear-
ance between the punch and die. Improperly defining these parameters can lead to defects such 
as surface scratches, wrinkling, and tearing due to excessive thinning. The paper focuses on ana-
lysing how various technological and material parameters affect the key characteristics of the 
product and its forming process. These characteristics include deep-drawing force, earing, and 
thinning.  

In the experimental research, three circular blanks with a diameter of 95 mm were cut from 
the sheet metal strip, from which cylindrical cups with a flat bottom were subsequently drawn on 
an experimental deep drawing tool (Fig. 4a) with the parameters shown in Fig. 4b. In the deep 
drawing test, oil was used as a lubricant to reduce the coefficient of friction. The holding force was 
set to 18000 N.  

During the deep drawing process, it is essential to comprehend the maximum deep drawing 
force and the impact of input parameters on its magnitude. This understanding is fundamental for 
selecting the appropriate machine with the designated force. To measure the force during our 
experiment, we employed a load cell integrated into the forming press. During the deep drawing 
test, the load cell recorded and transmitted force data to a connected data acquisition system. The 
force was monitored and recorded throughout the entire process of deep drawing. 
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Fig. 4 a) Experimental deep drawing tool, b) parameters of the tool, where: Dp (punch diameter) = 50 mm, 

            Dd (die diameter) = 52.4 mm, Rp (punch radius) = 5 mm, Rd (die radius) = 5.5 mm 
 

Furthermore, we focused on understanding the influence of the parameters on earing, charac-
terized by the development of a wavy edge at the open end of the cup. In this paper, earing was 
assessed as the difference between the highest (Hmax) and lowest (Hmin) measured heights on the 
cups, as defined by Eq. 1, where ΔH represents ear height. 
                                    

Δ𝐻𝐻 = 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚                                                                 (1) 
 

According to the value of ∆r, it is possible to determine the susceptibility of the sheet to the 
formation of ears during deep drawing. Ears are formed in the directions of the sheet where the 
value of the coefficient of normal anisotropy r is maximum, if: 

• ∆r > 0 ears will form in the directions of 0° and 90° to the rolling direction, 
• ∆r = 0 ears will not form, 
• ∆r < 0 ears will form in the direction of 45°. 

 The height of the ears (Fig. 5a) was measured with a sliding calliper at eight locations on the 
cups (Fig. 5b). Subsequently, according to Eq. 1, the maximum difference in the height of the cups 
was calculated.  

We also focused on the thinning of the sheet, which was expressed by the tmin value, which 
represented the lowest measured value of the sheet thickness after forming. Thinning of the blank 
typically occurs at the transition point from the cylindrical part to the bottom of the blank. Exces-
sive thinning in these areas can lead to the formation of cracks. The thinning itself is affected by 
the initial thickness of the sheet metal and by the diameter of the tool. When assessing the impact 
of these parameters on thinning, it is crucial not to overlook the material parameters.  
 After measuring the heights, the experimental cups were cut in half, allowing us to measure the 
thickness of the cups and obtain the values of thinning across the cross-section. The thinning of 
the sheet was measured using an optical microscope (Fig. 6a) at the transition point between the 
cylindrical part and the bottom of the cup as shown in Fig. 6b.  

 
Fig. 5 a) Ear height on the cup, b) Measurement of ear heights on the cup 
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Fig. 6 a) Microscope used for thickness measurement, b) thickness measurement points 

 
2.3 Finite element method setup 

The simulation of the deep drawing process was performed using the ABAQUS simulation soft-
ware environment, utilizing the explicit method. The CAD model of the drawing tool used in the 
simulation had identical dimensions to the experimental tool (see Fig. 4b). The blank model was 
given the characteristics of TRIP steel, which were acquired through the uniaxial tensile test (see 
Table 1). The material density was 7850 kg/m3, the Young's modulus was 210,000 MPa, and the 
Poisson ratio was 0.33. During the simulations, the Hollomon approximation was used to describe 
the flow curve of the material. The sheet material was considered anisotropic using yield criteria 
according to Hill. The simulation time for the explicit simulation method was set to 0.5 seconds.  
 According to the finite element method, the simulation of technological processes requires the 
meshing of the entire set of 3D objects (rigid as well as deformable models) with finite elements. 
For all rigid bodies (punch, die, and blank holder), R3D4 quadrilateral shell finite elements and 
R3D3 transition triangle elements were used. In terms of workpiece meshing, concentric mapped 
quadrilateral finite elements S4R were chosen for the outer section, while a freely meshed combi-
nation of quadrilateral finite elements (S4R) and triangular finite elements (S3) was utilized for 
the central part.  
 Since the size of the blank was one of the parameters that was regularly changed in each sim-
ulation, the number of elements was different in each simulation. Table 3 shows the number and 
types of elements used in simulations for every 3D model used in simulations. Fig. 7 shows the 
mesh of the blank used in the simulation. 
 

Table 3 Number and types of elements used in simulations 
Object Number of elements Type of element 
Punch 1634 R3D4, R3D3 

Die 4200 R3D4 
Blank Holder 2040 R3D4, R3D3 

Blank varied S4R, S3 

 
Fig. 7 Mesh of blank CAD model 
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The procedure involved conducting 50 simulations in which 8 independent input parameters 
were randomly varied. These parameters include blank diameter (D0), blank holding force (Fbh), 
friction coefficient (f), material constant (C), hardening exponent (n), and normal anisotropy co-
efficient values (r) in the 0°, 45°, and 90° directions. Additionally, one dependent parameter, the 
yield strength (Rp). Table 4 displays the range of input parameters within which values were ran-
domly selected for individual simulations. Values from these intervals were selected randomly for 
each simulation using the random function in Microsoft Excel. Table 5 shows the values of the 
input parameters used in the simulations. 
 

Table 4 Range of input parameters used in simulations 

 
 

Table 5 Randomly selected input values used in individual simulations 
Simulation 

number 
D0 

(mm) 
Fbh 

(N) 
f 

(-) 
Rp 

(MPa) 
C 

(MPa) 
n 

(-) 
r0 
(-) 

r45 

(-) 
r90 

(-) 
1 88.4 17778 0.11 491 1512 0.23 0.93 0.74 0.89 
2 96.9 18078 0.15 308 1038 0.28 0.64 0.8 0.65 
3 100.4 19788 0.07 418 1372 0.27 0.63 0.62 0.75 
4 90.6 18082 0.19 308 1112 0.3 0.99 0.7 0.72 

….. … … … … … … … … … 
50 87.8 16560 0.1 385 1076 0.23 0.92 0.69 0.95 

 
2.4 Artificial neural network  

With the aim of making predictions of forming force value, sheet metal thinning and ear height for 
the deep drawing process and product, artificial neural networks (ANNs) had been set up. For this 
study, a separate ANN was set up for every output parameter that considered all 9 input parame-
ters. In order to allow faster training of the neural network and good regression of the results, 
multilayer perceptron artificial neural networks (MLP ANN) had been used. This is an ANN model 
that used backpropagation learning algorithm. The basis of MLP ANN remains the same, meaning 
transformation of input values into output values or predictions. To better understand the process 
of MLP ANN, Eq. 2 shows the basic function, where y is the output value, x is the input value, w are 
weights and b are biases. 

𝑦𝑦 =  𝑓𝑓(𝑛𝑛𝑛𝑛𝑛𝑛) = 𝑓𝑓 ��𝑤𝑤𝑖𝑖𝑥𝑥 + 𝑏𝑏
𝑛𝑛

𝑖𝑖=1

� (2) 
 

The basis for training an ANN is a sufficient number of data points, which was in our case pro-
vided by 50 finite element method simulations with different values of input parameter values 
and their corresponding values of output parameters of forming force, minimum sheet thickness 
and ear height. To set up the architecture for all three ANNs of three different output parameters, 
data had to be divided into subsets for training and for testing. A preliminary investigation showed 
that the best possible division of the data is 90 % for training and the rest for testing, meaning 45 
points are used for training and five points out of 50 are used for testing.  
 Once the lengthy process of training is complete, the set ANNs can be used for prediction pur-
poses. All three ANNs of three considered output parameters are based on the feed-forward mul-
tilayer perceptron (MLP) and are thus divided into layers. On every layer there is at least one 
neuron. The layers present within an MLP ANN are the input, output and at least one hidden layer. 
On the input layer there are as many neurons as there are input parameters, which in the case of 

Parameter Minimal value Maximal value 
D0 (mm) 86 102 
Fbh (N) 16000 20000 

f (-) 0.05 0.20 
Rp (MPa) 300 700 
C (MPa) 900 1800 

n (-) 0.2 0.35 
r0 (-) 0.6 1 

r45 (-) 0.6 1 
r90 (-) 0.6 1 
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our study is equal to 9. In the case of our study there is only one neuron on the output layer of all 
three neural networks which corresponds to one output parameter of either forming force value, 
minimum sheet thickness or ear height. Within the preliminary study the number of hidden layers 
was set to five for every neural network and their corresponding output parameter. The same is 
true for the number of neurons on these five hidden layers, where 60 neurons had been chosen 
for all five hidden layers for all three neural networks. The configuration of hidden layers and 
corresponding number of neurons can be written as (60, 60, 60, 60, 60).  
 Within the neural network the value leaving a specific neuron is affected by the weight and the 
bias value before entering a specific neuron of the next layer. An important role is played by the 
activation function which removes certain values and maps modified remaining values. Many dif-
ferent activation functions had been tested in a preliminary study and a decision had been made 
to use sigmoid or logistic activation function on the neurons of the hidden layers and linear or 
identity activation function to be used on the output layer of all three set ANNs within this study. 
Eq. 3 represents sigmoid and Eq. 4 the linear activation function. Additionally, Adaptive Moment 
Estimation (ADAM) solver type had been used in MATLAB program environment, used for train-
ing of the ANNs and for predictions made used trained ANNs. Initial learning rate value was cho-
sen to be 0.1 for all set ANNs and the value of the learning rate remained constant throughout the 
neural network training process. L2 regularisation was used, and its value chosen as 0.001 for all 
ANNs within the study. The essential hyperparameter values for all three ANNs are written in 
Table 6. For a better understanding of the ANN configurations for this study, Fig. 8 shows a sche-
matic presentation of all the neurons within input, output and hidden layers. With all the chosen 
values of hyperparameters that define the ANN architecture, the training of three different ANNs 
of all three tested output parameters has been carried out. 
 

𝑓𝑓(𝑥𝑥) =
1

1 + 𝑒𝑒−𝑥𝑥
 (3) 

𝑓𝑓(𝑥𝑥) = 𝑥𝑥 (4) 
 

Table 6 Hyperparameters chosen for three ANNs within the study for the corresponding output parameters of 
        forming force, minimum sheet thickness and ear height 

Hidden layer sizes Activation function Solver Initial learning rate Learning rate type L2 
(60 60 60 60 60) Sigmoid ADAM 0.100 Constant 0.001 

 

 
     Fig. 8 Schematic representation of the ANNs used within here presented study; input layer with 9 neurons of the 
     9 tested input parameters, 5 hidden layers with 60 neurons each and an output layer with one neuron for 
     one output parameter within a single ANN. 

3. Results and discussion 
As part of the deep drawing test, three cups with a flat bottom were drawn out of circular blanks 
with a diameter of 95 mm. Three parameters were examined: deep drawing force, minimal thick-
ness, and ear height. Fig. 9 shows cups from TRIP RAK40/70. 
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Fig. 9 Cups made of TRIP RAK40/70 steel after deep drawing test 

 
 Within the framework of the experiment deep drawing forces with values of 84315 N for cup 
1, 84490 N for cup 2 and 84490 N for cup 3 were measured. These values were measured by sub-
tracting the holding force from the maximum force measured. The plot of the forces is shown in 
Fig. 10. 

 
Fig. 10 The course of measured force during the experiment of deep drawing 

 
 The measured values of the ear heights in the eight measured directions are shown in Table 7. 
The ΔH value (the difference between the maximum and minimum ear height) was calculated for 
each cup, and the average value was subsequently determined. 

As shown in Table 7, the most significant disparity in the measured heights occurred at cup 3, 
where the discrepancy between the maximum and minimum height reached 1.31 mm. The arith-
metic average for the parameter ΔH was calculated to be 1.23 mm. 
 The sheet thickness after the deep drawing test was measured at five points along the cross-
section of the cups at the transition from the cylindrical part to the bottom of the cups. The exam-
ined sheet thicknesses after the deep drawing tests are shown in Table 8. From the measured 
thicknesses, the smallest obtained value (tmin) was evaluated. From the value tmin, the arithmetic 
average was calculated within the three cups. Fig. 11 shows the measurement of sheet metal thick-
ness at the bottom radius of the second cup. 
 

Table 7 Ear height values of the cups in eight directions along with the calculated ΔH value 
Cup 

number 
H0 

(mm) 
H45 

(mm) 
H90 

(mm) 
H135 

(mm) 
H180 

(mm) 
H225 

(mm) 
H270 

(mm) 
H315 

(mm) 
ΔH 

(mm) 
1 33.61 34.11 33.07 33.17 32.93 33.25 32.86 33.84 1.25 
2 32.95 33.96 33.58 34.09 33.22 33.58 32.98 33.65 1.14 
3 33.65 34.52 33.67 34.02 33.53 33.95 34.02 34.84 1.31 

avg. ΔH 
(mm) 

1.23 
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Fig. 11 Measurement of thinning at the bottom radius of the test cup 

 
Table 8 Minimal thickness values of the cups in five measured points along with the tmin value 

 

 A deep drawing test simulation was performed with same parameter values as the performed 
experiments. The explicit method in the ABAQUS simulation program was used. The maximum 
deep drawing force, thinning value, and ear heights were measured in eight directions, from which 
the ΔH value was calculated using Eq. 1. Fig. 12 shows the cup shape after the performed simulation. 

The results of the 50 simulations present the influence of 9 input parameters on the three mon-
itored outputs, which are the maximum deep drawing force, minimum sheet thickness and earing. 
The results of 50 simulations in which the input parameters were randomly selected (see Table 
5) from the interval of values (see Table 4) are shown in Table 9. As we can see, changing the 9 
input parameters monitored significantly affects the observed output parameters. 
 

 
Fig. 12 Result of the simulation of deep drawing test using ABAQUS 

  

Cup number tA (mm) tB (mm) tC (mm) tD (mm) tE (mm) tmin (mm) 
1 0.65 0.64 0.64 0.64 0.67 0.64 
2 0.71 0.67 0.67 0.68 0.68 0.67 
3 0.65 0.62 0.62 0.62 0.65 0.62 

avg. tmin 

(mm) 
0.64 
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Table 9 Results of 50 simulations carried out in ABAQUS simulation software 
Simulation 

number 
Fmax 
(N) 

tmin 

(mm) 
Hmax 

(mm) 
Hmin 

(mm) 
𝚫𝚫𝑯𝑯 

(mm) 
1 77814 0.713 27.32 26.41 0.91 
2 63907 0.641 35.26 33.92 1.34 
3 84826 0.653 37.11 36.52 0.59 
4 62045 0.672 30.01 28.79 1.22 

….. … … … … … 
50 54482 0.713 26.34 25.07 1.27 

With all the chosen values of hyperparameters that define the ANN architecture, the training 
of three different ANNs of all three tested output parameters has been carried out. Trained neural 
networks allow for predictions to be carried out. Figs. 13, 14 and 15 show diagrams comparing 
original output values provided by simulations and predicted values using trained ANNs that were 
provided by using the same input parameter values. If the predictions perfectly matched the orig-
inal values, then a straight line would be seen on the diagrams. But as we can see, a slight discrep-
ancy is evident. To further understand the predictive capabilities of all three ANNs two coefficients 
were calculated, namely correlation coefficient R and coefficient of determination R2. Using the 
MATLAB program environment, the value for R squared was calculated automatically at the end 
of the ANN training process. R2 value (Table 10) was calculated with the use of Eq. 5, where sim-
ulation output parameter values yi are compared to ANN predicted values 𝑦𝑦�𝑖𝑖 . For the predicted 
values using ANN, same input parameter values were used as in the case of the FEM simulations. 
To better understand the predictive capabilities of ANNs and to show the general correctness of 
the simulations performed, Fig. 16, Fig. 17 and Fig. 18 show a comparison of the values obtained 
with an experimental method, an explicit simulation and a neural network using the same input 
parameters (see Table 11). 

Table 10 Evaluation of set ANNs for three different output parameters using R and R2 
Output parameter R R2 

Forming force 0.975 0.949 
Sheet metal thickness 0.953 0.907 

Ear height 0.926 0.844 

 

 
                   Fig. 13 Comparison of simulation results and predicted values by ANN for the output parameter of 
                   forming force value 
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               Fig. 14 Comparison of simulation results and predicted values by ANN for the output parameter of 
               minimum sheet thickness 
 
 

 
Fig. 15 Comparison of simulation results and predicted values by ANN for the output parameter of ear height 

 
Table 11 Parameters used in the experiment, explicit simulation and ANN with results shown in Figs. 16 to 18 

D0 
(mm) 

Fbh 

(N) 
f 

(-) 
Rp 

(MPa) 
C 

(MPa) 
n 

(-) 
r0 
(-) 

r45 

(-) 
r90 

(-) 
95 18000 0.1 422.3 1488 0.28 0.702 0.884 0.867 
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Fig. 16 Comparison of measured and calculated maximal deep drawing force values 

 

 
Fig. 17 Comparison of measured and calculated tmin values 

 

 
Fig. 18 Comparison of measured and calculated ΔH values 

4. Conclusion 
Optimisation of the deep drawing process is crucial due to its wide application in the automotive 
industry. Constantly increasing requirements for reducing emissions force designers to utilize 
high-strength materials, resulting in a reduction in the weight of structures. The demands on the 
industry are constantly growing, leading to the development of new methods for optimizing the 
deep drawing process. Artificial intelligence plays a pivotal role in this, with its increasingly fre-
quent integration into technological processes. Thanks to constant improvement in this field, the 
output parameters of deep drawing can be predicted. In this study, ANN was used to predict the 
output parameters, the results of which were compared with experimental values and simulation 
using the explicit integration method. 

The paper has focused on the analysis of various technological and material parameters that 
influence the key properties of the forming process. The results of the experiment demonstrate 
the potential for employing various methods and their integration to predict selected output pa-
rameters, such as evaluating the maximum deep drawing force, thinning and earing expressed 
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through the difference between the maximum and minimum yield height. In the experimental part 
of the research, a deep-drawing tool with defined geometry was used. Double-sided galvanized 
steel sheet TRIP RAK40/70 was chosen as the test material. TRIP steels represent a material that 
combines exceptional forming properties with strength. 

In the simulations, eight independent input parameters and one dependent input parameter, 
which was the yield strength (Rp), were randomly varied. Independent input parameters include 
blank diameter (D0), blank holding force (Fbh), coefficient of friction (f), material constant (C), 
strain hardening exponent (n) and normal anisotropy coefficient values (r) at 0°, 45°, and 90° di-
rections. The experiment proved the correctness of the simulation of the deep drawing process 
for the prediction of the selected output parameters, considering the variability of the use of pos-
sible input parameters that affect the forming process. In order to predict the selected output pa-
rameters, artificial neural networks were developed. Each output parameter was modeled by its 
own dedicated ANN, considering all nine input parameters for this study. In order to provide a 
sufficient amount of data to train the ANNs, a sufficient number of simulations had to be carried 
out. Running a simulation took between one to two hours, which is a lengthy process. The training 
of the ANNs and the predictions with the trained ANNs were performed on a computer with an 
Intel Core i7-1065G7 processor with 3.6 GHz and 16 GB RAM. The training of the ANNs took sev-
eral minutes, while the prediction process took less than one second after the input values of all 
input parameters were provided to the ANN. 
 As can be seen from Table 10, the prediction of the maximum deep drawing force using ANN 
achieved the best results within all evaluated parameters with a value of R2 = 0.949. When enter-
ing the input parameters, which were identical to the performed experiment, the prediction using 
ANN reached the maximum deep drawing force of 88792 N. During the simulation, it was meas-
ured as 82911 N compared to the deep drawing force of 84315 N during the experiment. The same 
values of the input parameters used in the experiment and in the simulation and provided to the 
ANN are listed in Table 11.  
 One of the main difficulties in the deep drawing process lies in optimizing the thinning as it can 
lead to reduced mechanical strength in the final product. If the thinning reaches a critical value, it 
can lead to failure. As part of the experiments, thinning was evaluated on three cups. The meas-
ured minimal thickness (tmin) reached the value of 0.64 mm for cup 1, 0.67 mm for cup 2 and 0.62 
for cup 3. When comparing the arithmetic mean of these three values, we register a difference of 
0.047 mm compared to the results from the simulation using the explicit method. In all three ex-
perimental cups, a smaller wall thickness value was measured compared to the simulation, where 
tmin reached a value of 0.693 mm using same input parameter values listed in Table 11. When com-
paring original output values provided by 50 simulations and predicted values using trained ANNs 
that were provided same 50 sets of input parameter values, R2 of 0.907 was calculated. The trained 
ANN predicted a minimum thickness of 0.696 mm when entering exact values of the experiment 
listed in Table 11. The most significant discrepancy in predicting the output parameters was 
measured in the case of ear height, evaluated using the ΔH parameter. When comparing the dif-
ference in maximum and minimum cup height, the deviation between simulation and experi-
mental results was found to be 0.21 mm for the same input parameter values. ANN showed supe-
rior performance in this regard, with the difference narrowing to 0.04 mm. The calculated R2 value 
for the ANN was 0.844 when comparing 50 results from simulations and predictions made with 
trained ANN using same input parameter values. With this value of R2 parameter, we can state that 
this value was influenced by the manual measurement of heights after the experiments and sim-
ulations, that were utilized to train the ANN. 

The conducted research provides a strong foundation for the continued utilization of the Finite 
Element Method and Artificial Neural Network techniques in the field of predicting the critical 
output parameters of deep drawing such as maximal deep drawing force, thinning and earing. 
With the aim of predicting the crucial output parameter values of the deep drawing process and 
providing additional control of the process itself, our future work will focus on the following: 
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• Analysis of different tool geometry for the production of a cylindrical cup with a smaller 
inner diameter. Experiments, simulations and ANNs will be set for the use of a smaller tool 
and compared with the results obtained with the tool in the study presented here. 

• Analysis of different steel grades and their performance during the deep drawing process. 
Further extension of the predictive capabilities of ANN models for more extensive material 
parameter ranges.  

• Analysis of deep drawing of more complex part shapes. Experiments and simulations for 
different tool and thus part shapes would enable the development of more flexible ANN 
models that would allow the prediction of important deep drawing output parameters for a 
larger number of selected part shapes. 
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A B S T R A C T A R T I C L E   I N F O 
This paper provides an in-depth study of the assembly production variance 
problem through the largest supplier of General Motors China. We focus on 
the production variance problem in an unreliable assembly (MOBA) system 
with a finite inter-station buffer, focusing on two of the central issues, namely 
the output variance as well as the delivery schedule variance. We model every 
subsystem's departure procedure in the MOBA system using the Markov 
Arrival Process (MAP) approach. Through the approximate use of MAP, we 
successfully shorten the time needed to calculate the output variance as well 
as delivery schedule variance of a large-scale MOBA system, which improves 
the efficiency of the system while ensuring that it meets the customer's needs. 
The relationship between production variance and system parameters is also 
studied, which is of substantial significance for optimizing the productivity of 
MOBA systems and improving customer satisfaction. 
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1. Background
The aim of this paper is to address the variance problem of an unreliable module-based assem-
bly system (MOBA). The main assembly line, which includes M assembly stations and M sub-
fabrication lines, is the component that makes up the MOBA system, each supplying modules to 
one assembly station with a specific fill rate. One assembly operation is performed at each as-
sembly station, which involves attaching a module from a sub-line from a higher stream station 
to a subassembly of the stream level. 

In China, most of suppliers for the car industry share this production mode. To illustrate it, a 
study was made by us for a famous bumper factory which is the biggest supplier for GM in Yan-
tai City.  

The factory uses a typical MOBA system after injection molding and painting. Each assembly 
line has 5 to 10 assembly stations, as well as sub-fabrication lines according to the parts of the 
bumpers. In today's business landscape, clients have increasingly high expectations for shorter 
delivery times. Given the fast-paced nature of the industry, we feel it is crucial to build models 
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that analyze the variability in output or delivery schedule of MOBA systems. This will assist fac-
tories in effectively managing fluctuations in production.  

Some interrupts such as set-up and module-changing were not included in this study since 
these conditions are totally under control in manufacturing process with a fixed time and proce-
dure. 

2. Introduction 
The field of analytical modeling of manufacturing systems has been the subject of significant 
research and interest since the early 1960s. Dallery and Gershwin's [1], and Papadopoulos and 
Heavey's [2] contributions to this field are notable. Most of those research examine manufactur-
ing systems in a condition of equilibrium, which provide certain performance metrics such as 
the mean production rate and the mean buffer levels. 

The existing body of literature mostly concentrates on the analysis of production variation in 
manufacturing systems that employ serial production lines. The variability in output of manufac-
turing lines equipped with buffers between stations has been examined by Miltenberg [3], Mar-
tinčević and Kozina [4], Carrascosa [5], and Tan [6, 7]. Miltenburg [3] provided a technique for 
calculating the asymptotic variance of the output per unit time. This approach utilizes the out-
comes derived for the asymptotic averages as well as variance of the overall duration of stay in 
Markov chains. Martinčević and Kozina [4] proposed a technique for calculating the variability of 
the output from a single machine during a certain time frame. This approach relies on calculat-
ing the derivative functions for the likelihood of generating n components at a specific moment, 
and subsequently solving these equations by including certain boundary equations. Gershwin 
further suggested a decomposition technique for calculating the output variation in extended 
manufacturing lines. Carrascosa [5] expanded upon Gershwin's approach as well as provided 
extensive numerical and simulation findings that investigate the impact of system factors on the 
output variance. Tan [6, 7] determined the rate of asymptotic variation for production lines with 
restricted buffers by using the averages as well as variances of Markov incentives systems. In 
terms of the amount of operations, his technique outperforms Miltenburg's by a factor of a thou-
sand. In his work on serial production lines without inter-station buffers, Tan [8, 9] discussed 
the output variance and found closed-form equations for the asymptotic variance of the output. 
Tan [10], and Behmanesh and Rahimi [11] investigated the delivery schedule variation of serial 
manufacturing lines. For a solitary workstation characterized by foreseeable processing times 
and unforeseeable downtimes, a predetermined lot size was determined by Kim and Alden [12] 
by analytically approximating the density function as well as the variance of the period. The 
number of commodities produced in time t, denoted as N(t), and its asymptotic normalcy, was 
used by Tan [10] to estimate the delivery schedule variance. Tan [13] addressed the output vari-
ance of series-parallel production systems with no inter-station buffers. This study is an exten-
sion of Tan [8]. El Abbadi et al. [14] and Marinas et al. [15] studied production variance in serial 
manufacturing lines with unreliable machines in a Bernoulli reliability case. 

The current research on production variation might not be enough for real-world applica-
tions, according to these evaluations. In addition, with the exception of Tan's work on series-
parallel systems [13], all of the systems discussed in the aforementioned literatures are serial 
systems. The unreliability of a module-based assembly (MOBA) system is the subject of this pa-
per's discussion of production variation. MOBA systems have become widely adopted in the 
modern manufacturing sector to achieve efficient production and adaptability. They combine 
agile manufacturing principles to optimize both product-focused and process-focused produc-
tion modes. Several concerns must be considered while designing and controlling such systems, 
including variations in production, along steady-state throughput, and average buffer level. In 
this study, we introduced a novel and efficient technique known as the MAP approximation-
based compression method. 

The MAP is a helpful framework of math for modeling point processes having irregular, non-
Markovian dynamics or a unique pattern. Notable instances are Neuts [16, 17], Lucantoni [18, 
19], Montoro-Cazorla and Pérez-Ocón [20], Visagan and Ganesh [21], and Fan [22]. 
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Because of the intricate nature and interconnections of MOBA systems, it is quite challenging 
to assess the variability in production of these systems. The MAP estimation method in this 
study offers a foundation for a viable strategy to assess production variation in complicated and 
unreliable assembly systems. This work examines two important issues related to production 
variance: (i) the issue of output variance; and (ii) the issue of delivery schedule variance. 

The remaining portion of this paper is organized in the following manner. Section 2 provides 
a description of the MOBA system. Section 3 discusses the estimation using the MAP method 
used to estimate the production variance. In Section 4, two deviations for the production are 
estimated. Numerical examples are examined in Section 5. Lastly, we provide some last com-
ments in Section 6. 

3. Model description 
This section provides a description of a MOBA system, as seen in Fig. 1. 

 
Fig. 1 A MOBA system 

The MOBA system has a primary production lane equipped with M stations for assembly and 
M lines for sub-fabrication. Every assembly station carries out a single assembly operation by 
extracting a module from its sub-fabrication line and joining it with a subassembly obtained 
from the upstream station. The primary assembly line has M1 inter-station buffers. The follow-
ing assumptions define the assembly stations and the inter-station buffers. 

• The assembly time it takes to assemble station mi is distributed exponentially at a rate of 
μi, where i = 1, … , M. The assembly times of the assembly stations are not dependent on 
each other.  

• When it comes to assembly activities, every single assembly station is prone to erratic fail-
ures. The duration till failure and the duration until repair for the station mi follow expo-
nential distributions with rates αi and βi , respectively, for i = 1, … , M. 

• The inter-station buffer Bi has a capacity to store Ni components, where Ni is a positive in-
teger more than or equal to 1 and less than infinity, for i = 1, … , M1. 

• If assembly station mi completes work on a component while inter-station buffer Bi–1 is 
empty, station mi will not receive any new parts until mi finishes a part, for i = 2, … , M. The 
first station is always well-supplied, as there is an endless amount of basic assembly avail-
able. 

• If assembly station mi completes work on a part while inter-station buffer Bi is at maxi-
mum capacity, station mi is unable to proceed until an empty buffer space becomes vacant 
at Bi for i = 1, … , 𝑀𝑀−1. The final station remains unimpeded, as there is an endless capaci-
ty for transporting completed goods. 

In an actual MOBA system, every single subsidiary manufacturing line may have several sta-
tions for either machining or assembly. To keep things simple, we suppose it is a subsidiary 
manufacturing line is made up of a solitary processing machine as well as a supply buffer de-
signed to store the outputs generated by the processing machine. The processing machines and 
supply buffers are defined by the following assumptions. 
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• The sub-fabrication lines are managed separately to achieve rate of module filling θi at as-
sembly station mi, where 0 ≤ θi  ≤ 1 for i = 1, … , M. 

• When there is a shortage of stock in the buffer of supplies bi, the time it takes for the next 
module to become available follows an exponential distribution with a rate of δi, where i 
ranges from 1 to M. In other words, there is an infinite supply of raw materials and com-
ponents for the sub-fabrication line, as well as the machine's processing time si follows an 
exponential pattern. 

4. The MAP approximation 
Within this part, we initially present the effective assembly times. Based on that, the procedure 
by which every subsystem leaves the MOBA system can be modeled as a MAP. Then we describe 
Diamond and Alfa's [23] discussion on MAP approximation, which is used in our study. 

Random failures and maintenance of assembly stations, and also fill rates and delays at sub-
fabrication lines, have an impact on assembly operations in a MOBA system. The duration of sta-
tion's effective assembly mi is defined as the duration between the availability of an item of work 
or a station mi and the commencement of an operation at station mi, provided that a module may 
be accessed via the supply buffer. It includes the time needed to complete a procedure that in-
volves the assembling of the workpiece. 

The efficient assembly duration of the station mi is proved by Liu et al. [24] to follow a PH-
distribution with the representation(𝜏𝜏𝑖𝑖 ,𝑇𝑇𝑖𝑖) ,which is given by 

𝜏𝜏𝑖𝑖 = (1 − 𝜃𝜃𝑖𝑖,𝜃𝜃𝑖𝑖, 0,0),𝑇𝑇𝑖𝑖 = �𝑇𝑇𝑖𝑖
′ − 𝛼𝛼𝑖𝑖𝐼𝐼2 𝛼𝛼𝑖𝑖𝐼𝐼2
𝛽𝛽𝑖𝑖𝐼𝐼2 −𝛽𝛽𝑖𝑖𝐼𝐼2

� (1) 

where I2 is an identity matrix of order 2,𝑇𝑇𝑖𝑖′ = �−𝛿𝛿𝑖𝑖 𝛿𝛿𝑖𝑖
0 −𝜇𝜇𝑖𝑖

�, for i = 1, … , M. 

4.1 The MAP structure of a MOBA system 

A MAP, or Markovian Arrival Process, is a type of Markov process that may be represented by a 
map of size m. The transitions in this process are categorized based on whether they result in an 
arrival or not. The symbol m refers to the order of the MAP. The associated rates are divided into 
two matrices E and F of size m. Matrix F has only nonnegative components, whereas matrix E 
comprises negative diagonal members and nonnegative off-diagonal elements. The infinitesimal 
generator Q, which is the sum of matrices E and F, is indivisible. Therefore, the Markov chain Q 
exhibits positive recurrence. The matrix that determines the likelihood of the system's phase 
transitioning the information on the time between two consecutive arrival epochs is given as 𝑃𝑃 =
−𝐸𝐸−1𝐹𝐹. Let 𝜂𝜂 be the stationary probability vector of P. It is clear that 𝜂𝜂𝜂𝜂 = 𝜂𝜂. 

The MOBA system may be studied by examining the MAP of each subsystem's departure pro-
cedure, which is based on the PH-distribution of the effective assembly time of assembly sta-
tions. The information is explained as follows. 

Subsystem 1 shown in Fig. 2 is a PH/PH/1/N1 queue. Its leaving procedure may be represent-
ed as a MAP1 of order (N1 + 1)×16 with the matrix identifier (E1, F1), determined by 

𝐸𝐸1 =

⎣
⎢
⎢
⎢
⎢
⎡𝑇𝑇1⨂𝐼𝐼4 𝑇𝑇10𝜏𝜏1⨂𝐼𝐼4 ⬚ ⬚ ⬚
⬚ 𝑇𝑇1⨁𝑇𝑇2 𝑇𝑇10𝜏𝜏1⨂𝐼𝐼4 ⬚ ⬚
⬚ ⬚ ⋱ ⋱ ⬚
⬚ ⬚ ⬚ 𝑇𝑇1⨁𝑇𝑇2 𝑇𝑇10𝜏𝜏1⨂𝐼𝐼4
⬚ ⬚ ⬚ ⬚ 𝐼𝐼4⨂𝑇𝑇2 ⎦

⎥
⎥
⎥
⎥
⎤

 (2) 

𝐹𝐹1 = �

0 ⬚ ⬚ ⬚
𝐼𝐼4⨂𝑇𝑇20𝜏𝜏2 0 ⬚ ⬚

⬚ ⋱ ⋱ ⬚
⬚ ⬚ 𝐼𝐼4⨂𝑇𝑇20𝜏𝜏2 0

� (3) 
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where I4 is identity matrix of order 4, 𝑇𝑇𝑖𝑖0 = −𝑇𝑇𝑖𝑖𝑒𝑒 for i = 1 ,…, M and e is the column vector of ones, 
the operator ⨂ denotes the Kronecker product, see Diamond et al. [23], the operator ⨁ is de-
fined as 𝐴𝐴⨁𝐵𝐵 = 𝐴𝐴⨂𝐼𝐼 + 𝐼𝐼⨂𝐵𝐵. 

A MAP order reduction to 2 is required to make this paper's technique work for a big MOBA 
system. As a result, a MAP1* of order 2 with the matrix identifier should be used to approximate 
the MAP1 of higher order; Section 4.2 will provide further information on this. 

As depicted in Fig. 2, subsystem 2 regards the MAP1* as input. It may be referred to as a 
MAP/PH/1/N2 queue, where the process of departure is a newly constructed MAP2 that includes 
the matrix identifier (𝐸𝐸2∗,𝐹𝐹2∗), as follows: 

𝐸𝐸2 =

⎣
⎢
⎢
⎢
⎡
𝐸𝐸1∗⨂𝐼𝐼4 𝐹𝐹1∗⨂𝐼𝐼4 ⬚ ⬚ ⬚
⬚ 𝐸𝐸1∗⨁𝑇𝑇3 𝐹𝐹1∗⨂𝐼𝐼4 ⬚ ⬚
⬚ ⬚ ⋱ ⋱ ⬚
⬚ ⬚ ⬚ 𝐸𝐸1∗⨁𝑇𝑇3 𝐹𝐹1∗⨂𝐼𝐼4
⬚ ⬚ ⬚ ⬚ 𝐼𝐼2⨂𝑇𝑇3⎦

⎥
⎥
⎥
⎤

 (4) 

𝐹𝐹2 = �

0 ⬚ ⬚ ⬚
𝐼𝐼2⨂𝑇𝑇3

0𝜏𝜏3 0 ⬚ ⬚
⬚ ⋱ ⋱ ⬚
⬚ ⬚ 𝐼𝐼2⨂𝑇𝑇3

0𝜏𝜏3 0

�, (5) 

where I2 is identity matrix of order 2. 
 

 
Fig. 2 The MAP approximation of a MOBA system 

 
The MAP2's order is 8 times the product of N2 and 1. The estimation of MAP2 involves the uti-

lization of a second-order MAP2* in conjunction with the matrix descriptor (𝐸𝐸2∗,𝐹𝐹2∗), following a 
analogous discourse to that over the MAP1. Continuing in this manner, it is evident that the ulti-
mate system may clearly be described by a MAPM-1 using the matrix identifier (𝐸𝐸𝑀𝑀−1,𝐹𝐹𝑀𝑀−1), as 
follows: 

𝐸𝐸𝑀𝑀−1 =

⎣
⎢
⎢
⎢
⎢
⎡𝐸𝐸𝑀𝑀−2

∗ ⨂𝐼𝐼4 𝐹𝐹𝑀𝑀−2∗ ⨂𝐼𝐼4 ⬚ ⬚ ⬚
⬚ 𝐸𝐸𝑀𝑀−2∗ ⨁𝑇𝑇𝑀𝑀 𝐹𝐹𝑀𝑀−2∗ ⨂𝐼𝐼4 ⬚ ⬚
⬚ ⬚ ⋱ ⋱ ⬚
⬚ ⬚ ⬚ 𝐸𝐸𝑀𝑀−2∗ ⨁𝑇𝑇𝑀𝑀 𝐹𝐹𝑀𝑀−2∗ ⨂𝐼𝐼4
⬚ ⬚ ⬚ ⬚ 𝐼𝐼2⨂𝑇𝑇𝑀𝑀 ⎦

⎥
⎥
⎥
⎥
⎤

, (6) 

and 
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𝐹𝐹𝑀𝑀−1 = �

0 ⬚ ⬚ ⬚
𝐼𝐼2⨂𝑇𝑇𝑀𝑀0𝜏𝜏𝑀𝑀 0 ⬚ ⬚

⬚ ⋱ ⋱ ⬚
⬚ ⬚ 𝐼𝐼2⨂𝑇𝑇𝑀𝑀0𝜏𝜏𝑀𝑀 0

� (7) 

The order of MAPM-1 is 8 × (NM-1 + 1). 

4.2 Higher order MAP approximation using MAP of order 2 

In a MOBA system with several stations and substantial buffer capacity between them, the re-
sultant MAP grows exponentially in order. It is required to approximate all MAPs of higher or-
der, such MAP1, MAP2, … , MAPM-2, to those of order 2, as mentioned in Section 4.1. Keep in mind 
that Diamond and Alfa [23] offered this approximation model. 

5. Variance of output and delivery schedule 
Two major issues with production variance are discussed here. The output variance as well as 
the delivery schedule variance are these. They may be calculated using two efficient techniques 
that are also provided. 

Define Ot1 as the number of arrivals in the interval [0, t] for the Markovian Arrival Process 
(MAP) with the matrix descriptor (E, F). According to Andersen and Nielsen [25], we have 

𝑉𝑉𝑉𝑉𝑉𝑉[𝑂𝑂𝑡𝑡1] = (𝜆𝜆∗ − 2𝜆𝜆∗2 + 2𝜑𝜑𝜑𝜑(𝑒𝑒𝑒𝑒 − 𝑄𝑄)−1𝐹𝐹𝑒𝑒)𝑡𝑡 − 2𝜑𝜑𝐹𝐹(𝐼𝐼 − 𝑒𝑒𝑒𝑒𝑒𝑒{𝑄𝑄𝑄𝑄})(𝑒𝑒𝑒𝑒 − 𝑄𝑄)−2𝐹𝐹𝑒𝑒 (8) 

the vector 𝜑𝜑 irepresents the stationary probabilities of the irreducible infinitesimal generator Q 
= E + 𝐹𝐹, 𝜆𝜆∗ = 𝜑𝜑𝐹𝐹𝑒𝑒 is the stationary arrival rate of the MAP. 

The stationary sequence of the arrival times between events is denoted by Xn, and 𝐷𝐷𝑛𝑛1 =
∑ 𝑋𝑋𝑖𝑖𝑛𝑛
𝑖𝑖=1 . Utilizing Andersen and Nielsen [25], we get 

𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷𝑛𝑛1] = (
2
𝜆𝜆∗
𝜑𝜑(𝐼𝐼 + 𝐸𝐸−1𝐹𝐹 + 𝑒𝑒𝑒𝑒)−1(−𝐸𝐸)−1𝑒𝑒 −

1
𝜆𝜆∗2

)𝑛𝑛 

 −
2
𝜆𝜆∗
𝜑𝜑(𝐼𝐼 − (−𝐸𝐸−1𝐹𝐹)𝑛𝑛)(𝐼𝐼 + 𝐸𝐸−1𝐹𝐹 + 𝑒𝑒𝑒𝑒)−2(−𝐸𝐸−1𝐹𝐹)(−𝐸𝐸)−1𝑒𝑒  

(9) 

𝑉𝑉𝑉𝑉𝑉𝑉[𝑂𝑂𝑡𝑡1] and 𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷𝑛𝑛1] represent the output variance as well as the delivery schedule vari-
ance. It is important to acknowledge both Eq. 10 and Eq. 11 can produce valuable outcomes 
when time t and part number n approach infinity. 

Because lim
𝑡𝑡→+∞

𝑒𝑒𝑒𝑒𝑒𝑒{𝑄𝑄𝑄𝑄} = 𝑒𝑒𝑒𝑒 , it follows from Eq. 8 that 

lim
𝑡𝑡→+∞

(𝑉𝑉𝑉𝑉𝑉𝑉[𝑂𝑂𝑡𝑡1]/𝑡𝑡) = 𝜆𝜆∗ − 2𝜆𝜆∗2 + 2𝜑𝜑𝜑𝜑(𝑒𝑒𝑒𝑒 − 𝑄𝑄)−1𝐹𝐹𝐹𝐹 (10) 

and as lim
𝑡𝑡→+∞

(𝐸𝐸−1𝐹𝐹)𝑛𝑛 = 𝑒𝑒𝑒𝑒 , it follows from Eq. 9 that 

lim
𝑡𝑡→+∞

(𝑉𝑉𝑉𝑉𝑉𝑉[𝐷𝐷𝑛𝑛1]/𝑛𝑛) =
2
𝜆𝜆∗
𝜑𝜑(𝐼𝐼 + 𝐸𝐸−1𝐹𝐹 + 𝑒𝑒𝑒𝑒)−1(−𝐸𝐸)−1𝑒𝑒 −

1
𝜆𝜆∗2

 (11) 

The asymptotic variance rate of 𝑂𝑂𝑡𝑡1, as t approaches infinity, refers to the maximum rate at 
which the output variance may change over time. 𝑉𝑉𝑉𝑉𝑉𝑉[𝑂𝑂𝑡𝑡1]/𝑡𝑡, as defined by Tan [9]. Fig. 3 
demonstrates the computational methods for calculating the production variance, as outlined in 
Eqs. 8 and 9. 

Fig. 3 may be utilized to examine the production variation through the calculation of the out-
put variance as well as delivery schedule variance utilizing the following two algorithms (see 
Appendix A). 
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Fig. 3 Computing the output variance and delivery schedule variance 

6. Numerical examples 
The approach provided in the preceding section may be used to assess a broad spectrum of 
MOBA systems with finite inter-station buffers. In this section, an comparison between approx-
imation and simulation results will be made to state the accuracy of this method. And then some 
numerical experiments show that this approach is computationally very efficient. And, some 
basic observations are also given to show how the production variance is influenced by system 
parameters. Finally, some discuss about the limit of this approach will be held. 
6.1 Accuracy of the approximation 
Diamond and Alfa [23] has proved the MAP approximation on higher order is acceptable and has 
a better performance than renewal approximation by using simulation method. In our case, the 
Figs. 4 and 5 depict the approximation versus simulation results. A five-station MOBA system 
with a certain set of system parameters is studied, where μ = 2.125, α = 0.135, β = 1.452, θ = 
0.61, δ = 2.031, N = 5. All the data are obtained from the bumper factory. Curves are used to 
demonstrate the approximation result while the solid point as the simulation ones, as seen in the 
figure, the estimation yields satisfactory outcomes. 

             
Fig. 4 Simulation and analytical approximation of output 
variance (Curve as approximation; point as simulation) 

         
Fig. 5 Simulation and analytical approximation of deliv-
ery time (Curve as approximation; point as simulation) 

 

Regarding MAP1* as input, the subsystem 2 is a MAP/PH/1/N2 queue. Another MAP2 of order 
8 × (N2 + 1) is used to approximate it, and it is a new MAP2* of the second order. 

Production line (μ1, α1, β1, N1, θ1, δ1; μ2, α2, β2, N2, θ2, δ2; …; μM-1, αM-1, βM-1, NM-1, θM-1, δM-1; μM, αM, 
βM, θM, δM ) 

Determine Var[𝑂𝑂𝑡𝑡1] in accordance with Eq. 
10. Var[𝑂𝑂𝑡𝑡1] represents the output vari-

 

Determine Var[𝐷𝐷𝑛𝑛1] in accordance with Eq. 
11.  Var[𝐷𝐷𝑛𝑛1] is the delivery schedule vari-

 

The subsystem 1 is a PH/PH/1/N1 queue,  a new MAP1* of the second order is used to approx-
imate the output procedure, which is a MAP1 of order 16×(N1+1). 

Regarding MAPM-2* as input, the final subsystem is a MAP/PH/1/NM-1 queue. The production 
line's MAP model, a MAPM-1 of order 8 × (NM-1 + 1), is its output process. 
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6.2 Numerical examples for two/three-station MOBA system 
First we investigate the relationship between the two production variances and the inter-station 
buffer capacity. A two-station MOBA system with two different sets of system parameters is 
studied, where μ1 = 2.125, α1 = 0.135, β1 = 1.452, θ1 = 0.61, δ1 = 2.031, μ2 = 3.725, α2 = 0.231, β2 = 
2.524, θ2 = 0.91, δ2 = 1.215 in system 1 and μ1 = 3.125, α1 = 0.135, β1 = 1.452, θ1 = 0.8, δ1 = 2.725, 
μ2 = 6.725, α2 = 0.081, β2 = 2.024, θ2 = 0.8, δ2 = 2.326 in system 2. This two system are used for 
different bumpers. Figs. 6 and 7 show the output variance over time for various buffer capacity. 
It has been demonstrated that, in general, the output variance over time grows as the buffer ca-
pacity increases in both systems. Nevertheless, it is not feasible to establish a strong correlation 
between the delivery schedule variance as well as the capacity of the buffer. Figs. 8 and 9 show a 
clear correlation between the variability in delivery schedule and the size of the buffer for both 
systems. 

Secondly, the effect of the assembly station’s failure rate and repair rate on the production 
variance is studied. For a MOBA system with three identical assembly stations and sub-
fabrication lines where μ = 2.726, β = 2.426, θ = 0.8, δ = 1.823 and N = 3 for both inter-station 
buffers, Figs. 10 and 11 illustrate the relationship between the output variation for each time 
period as well as the delivery schedule variance for each item, with respect to the failure rate. 
It’s shown that in this system, as the failure rate increases, the delivery schedule variance for 
each individual item increases, while output variance per unit time increases first and then de-
creases. For this three-station MOBA system, when failure rate of each assembly station is fixed 
as α = 0.715, it can be seen from Figs. 12 and 13 that as the repair rate increases, the delivery 
schedule variance per unit part diminishes, because the rate of change in output variance in-
creases with time, and this is dependent on the variable t, may fall somewhat in the middle. 

 

            
Fig. 6 Impact of buffer capacity on output variance in 
system 1 

           
Fig. 7 Impact of buffer capacity on output variance in 
system 2 

             
Fig. 8 Impact of buffer capacity on delivery time variance in 
system 1 

      
Fig. 9 Impact of buffer capacity on delivery time 
variance in system 2 
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Fig. 10 Impact of failure rate on the output variance for a 
three-station MOBA system 

       
Fig. 11 Impact of failure rate on the delivery time vari-
ance for a three-station MOBA system 

 

This observation may inspire the factory an efficient way to control the delivery schedule var-
iance, that is, put in more effort on increasing the repair rate when it is in a lower level at the 
very beginning, and then focus on decreasing failure rate when the repair rate stays in a steady 
level. As for the output variance, failure rate may play a minor role after a certain level, but the 
increasing effect is quite obvious when it’s in a lower level. 
 

             
Fig. 12 Impact of repair rate on the output variance for a 
three-station MOBA system 

       
Fig. 13 Impact of repair rate on the delivery time vari-
ance for a three-station MOBA system 

Thirdly, we investigate the effect of the module fill rate and the delay rate of sub-fabrication 
line on the production variance. A three-station MOBA system with μ = 2.726, α = 0.715, β = 
2.426 for each assembly station and N = 3 for each inter-station buffer is studied. With each sub-
fabrication line having a delay rate of δ = 1.823, Figs. 14 and 15 show the output variance for 
each time period as well as the delivery schedule variance for each item as a function of the 
module fill rate for this MOBA system. It can be seen that as the module fill rate increases from 
0.6 to 1, while the delivery schedule variance per unit component grows first and subsequently 
drops, the output variance for each time period falls initially as well as then increases. Figs. 16 
and 17 depict the effect of the sub-fabrication line delay rate on the output variance per unit 
time as well as the delivery schedule variance for each item for this MOBA system when the 
module fill rate of each sub-fabrication line is θ = 0.9. It’s shown that as the delay rate of sub-
fabrication line increases, the delivery schedule variance per unit component reduces, while the 
output variance for each time period decreases first, then increases and decreases again finally. 

Some rules can be found from the Figs. 14-17. The trend of each variance is not monotonous 
as the module fill rate changes, and the effects are even opposite which means a balance point 
between them. By contrast, the effects of sub-fabrication line delay rate has a great influence on 
the delivery schedule variance at lower level which suggests the operators to increase it to a 
proper state as soon as possible. 
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Fig. 14 Impact of module fill rate on the output variance for 
a three-station MOBA system 

    
Fig. 15 Impact of module fill rate on the delivery-time 
variance for a three-station MOBA system 

 

          
Fig. 16 Impact of sub-fabrication line delay rate on the 
output variance for a three-station MOBA system 

    
Fig. 17 Impact of sub-fabrication line delay rate on the 
delivery-time variance for a three-station MOBA system 

6.3 Discuss about the limit of this method 

The approach outlined in this research is executed via the use of software. Due to its reliance on 
recursion, the approach exhibits a high level of computing efficiency. 

To explain the limitation of this strategy, we analyzed how the length of the line affected the 
production variance. We studied a MOBA system of 2, 4, 6, 10, 80 identical stations with μ = 
2.726, α = 0.715, β = 2.426, θ = 0.8, δ = 1.823 and capacities for buffering between stations of N = 
4. It’s shown in Figs. 16 and 17, as the line length increases, output variance during each time 
period falls as delivery schedule variance per unit of component rises. In fact, very few assembly 
line can hold more than 80 stations which means this method can be used widely from a practi-
cal point of view. 

Seen from the Figs. 8 and 9, the variance increases rapidly when the buffer capacity larger 
than 7 for both the output and the delivery schedule. Although our method can deal with a much 
larger buffer capacity, the result will be unacceptable for the factory. 

This method for calculating production variance is quite effective. To compute the output var-
iance as well as delivery schedule variance for big MOBA systems, it provides the findings in-
stantly. By utilizing the MAP approximation on a per-subsystem basis, we can prevent a fast 
growth in the number of states as the number of stations and inter-station buffer capacity in-
crease. Therefore, the overall computational effort for the production variance of the MOBA sys-
tem is kept within a reasonable range. 
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Fig. 18 Impact of line length on the output variance of 
MOBA system 

       
Fig. 19 Impact of line length on the delivery-time vari-
ance of MOBA system 

 

7. Concluding remarks 
The article covered the topic of production variance in MOBA systems that aren't trustworthy. 
For an unstable MOBA system with finite inter-station buffers, an efficient method is suggested 
to find the output variance as well as the delivery schedule variance using the MAP approxima-
tion. Using this method, the number of states in the manufacturing line's subsystems is drastical-
ly reduced. Therefore, the overall system's computational effort is kept within a tolerable range. 
When dealing with big MOBA systems, the numerical examples show that this method works. 
Additionally, numerical experiments are used to study the correlations between the system 
characteristics and the production variance. As indicated in section 1, it’s known that study on 
production variance of assembly systems is imperfect. It is thought that this study would ad-
dress a significant lack in the existing research, and the MAP approximation method discussed in 
this work offers a foundation for a potentially effective way to evaluating production variation in 
intricate and unreliable assembly systems. 
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Appendix A 
In this appendix we come up with two algorithms to calculate the output variance as well as due-
time variance of production variance. 
 

Algorithm 1. Calculation of the output variance. 
 

INPUT: The parameters μ1, α1, β1, N1, θ1, δ1; μ2, α2, β2, N2, θ2, δ2; …; μM-1, αM-1, βM-1, NM-1, θM-1, δM-1; 
μM, αM, βM, θM, δM.  
OUTPUT: The output variance Var[𝑂𝑂𝑡𝑡1].  

Calculation: 
 

Calculate the matrix identifier (E1, F1) of MAP1 in the first step. 
Calculate the matrix identifier (E1*, F1*) of the MAP1* of the second order in the second step.   
Calculate the matrix identifier (E2, F2) of MAP2 in the third step. 
Calculate the matrix identifier (E2*, F2*) of the MAP2* of the second order in the fourth step. 
Continuously calculate the matrix identifier (EM-1, FM-1) of the MAP M-1 in the fifth step. 
Calculate the variance of 𝑂𝑂𝑡𝑡1in the sixth step. 

 
Algorithm 2. Calculation of the due-time variance. 
 

INPUT: The parameters μ1, α1, β1, N1, θ1, δ1; μ2, α2, β2, N2, θ2, δ2; …; μM-1, αM-1, βM-1, NM-1, θM-1, δM-1; 
μM, αM, βM, θM, δM. 
OUTPUT: The due-time variance Var[𝐷𝐷𝑛𝑛1]. 

Calculation: 
 

Calculate the matrix identifier (E1, F1) of MAP1 in the first step. 
Calculate the matrix identifier (E1*, F1*) of the MAP1* of the second order in the second step.   
Calculate the matrix identifier (E2, F2) of MAP2 in the third step. 
Calculate the matrix identifier (E2*, F2*) of the MAP2* of the second order in the fourth step. 
Continuously calculate the matrix identifier (EM-1, FM-1) of the MAP M-1 in the fifth step.. 
Calculate the variance of 𝐷𝐷𝑛𝑛1in the sixth step. 
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A B S T R A C T A R T I C L E I N F O 
This research investigates the benefits of different Machine Learning (ML) 
approaches in production systems, with respect to the given use case of con-
sidering the forming process and different friction conditions on hydraulic 
press response in between the phases of the sheet metal bending cycle, i.e. 
bending, levelling and movement. A framework for enhancing production 
systems with ML facilitates the transition to smarter processes and enables 
fast, accurate predictions integrated into decision-making and adaptive con-
trol. Comparative ML analysis provides insights into predictive regression 
models for hydraulic press condition recognition, enhancing process im-
provement. Our results are supported by performance evaluation metrics of 
predictive accuracy RMSE, MAE, MSE and R2 for Linear Regression (LR), Deci-
sion Trees (DT), Support Vector Machine (SVM), Gaussian Process Regression 
(GPR) and Neural Network (NN) models. Given the remarkable predictive 
accuracy of the regression models with R2 values between 0.9483 and 0.9995, 
it is noteworthy that less complex models exhibit significantly shorter train-
ing times, up to 437 times shorter than more complex models. In addition, 
simpler models have up to 36 times better prediction rates, compared to 
more complex models. The fundamentals illustrate the trade-offs between 
model complexity, accuracy and computational training and prediction rate.  
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1. Introduction
Challenges in manufacturing processes often require straightforward solutions or are so com-
plex that they present technicians with seemingly unsolvable problems. Simulation approaches 
are often used to overcome these challenges in order to gain a more detailed understanding of 
the system under consideration and the manufacturing processes running on it [1]. However, 
the underlying problems are sometimes indirect when comparing the real environment with the 
virtual environment established in a simulation model [2]. With the advent of Industry 4.0, tech-
nological solutions have emerged in digitalization and automation processes, often using artifi-
cial intelligence (AI) approaches [3]. The synergy of edge computing (EC) and 5G networks lev-
erages high bandwidths and low latency to process data closer to the source, enabling faster 
response times and more efficient, stable and secure data transfer and data management, which 
has a positive impact on the effectiveness and quality of production processes as well as sustain-
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ability and circular economy improvement [4]. The ML paradigm enables a more in-depth sys-
tem analysis that captures properties that cannot be evaluated by visual representation and 
graphical interpretation alone. Classification and regression models based on data-driven ap-
proaches have already been successfully implemented in many technical fields, offering high 
precision in predicting system behaviour and often overcoming 99 % prediction efficiency in 
real systems [5, 6]. 

Hydraulic presses play a crucial role in various forming processes such as bending, stamping, 
forging and drawing, where the aim is to convert hydraulic energy into deformation energy of 
the workpiece. The dynamic properties of hydraulic presses and bending processes, including 
material properties, fluid properties and friction behaviour, are interrelated and influence each 
other. These complex relationships require in-depth investigations, such as those presented in 
this study, to gain a comprehensive understanding of how the bending process affects the re-
sponse of the hydraulic press. The quality of the forming process has a significant impact on the 
overall quality of the product, especially when disturbances, such as dynamic frictional proper-
ties, are present [7, 8]. Identifying altered conditions is a fundamental step in comprehending 
system behaviour, as highlighted in prior research on issues like hydraulic valve wear [9], pump 
malfunction [10] and leakage [11] has shown. To summarise, artificial intelligence offers data-
driven modelling solutions tailored to different engineering challenges and based on different 
principles. Briefly speaking, ML provides solutions for the identification of faults and malfunc-
tions of hydraulic components, which are crucial for decision making to adapt and improve the 
operation of hydraulic presses. 

A detailed analysis in the field of hydraulic systems shows that there is no simple method for 
selecting the most appropriate ML approach, regardless of the input parameters. Given the use 
of numerous classification and regression methods in studies, a significant dilemma arises when 
choosing between less complex methods such as LR, DT, SVR and more complex methods such 
as GPR and NN for the study of specific research problems [12–17]. Another possible shortcom-
ing of the previously referenced research refers to the fact the authors believe that certain deri-
vations of ML methods are best suited for their particular use case due to their complexity. This 
means that the optimization and prediction of performance depends on the method chosen for 
the particular application, which requires careful consideration. Su et al. [18]demonstrated that 
when comparing the ML methods LR, K Nearest Neighbour (KNN), DT, SVM and NN, the NN 
method outperformed the others with an accuracy of 99.8 % in predicting valve flow. Highlight-
ing the best ML method, it is worth noting that other ML models achieved robust prediction ac-
curacy, with the worst performing LR model still achieving 99.1 %. Moreover, the same conclu-
sions have been confirmed by research groups investigating other use cases [19–22]. On the 
other hand, Guo et al. [23] emphasize that training and prediction times are a crucial parameter 
for the efficient integration of ML models into decision algorithms. It determines how quickly the 
entire decision-making system will react to changing conditions and therefore allows real-time 
actions such as control and parameters set-up. 

By pointing out the basic assumptions and an analysis of the available ML algorithms, the ob-
jective of this paper is to demonstrate the advantages of the five basic regression modelling 
types LR, DT, SVM, GPR, NN in the investigation of a hydraulic press under different intensities of 
the forming process and friction dynamics. Chapter 2 introduces the background and the re-
search problem, supplemented by Design of Experiments (DOE), data extraction and data pre-
processing. Section 3 introduces different types of regression models and defines the range of 
hyperparameters to obtain the best prediction from five ML approaches. Finally, Section 4 pre-
sents the best fitted regression models along with the most efficient selection of hyperparameters. 

2. Experiment and dataset analysis 
2.1 A case study of hydraulic press 

This study focuses on a hydraulic press subjected to the conditions of the forming process, in-
cluding the bending process and the constraints on the movement of the hydraulic cylinder re-
sulting from the friction between the press guides and the hydraulic cylinder, as shown in Fig. 1. 
A hydraulic press is a sophisticated and robust mechanical device designed for various industrial 
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applications that utilises the principles of fluid mechanics to generate significant force for form-
ing, shaping and compressing materials. The design of a hydraulic press combines 

• hydraulic components, i.e. hydraulic valve, hydraulic cylinder, hydraulic power unit (hy-
draulic pump with electric motor and controller), 

• mechanical components, i.e. guiding system, hydraulic press frame, mechanical system 
(bending process), 

• control system, e.g. PLC Beckhoff Controller CX 9020, PID Moog Controller, Raspberry Pi. 
 

The components listed above with their respective characteristics form a distributed network 
in which data collection and analysis takes place. They therefore form the basis for integration 
into the concept of edge computing and 5G communication technology and particular on 5G real-
time data transfer. The integration of these components enables the hydraulic press to effective-
ly convert hydraulic energy into mechanical power. As explained by Jankovic D. et. Al [24], these 
influences contribute to a delayed movement of the hydraulic cylinder, which is determined not 
only by the mentioned factors, but also by the intensity of these factors and the velocity of the 
hydraulic cylinder. To achieve this goal, 30 different scenarios were analysed in the experiments, 
focusing on the effects of the forming process. In addition, a further 46 scenarios were systemat-
ically carried out to evaluate the influence of different operating conditions on the reaction of 
the hydraulic press. 

Forming processes require the mechanical energy of a hydraulic press to change the shape of 
the specimen. During this process, the deformation of the specimen restricts the movement of 
the hydraulic cylinder. Consequently, the applied hydraulic energy increases to ensure that the 
movement of the hydraulic cylinder measured by the displacement sensor XC matches the refer-
enced movement Xref controlled by a PLC controller and given on the basis of a predefined sheet 
metal bending cycle. However, the ability of the controller to fully compensate for the described 
causes is not given, as shown by the response error ΔXC of the hydraulic press, which is evaluat-
ed as the difference between the measured XC and the referenced Xref displacement of the hy-
draulic cylinder. In addition, the pressure sensors are integrated to monitor the pressure condi-
tions pA, pB in both hydraulic cylinder chambers. In addition, a force sensor is positioned be-
tween the hydraulic cylinder and the pressing plate to monitor the generated hydraulic cylinder 
pressing force FC. The integrated LVDT sensor allows to foresee the opening of hydraulic valve 
XV. The intensity of the bending process was controlled by applying combinations of hydraulic 
cylinder velocities (5 mm/s, 15 mm/s, 25 mm/s) and the width of the samples (10 mm, 20 mm, 
30 mm, 40 mm). To capture the analog signals from the sensors, Beckhoff modules were used to 
import the data into the digital datasets. Each scenario was experimentally performed three 
times to confirm the repeatability of the experiments. 

The friction conditions in the press guides arise due to the friction between two sliding sur-
faces. Stribeck friction, which is characterised by its dynamic nature, is defined by the correla-
tion between frictional force and velocity of movement [7]. The choice of sealing and guiding 
technology in hydraulic cylinders is influenced by the quality and stability of the dynamic fric-
tion of hydraulic cylinders [25]. Advanced guiding and sealing systems enable a more stable fric-
tion profile over the entire range (static, hydrodynamic and mixed friction). In contrast, conven-
tional sealing and guiding systems exhibit characteristics in which the static friction phase is 
significantly higher than the hydrodynamic phase. In addition, higher frictional forces occur in 
conventional sealing and guiding systems under the same velocity conditions. The implementa-
tion of a subsystem with three pulleys and a cable allows the emulation of different friction sce-
narios during the phases of the sheet metal bending cycle. By adjusting the load, the desired fric-
tion scenario is achieved and measured directly by a force gauge attached to the pressing plate, 
which reflects the resistance force during the movement of the hydraulic cylinder. 
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Fig. 1 Hydraulic press condition analysis 

2.2 Experimental analysis 

The data is visualised using variables measured in real time (sampling frequency of 100 Hz): 
Pressure in the upper and lower hydraulic cylinder chambers pA, pB, hydraulic valve opening XV, 
hydraulic cylinder force FC and hydraulic cylinder displacement XC. The visualisation and inter-
pretation of the raw data are the most important steps in data analytics. The extraction of rele-
vant data intervals enables data-driven models to deliver enhanced prediction performance 
[26]. Furthermore, Fig. 2 shows the comparison of two main causes and their effects on the hy-
draulic press response, with the least intensive and the most intensive scenario shown for each 
cause to illustrate which measured variable offers the most information in each scenario. 
The sheet metal bending cycle enhances three phases: 

• Fast- forward movement (1) and fast- backward movement (4) of the hydraulic cylinder to 
minimise the duration of the sheet metal bending cycle and enable the production of as 
many parts as possible within the allotted time frame.  

• In the bending phase (2), a bending force is applied to deform a sheet metal workpiece and 
bring it into the desired shape.  

• Levelling phase (3) includes processes aimed at achieving uniformity and flatness of the 
sheet metal workpiece after the bending phase, with the die tool remaining stationary in 
its position. 

 

The presented scenarios depict a selected sheet metal bending cycle, with the hydraulic cyl-
inder velocity set to 50 mm/s during the movement phase (phases 1 & 4) and 15 mm/s during 
the bending phase (phase 2). Looking at the cause of the forming process shown in Fig. 2(a), the 
first scenario represents the intensity of unrestricted movement without a test specimen, while 
the second scenario shows the highest forming intensity, involving the placement of a specimen 
with a width of 40 mm is inserted into the die tool. The obvious changes occur when the die tool 
comes into contact with the specimen, resulting in a significant increase in the forming force FC, 
which changes during the bending phase and remains semi-stationary during the levelling 
phase. The same tendency is observed for the variable pA, while the variable pB decreases as ex-
pected. During this event, the opening of the hydraulic valve XV increases to compensate for the 
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hydraulic press response error ΔXC, which persists until the end of the levelling phase, when the 
pressing plates release the elastic tension in the sample. 

The analysis of different friction scenarios shown in Fig. 2(b) indicates non-visible changes in 
the hydraulic cylinder displacement XC, which can be seen by averaging the value over the phase 
range. The first scenario signifies more favourable friction conditions with no restraining force, 
while the second scenario conditions lower friction characteristics, simulated by a pulley system 
emulating a restraint force of 1 kN. The most noticeable changes manifest in a visible rise in the 
forming force during the sheet metal bending cycle and the variable pA, accompanied by an ex-
pected decrease in the value of the variable pB. In addition, a slight increase in the hydraulic 
valve opening is observed. Clearly, the influence of the friction conditions on hydraulic press 
response error is less significant compared to the impact observed in the case of the forming 
process, especially when considering maximum force FC required to deform the sample at 15 kN. 
 

 
Fig. 2 Data visualization of measured variables of: (a) forming process-bending and (b) friction conditions 

2.3 Data pre-processing 

In regression learning, the crucial step of feature selection involves identifying and include rele-
vant input variables, thereby enhancing the accuracy and predictive ability of the model. Moreo-
ver, regression modelling is a statistical method that reveals features that are not readily appar-
ent in the visualisation phase, yet provides indispensable insights into data characteristics that 
may otherwise go unnoticed [16]. In addition, the pressure difference Δp in hydraulic cylinder 
chambers is assumed to be the difference between the variables pA and pB, providing a higher 
intensity of information [27]. In addition, the hydraulic cylinder velocity vC is considered more 
meaningful than the measured hydraulic cylinder displacement ΔXC, as it characterises much 
more dynamic conditions [28]. While the purpose of regression models is to predict the hydrau-
lic press response error ΔXC, the input data for regression models include the variables ΔXC, FC, 
XV, vC and Δp. 
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Industry 4.0 underlines the importance of using smart data to minimize latency and optimize 
the efficiency of data transmission [29]. The case study includes an investigation of 76 different 
conditions under which the hydraulic press was examined. However, it's crucial that the raw 
data for each condition includes information from different scenarios. To address this, the data 
must be pre-processed separately and combined into one dataset covering all scenarios so that 
the regression model can account for all scenarios. In addition, employing the data bundling en-
ables the packaging of only pertinent sections into a unified dataset for each phase of the sheet 
metal bending cycle, as shown in Fig. 3. During the pre-processing stage, the variable sections 
were carefully selected to illustrate the semi-stable operating condition of the hydraulic press 
over a time scale. Furthermore, the extracted sections were selected considering the visualiza-
tion aspects described in chapter 2.2. In addition, a feature scaling was performed to standardize 
the importance of the five variables and to prevent any single variable from being prioritized 
[30]. The scaling was performed to normalize the y-axis by setting it in the range from 0 to 1. 
Finally, the extracted datasets representing different scenarios were partitioned into training 
and test datasets to evaluate the regression models using known metrics, including Root Mean 
Square Error (RMSE), coefficient of determination R2, Mean Squared Error (MSE) and Mean Av-
erage Error (MAE). Furthermore, training datasets are used during the model training phase to 
determine the required training time for different regression model approaches. In addition, test 
datasets were used to evaluate the prediction accuracy of each model after the training phase, 
considering the testing time required to perform the predictions. 
 

 
Fig. 3 Smart data forming 

3. Regression models 
The availability of regression modelling methods offers a wide range of possibilities to achieve 
semi-mirrored data-driven model for the chosen research problem. Grid search and random 
search are two commonly employed methods for optimizing hyperparameters. While grid 
search exhaustively explores all possible parameter combinations, it incurs high computational 
costs, especially when a large number of parameters are involved [18]. In contrast, the random 
search examines potential parameter combinations randomly within fixed ranges and offers a 
significant reduction in computational cost. In our study, both approaches are used for hyperpa-
rameter optimization. Grid search is applied to LR, GPR and SVR, while random search is applied 
to DT and NN depending on the number of hyperparameters involved. The MATLAB application 
Regression Learner was used to train and test the regression models. 
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Five-fold cross-validation was used to determine the hyperparameters that provide the best 
generalization performance for our models. In each iteration, a specific subset was selected for 
testing, while the remaining subsets were used for training. The investigated hyperparameters 
for the models are summarized for each model in its subsection.  

3.1 Linear regression 

Linear regression (LR) uses an assumption function described in Eq. 1 to model and capture the 
relationships between independent variables x, where β is the coefficient vector, n is the number 
of samples, and y is the target value [12]. In our approach, we include interaction terms in the 
linear regression model; nevertheless, we also use the classical LR approach. This decision is 
based on previous studies that indicate a varying degree of influence of different independent 
variables on the dependent variable [24]. Including interaction terms allows the model to cap-
ture and account for the joint effects of these variables, taking into account the potential de-
pendencies and relationships identified in previous research [12]. 

The objective of minimizing the objective function is to reduce the sum of squared differences 
between the observed values and the corresponding predicted values, as described in Eq. 2 by 
the least squares method. 

𝑦𝑦(𝑥𝑥) =  𝛽𝛽0 +  𝛽𝛽1𝑥𝑥1 + 𝛽𝛽2𝑥𝑥2 + 𝛽𝛽2(𝑥𝑥1 ∙ 𝑥𝑥2) +⋯+  𝛽𝛽𝑛𝑛𝑥𝑥𝑛𝑛 (1) 
 

𝐽𝐽(𝛽𝛽) =
1

2𝑛𝑛
�(
𝑛𝑛

𝑖𝑖=1

𝑦𝑦(𝑥𝑥𝑖𝑖) − 𝑦𝑦𝑖𝑖)2  (2) 

3.2 Decision trees 

Decision trees assume nonlinear patterns and relative relationships in the data and perform 
feature selection for the most accurate prediction [13]. In addition, DT have simple extraction 
rules, are very accurate and provide good interpretability of the models. In our approach, the 
search for the optimal parameters for DT involves varying the leaf size (4, 12 and 36). 

3.3 Support vector regression 

The SVR is an extension of support vector machine developed for single-output regression [14]. 
In addition, the SVR determines a linear dependence between the independent variable x and 
the dependent variable y, as shown in Eq. 3, where w is the weight vector and b is the intercept. 

𝑦𝑦 = 𝑤𝑤𝑤𝑤 + 𝑏𝑏 (3) 
The goal of objective function in SVR is to find the weight vector w and the intercept b such 

that configures the least deviation in between the predicted and actual values as expressed in 
Eq. 4. Here, a regularization parameter C balances the trade-off between w and the slack varia-
bles ξ, ξ*, under the conditions expressed in Eq. 5. Fig. 4 describes the linear kernel function ap-
proximation considering the data accuracy of ε. 
 

 
Fig. 4 Linear kernel function for SVR 
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𝜉𝜉𝑖𝑖 , 𝜉𝜉𝑖𝑖∗ > 0
 (5) 

The decision function in SVR with a linear kernel is determined in Eq. 6. 

𝑦𝑦 = �(
𝑛𝑛

𝑖𝑖=1

𝛼𝛼𝑖𝑖 − 𝛼𝛼𝑖𝑖∗) 𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏 (6) 

Enhancing the accuracy of nonlinear predictions, we consider a number of kernel options de-
scribed in Eq. 6 through 10, including linear, quadratic Kq, cubic Kc, exponential Ke, and squared 
exponential Kse, where c is a constant term. These kernels are systematically evaluated using a 
random search approach to uncover the most appropriate SVR model. 

𝐾𝐾𝑞𝑞 = (𝑥𝑥 + 𝑐𝑐)2 (7) 

𝐾𝐾𝑐𝑐 = (𝑥𝑥 + 𝑐𝑐)3 (8) 
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3.4 Gaussian process regression 

Due to the non-parametric Bayesian approach to regression problems, the GPR offers a high de-
gree of flexibility for the targeted prediction of complex relationships in the data [16]. It assumes 
a Gaussian data distribution, where the model hyperparameters, i.e. the variance of the distribu-
tion σf and the length parameter l, are determined by the mean function m(x) and the kernel K, 
as shown in Eq. 11 [31]. The purpose of the mean function is to represent the expected trend of 
the decision function y, which is assumed to be a zero-mean function in our case [24]. In addi-
tion, the purpose of the kernel function is to assign importance rates to the training datasets and 
to fit the model. 

𝑦𝑦 ~ 𝐺𝐺𝐺𝐺 (𝑚𝑚(𝑥𝑥),𝐾𝐾) (11) 
To extract the most accurate GPR model, a σf of 0.001-0.100 was varied. In the training pro-

cess, Automatic Relevance Determination (ARD) allows the model to automatically determine 
the relevance of each predictor by adjusting the length parameter l, considering different types 
of kernels as shown in Eq. 6 to 10. 

3.5 Neural network 

Neural networks consist of neurons organized in layers that determine the connections between 
neurons through a series of weights and biases [22]. The input data is processed to provide an 
output of each neuron, which allows flexibility in determining the number of neurons in each 
layer and the number of layers in the neural network to best fit the data. Neural networks are 
composed of an input layer, one or more hidden layers and an output layer of artificial neurons, 
as shown in Fig. 5. Artificial Neural Network (ANN) is a broad term that encompasses NN models 
of varying complexity, while Deep Neural Network (DNN) specifically refers to networks with 
multiple hidden layers that emphasize the depth of the architecture, which is usually associated 
with an increased ability to learn complicated representations from data [23]. Models built in 
our case with NN include five neurons in the input layer, since the available predictors are five. 
The output layer consists of one neuron, since only one output estimate is predicted. 
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In the configuration of the neural network, we varied the number of neurons in the hidden 
layer between 10, 25 and 100, while the number of layers ranged from one to three. ReLU was 
chosen as the activation function, with a maximum of 1000 iterations and a regularization 
strength of 0. 
 

 
Fig. 5 Neural network structure 

4. Results and discussion 
4.1 Characteristics of fitted regression models 

The performance of regression models of different types depends on model complexity, data 
quality and quantity, feature selection, assumption violations, pre-processing stage and hy-
perparameter selection [18]. The results shown in Table 1 represent the best-fit regression 
models with the most optimal selection of hyperparameters for the given case study and the 
range of regression model trained and test fitted in the MATLAB environment. Considering that 
the research problem focuses on three phases of the sheet metal bending cycle, i.e. bending, lev-
elling movement, the complexity of the regression model differs due to the nature of the data 
patterns, the presence of white noise and the number of conditions summarised in each phase. 

Regression modelling for LR yields superior results when interaction terms are included 
across all phases of the sheet metal bending cycle than the method without interaction terms. In 
addition, the DT type of regression modelling shows the importance of selecting hyperparame-
ter variation. In the bending and levelling phase, the necessary depth of the DT is significantly 
higher than in the case of the movement phase. In addition, the medium size tree is mostly ap-
propriate for the bending phase, while the coarse tree size is the most appropriate for the level-
ling and movement phases, considering the number of leaves and the size of the parents. The 
results in the table for the SVR regression modelling type show that the squared exponential 
kernel function is most effective in representing complex relationships and patterns among the 
input data. In addition, the hyperparameters C and ε reflect the trade-off between the accurate 
fit of the training data and the margin of tolerance, which is comparable between phases. More-
over, selected hyperparameters with low values indicate an easy fit of the model and a relatively 
narrow range, emphasising the minimization of errors in the predictions. In addition, the SVR 
regression model shows that less complexity is required in the case of the bending phase and the 
margin of error is even narrower than in the SVR regression models for the levelling and move-
ment phases. Moreover, the results of the GPR regression models show that the Exponential 
kernel function consistently provides the most optimal fit among the different kernels available. 
In the levelling phase, it is evident that a higher standard deviation of noise is required as the 
data has a higher amount of white noise compared to the movement and bending phase. For the 
application of regression modelling using NN, it has been shown that a single layer is sufficient 
for the levelling and bending phases. However, for optimal performance in the levelling phase, it 
is best to use three layers with a layer size of 10. 
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Table 1 Best fitted regression models summary 
Regression model Hyperparameters and  

characteristics 
Bending 
phase 

Levelling 
phase 

Movement 
phase 

Linear regression (LR) Interactions terms ON ON ON 
 Robust option OFF OFF OFF 
Decision Trees (DT) Max. depth 410 390 162 
 Min. leaf size 12 36 36 
 Min. Parent size 24 72 72 
 Max. Number Splits 4454 9067 8666 
 Split Criterion MSE MSE MSE 
 Prune ON (RMSE) ON (RMSE) ON (RMSE) 
 Surrogate OFF OFF OFF 
Support Vector Regression (SVR) Cost C 0.1848 0.2708 0.2768 
 Epsilon ε 0.0185 0.0271 0.0277 
 Kernel type KSE KSE KSE 
 Kernel Scale 0.5 0.5 2 
 Iteration limit 106 106 106 
Gaussian Process Regression (GPR) Kernel type KE KE KE 
 Standard deviation of noise σn 0.0100 0.0438 0.0038 
 Quasi-Newton optimization ON ON ON 
Neural Network (NN) Number of layers 1 1 3 
 Layer size 100 100 10, 10, 10 
 Activation ReLu ReLu ReLu 
 Iteration Limit 1000 1000 1000 
 Regularization strength 0 0 0 

4.2 Regression model performance evaluation 

The overall performance of the regression models was assessed using the validation and test 
results to confirm that the data-driven models do not overfit. The results for the bending phase 
are presented in Table 2 and show significant performance accuracy in the validation stage by 
the R2 metric, which is at a value between 0.9945 and 0.9961. In addition, the complexity of the 
regression modelling affects the performance of the regression models. This is particularly the 
case for less complex regression modelling approaches such as LR and DT. In such examples, the 
values of the LR regression model for the metrics RMSE, R2, MSE, MAE are 0.01364, 0.9945, 
0.000186, 0.009998 in the validation and 0.01368, 0.9941, 0.000187, 0.009836 in the test. As 
the complexity of the regression modelling increases, the performance of the regression model 
increases, which is evident in the regression models GPR and NN by higher evaluation metrics 
RMSE, R2, MSE, MAE. In comparison, the best fitted regression model in the case of the bending 
phase is the GPR model with metric values RMSE, R2, MSE, MAE at validation 0.01144, 0.9961, 
0.000131, 0.007810 and at test 0.01150, 0.9958, 0.000132, 0.007768. Although more complex 
regression models, e.g., GPR and NN, perform better, less complex regression models, e.g., LR 
and DT, accurately predict the desired response error of the hydraulic press in different scenari-
os. In addition, the performances of the regression models built by different approaches provide 
solid results in the test stage, where the coefficient of determination is between 0.9941 and 
0.9958. 

Table 2 Regression model performance evaluation for bending phase 
Model Validation  Test  

 RMSE R2 MSE MAE RMSE R2 MSE MAE 
LR 0.01364 0.9945 0.000186 0.009998 0.01368 0.9941 0.000187 0.009836 
DT 0.01357 0.9946 0.000184 0.009316 0.01265 0.9950 0.000160 0.008854 

SVR 0.01252 0.9954 0.000157 0.009066 0.01238 0.9952 0.000153 0.008754 
GPR 0.01144 0.9961 0.000131 0.007810 0.01150 0.9958 0.000132 0.007768 
NN 0.01168 0.9960 0.000136 0.008105 0.01156 0.9958 0.000134 0.007890 

 
The validation and test results for the levelling phase are shown in Table 3. From the metrics, 

the best regression model in validation is the DT model, which has the lowest RMSE, MSE and 
MAE at 0.04393, 0.001930 and 0.030141, but the highest R2 at 0.9618. In addition, the other 
fitted regression models considering the metrics of RMSE, R2, MSE, MAE are in the order of GPR, 
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SVR, NN, LR. In addition, the test results show that the same sequence of regression models ena-
bles the best regression model performance. Moreover, the overall accuracy of the different re-
gression models is solid, as R2 is between 0.9517 and 0.9618 for the validation results and 
0.9483 and 0.9581 for the test results. Compared to the bending phase, the performance of the 
regression models is lower due to the white noise contained in the experimental data. 

In the movement phase, the best-fitting regression models, i.e. DT, GPR and NN, have a robust 
coefficient of determination R2 of 0.9995 for both validation and test results, as shown in Table 
4. In addition, DT is shown to be the best performing model with the lowest values for RMSE, 
MSE and MAE. The next best performing regression model for the movement phase is NN, with 
GPR being similarly accurate to NN in terms of the RMSE, MSE and MAE metrics. The lowest per-
forming regression model is SVR with an R2 value of 0.9986 in validation and 0.9987 in test. In 
addition, the LR model is more accurate than SVR in prediction. Overall, the prediction accuracy 
of the regression models is higher in the movement phase than in other phases of the sheet met-
al bending results, which is evident by an R2 value of more than 0.999 in the validation and test. 
Overall, regression models are built accurately and are not overfitting trough all phases of the 
sheet metal bending cycle, i.e. bending, levelling and movement, considering that the RMSE, R2, 
MSE and MAE metrics show similar values between validation and test results. 
 

Table 3 Regression model performance evaluation for levelling phase 
Model Validation  Test  

 RMSE R2 MSE MAE RMSE R2 MSE MAE 
LR 0.04944 0.9517 0.002445 0.036453 0.05070 0.9483 0.002571 0.037562 
DT 0.04393 0.9618 0.001930 0.030141 0.04568 0.9581 0.002086 0.031166 

SVR 0.04770 0.9550 0.002275 0.034339 0.04801 0.9537 0.002305 0.034739 
GPR 0.04628 0.9576 0.002142 0.033074 0.04680 0.9560 0.002190 0.033308 
NN 0.04829 0.9539 0.002332 0.035171 0.04830 0.9531 0.002333 0.035264 

 
Table 4 Regression model performance evaluation for movement phase 

Model Validation  Test  
 RMSE R2 MSE MAE RMSE R2 MSE MAE 

LR 0.08885 0.9991 0.007894 0.068134 0.08894 0.9991 0.007909 0.067491 
DT 0.06629 0.9995 0.004395 0.048779 0.06658 0.9995 0.004433 0.048933 

SVR 0.11099 0.9986 0.012318 0.089846 0.10939 0.9987 0.011966 0.089033 
GPR 0.06781 0.9995 0.004598 0.050394 0.06801 0.9995 0.004626 0.050394 
NN 0.06719 0.9995 0.004515 0.050851 0.06709 0.9995 0.004501 0.049864 

4.3 Training and prediction rate analysis 

The comparison of the training and test times in between the regression models LR, DT, SVR, 
GPR and NN is shown in Fig. 6. In terms of training and prediction time, the regression models 
LR, DT and SVR show better results for all phases of the sheet metal bending cycle, i.e. bending, 
levelling movement, compared to more complex regression models such as GPR and NN. 

Examining the bending phase shown in Fig. 6(a), it is evident that LR, DT and SVR models ex-
hibit short training times below 5 s and short prediction times, which are less than 8.5 ms. The 
best training and prediction rate were achieved by the DT model with a training time of 3.8 s and 
a prediction time of 3.4 ms. In contrast, the training time of the GPR and NN models is 190.6 s 
and 183.7 s, which corresponds to a 50 times higher rate compared to the less complex DT mod-
el. In addition, the GPR model requires 59.9 ms to predict the response error of the hydraulic 
press in the bending phase, compared to the NN model prediction time of 3.9 ms. Overall, the 
prediction rate of the NN model is comparable to other low-complexity regression models, as 
evidenced by the test time of LR, DT and SVR of up to 8.4 ms. 
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Fig. 6 Regression model training and testing time comparison for: (a) bending phase, (b) levelling phase, 

             (c) movement phases 
 

In the case of the levelling phase shown in Fig. 6(b), the training rate for the LR, DT and SVR 
models is up to 437 times better than for the GPR and NN models. In addition, the training time 
of the DT model is solid at 0.8 s for the entire training dataset. The training time of the NN model 
is the longest at 350.3 s, but the prediction time is the shortest at 5.5 ms compared to the other 
models. In comparison, the SVR model requires 6 times more time to predict the outcome than 
the DT model. The GPR model has the highest prediction rate with a prediction time of 264.5 ms. 
Examining the movement phase shown in Fig. 6(c), the LR, DT and SVR models require a training 
time of up to 3 s, which is on average better than in the bending and levelling phase. However, 
the LR, DT and SVR models require higher prediction times on average compared to the bending 
and levelling phase. In the movement phase, datasets size is higher compared to the bending and 
levelling phase, but the required complexity of the regression model is lower. In addition, due to 
the larger datasets, the number of predictions is also higher, which leads to higher prediction 
times. In terms of prediction time, the NN model has the lowest prediction time of 29.7 ms. In 
addition, the GPR model requires the longest prediction time of 620.5 ms, which is 20 times 
higher compared to the NN model. 

4.4 A general framework for enhancing production systems using machine learning  

The study also aims to provide general guidelines for transforming of conventional production 
systems to a smart production system using ML techniques. The main steps from 1 to 4 can be 
used to define the most suitable machine learning strategy and approach for particular produc-
tion use case such as robotic assembly, CNC machining, etc. (Fig. 7).  
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Step 1: The effectiveness of these methods depends on the availability and quality of the data 
required for model training (Step 1, Data collection). Focusing on our use case, the results of the 
hydraulic press show the importance of tailored approaches to improve process control and the 
performance of the different data samples from production processes in terms of pattern, com-
plexity, presence of Gaussian noise, dimensionality and transition types. In general, the most 
important is to design experiments and data collection approaches, focusing on selecting appro-
priate sensors and determining their location to extract the relevant information from the real 
production system and ensure the validity of the information collected. The sensors serve as the 
primary data source for monitoring specific characteristics and requirements relevant to the 
research. Furthermore, in step 4, the input variables for ML modelling are determined, which 
influence the predictive accuracy of the outcome variables and summarize the specific charac-
teristics and requirements of the respective research.  

Step 2: Here, the data analysis is performed by visualizing the various conditions of the produc-
tion system under investigation. Learning and testing datasets should be extracted from differ-
ent condition scenarios at intervals to observe the most relevant sections of the measured data 
for predicting outcomes of ML model.  

Step 3: This step represents the signal pre-processing, which involves the condition recognition 
of production system. In the case of hydraulic presses condition recognition, the most important 
task is data pre-processing that involves bundling and scaling. In addition, when observing other 
production processes their characteristics are different, thereby other pre-processing methods, 
such as logarithmic transformation may be more appropriate to consider.  
Step 4: Finally, when selecting a machine learning strategy, different ML approaches should be 
tested to determine the most appropriate one for the application in terms of given criteria and 
objective function. For hydraulic presses, the edge computing decision-making algorithm inte-
grated into the control system is expected to be fast and accurate in order to improve the per-
formance of the hydraulic press in real-time. The prediction rate significantly impacts the ability 
of the hydraulic press control system to adjust responses autonomously, increasing production 
reliability and reducing product uncertainty. 
 

 
Fig. 7 Guidelines for accurate machine learning integration into production processes 

5. Conclusion 
This research addresses the trade-off between model complexity, prediction accuracy, and com-
putational efficiency. In real-time applications, rapid response times are crucial for effective re-
actions. Therefore, the efficiency of a decision-making system that reacts to recognised condi-
tions in the production processes depends on the prediction rate and the accuracy of the ML 
model. In addition, the adaptability of ML models to newly introduced conditions are deter-
mined by the learning rate. While more complex models such as GPR and NN deliver higher pre-
diction accuracy, the associated training and prediction times need to be carefully considered, 
especially in different phases of the sheet metal bending cycle i.e. forming, levelling and move-
ment. The varying performance of LR, DT, and SVR models showcases the importance of select-
ing models tailored to the specific requirements and constraints of the application. In conclu-
sion, the metric R2 yielded robust results in validation and test performance accuracy in each 
phase of the sheet metal bending cycle: bending 0.995, levelling 0.950, and movement 0.999. The 
findings suggest that more complex regression models exhibit superior performance, but they 
are associated with a higher training time, which is up to 437 times higher than for less complex 
models such as LR, DT and SVT. Notably, GPR requires even longer prediction times compared to 
other ML models. The difference in prediction time could be attributed to the explicit represen-
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tation and computational intricacies involved in GPR during predictions, whereas NN often ben-
efit from more implicit representations and parallelization, leading to faster predictions. Fur-
thermore, the memory requirement with models NN is much lower compared to GPR, as GPR 
needs to store information for the entire training dataset, including covariance matrices. Models 
LR, DT, and SVR can be treated as lower-performance models, however evidently need shorter 
training and prediction times for the given case study. Therefore, the optimal ML models for 
integration into the decision-making system are either the less complex LR model, offering high-
er training and prediction rate, or either more intricate NN, which requires a higher training 
rate. However, despite higher training rates, NN showcases superior prediction accuracy and 
prediction rate comparable to other less complex ML models. 

In summary, the design of the control system for the hydraulic press allows the consideration 
of predetermined operating conditions, however the occurrence of new conditions would re-
quire the optimization of machine learning hyperparameters. The methodology presented in this 
study provides a valuable reference point for the selection of modelling and solution methods 
suitable for the diagnosis of autonomous production process conditions. Given the complexity of 
production processes and the desired prediction results, an intelligent combination of different 
solution methods can effectively address these challenges. By applying multiple machine learn-
ing methods such as LR, GPR, NN and SVR, this study presents the most suitable approach that 
enables accurate and rapid prediction of hydraulic press response.  
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A B S T R A C T A R T I C L E   I N F O 
The accumulation of waste electrical and electronic equipment (WEEE) has 
become a critical global issue. E-commerce platforms offer new opportunities 
for WEEE recycling, making it a subject of interest for researchers. This study 
focuses on the E-commerce Closed-Loop Supply Chain (E-CLSC) WEEE recy-
cling system, led by remanufacturers, and develops a dual-sided evolutionary 
game model with remanufacturers and platforms as participants. The model 
considers the influence of factors such as green innovation, service level, 
recycling price, and government subsidies. A profit matrix is constructed to 
analyze the strategic choices of remanufacturers and platforms. Then, this 
paper conducts a simulation using MATLAB, obtaining data based on the sales 
and recycling prices of smartphones. Based on evolutionary numerical analy-
sis, the following findings were obtained: (1) Government subsidy policies are 
formulated based on the required investments for green innovation and ser-
vice levels, which differ at each stage. (2) The decision of whether remanufac-
turers engage in green innovation depends largely on the extent to which the 
technology can reduce remanufacturing costs. They are more inclined to 
choose green innovation if it can significantly lower costs. (3) Consumer sen-
sitivity to recycling prices also influences the strategic choices of remanufac-
turers. The more sensitive consumers are to prices, the more waste products 
remanufacturers can recycle, making green innovation more attractive. 
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1. Introduction
With the increasing accumulation of waste electrical and electronic equipment (WEEE), the 
global environment faces significant challenges [1-5]. According to the Global E-Waste Monitor 
2020 report [6], a staggering 53.6 million tons of e-waste was generated worldwide in 2019. 
China alone produced 10.1 million metric tons of WEEE, making it the largest generator of WEEE 
globally. The hazardous substances found in WEEE pose a significant environmental and public 
health threat [7-10], while the valuable resources contained within are often underutilized [11, 
12]. Consequently, the collection and recycling of WEEE have become a necessity and urgency 
[13]. 

Governments worldwide have responded to WEEE with corresponding legislation [14-16]. 
The Waste Electrical and Electronic Equipment (WEEE) Directive of the European Union [17], 
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Regulations on the Administration of the Recycling and Disposal of Waste Electrical Appliances 
and Electronic Products, and the Law of the People’s Republic of China on the Prevention and 
Control of Solid Waste Pollution [18] aim to reduce the environmental impact of WEEE by pro-
moting the recovery and reuse of valuable materials from discarded products. Additionally, 
many socially responsible enterprises have played a critical role in promoting the recycling and 
reuse of WEEE. For example, Apple has launched the “Apple Reuse and Recycling Program” [19]. 
Alibaba has launched the "credit recovery" program that encourages consumers to recycle their 
used products by providing credits redeemable for new products. 

Remanufacturing, an effective method of environmental protection, has gained attention from 
governments and enterprises worldwide. It involves the process of taking end-of-life products 
and restoring them to their original condition, thereby extending their lifespan and reducing the 
need for new products [20]. Environmental regulations and growing consumer consciousness 
have made remanufacturing an indispensable aspect for many manufacturers. Leading compa-
nies such as Apple, HP, Sony, Huawei, and Lenovo have started incorporating recycled compo-
nents into their production processes instead of relying solely on new raw materials. This shift 
towards remanufacturing is driven not only by environmental concerns but also by the signifi-
cant cost savings of up to 30-50 % that can be achieved [21]. 

However, the remanufacturing industry faces many challenges, such as the lack of a quality 
control system for remanufacturing, insufficient investment in technology research and devel-
opment, and low rates of remanufacturing for old parts. To support green technology innova-
tion, the U.S. government allocated $2.4 billion to electric vehicle companies [22]. The Chinese 
government has issued Implementation Plans to further improve the market-oriented green 
technology innovation system [23]. The rise of third-party online recycling platforms provides 
new opportunities for the development of reverse supply chains, which allows logistics, infor-
mation flow, and capital flow to be managed electronically. The development of Internet-based 
third-party network recycling platforms has created new opportunities for the reverse supply 
chain, enabling capital flow, information flow, and logistics to be managed electronically. This 
has led to the formation of an E-commerce closed-loop supply chain (E-CLSC) and provided a 
new channel for WEEE recycling [24-26]. 

The recycled WEEE through the E-CLSC is mainly due to product replacement and updates. 
However, for some consumers (such as mobile phones), these products still have residual and 
useful value. The platform provides recycling services and has strict recycling testing proce-
dures. After the recycling of WEEE, there are three directions for its reuse: reselling as second-
hand products, remanufacturing and dismantling for raw materials. 
Despite the scale effect and data advantage of platforms, little attention is paid to WEEE that 
require remanufacturing and disassembly and processing with lower profits. The available 
WEEE cannot flow smoothly to the remanufacturer for remanufacturing, resulting in instability 
for the entire E-CLSC dominated by the remanufacturer. Promoting technological innovation by 
remanufacturers and encouraging platforms to actively participate in the recycling of WEEE for 
remanufacturing are therefore crucial. It is worth exploring how to incentivize such innovation to 
ensure that these stakeholders play a more active role in WEEE recycling and remanufacturing. 

The main goal of this article is to construct an evolutionary game model consisting of re-
manufacturers and platforms to understand in detail the influencing factors and evolution pro-
cess of the E-CLSC system. Section 2 provides a comprehensive review of the relevant literature. 
Section 3 presents detailed descriptions of the model, including the assumptions made, and fo-
cuses on the construction of the evolutionary game model. Section 4 comprises a thorough nu-
merical analysis. Finally, in Section 5, we conclude our findings. 
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2. Literature review 
The literature review focuses on exploring the existing research on green innovation, govern-
ment subsidies, and the E-CLSC of recycling. We highlight how our research differs from previ-
ous studies and outline the specific contributions our work brings to the field. 

2.1 Green innovation and government subsidies 

Innovation refereed to changes in design/production/offering of products or services [27], in 
response to intense competition, companies worldwide have widely recognized technology in-
novation as an effective measure [28]. Green innovation could benefit remanufacturing because 
of products becoming more recyclable and easier to remanufacture [29]. In their study, Reimann 
et al. [30] adopted a game-theoretical framework to investigate how remanufacturing is inter-
connected with the possibility of decreasing variable remanufacturing costs through process 
innovation. Lee [31] examined a closed-loop supply chain (CLSC) comprising a manufacturer, a 
retailer, and a collector. The study highlights the necessity for all supply chain members to en-
gage in green innovation initiatives simultaneously in order to attain a mutually beneficial out-
come within the CLSC. In order to encourage enterprises to engage in green innovation, govern-
ments had adopted subsidies as a means to incentivize innovative behaviors.  

In traditional recycling systems, it has been widely acknowledged that government subsidies 
play a significant role in boosting the participation rate and enhancing the effectiveness of recy-
cling outcomes [32]. The research conducted by Wang et al. [33] indicated that the implementa-
tion of green insurance subsidies and government subsidies can serve as catalysts for driving 
innovation within enterprises. He et al. [21] examined the optimal channel structure, pricing 
decisions of manufacturers, and the government's optimal subsidy level across three different 
channel structures. In a similar vein, Liu et al. [34] investigated the impact of government subsi-
dies on the profits of supply chain members. Wan and Hong [35] also showed that government 
subsidies promote consumption and increase recycling, benefiting the entire recycling chain. 
According to Aldieri et al. [36], the implementation of a green innovation subsidy policy can as-
sist enterprises in adopting green technology and enhancing their employment levels. Huang et 
al. [37] examined the different modes of green credit, manufacturing subsidy, and sales subsidy 
in a supply chain involving a green manufacturer with limited capital. By conducting a sensitivity 
analysis on the green degree of recycled products, In the study conducted by Guo et al. [38], they 
provided empirical evidence that supports the adoption of a secondary subsidy strategy by the 
government for low-green products. This particular strategy was found to serve as an additional 
incentive for enterprises, effectively encouraging and promoting their endeavors in recycling 
and remanufacturing. According to Zhou et al. [39], the effectiveness of a subsidy greatly de-
pended on its amount. Therefore, in order to ensure successful implementation of policies, the 
government should establish a scientific and dynamic mechanism for adjusting the subsidy 
amount. The research of Bai et al. [40] aimed to examine the influence of government subsidies 
on various online channel strategies and how consumer preference for high-quality services 
factors into this equation. However, existing literature lacks analysis of participants’ decision-
making processes in an E-CLSC system. 

2.2 E-CLSC of recycling 

The internet economy has been highly successful in both the forward sales channels and the 
reverse channels for WEEE [41, 42]. The traditional recycling systems face issues such as a com-
plex chain, ambiguous procedures, and unpredictable costs, but the online recycling industry has 
made significant progress in addressing these concerns [43].  

Various studies have been conducted on the E-CLSC of recycling, focusing on several aspects. 
Firstly, in terms of recycling channel selection, Feng et al. [44] identified four recycling modes 
and found that the dual-channel approach, combining online and offline channels, outperforms 
single-channel approaches. Li et al. [45] conducted a comparative analysis of online recycling, 
offline recycling, and mixed recycling models, highlighting the advantages for remanufacturers 
in online recycling but potential drawbacks for recyclers. Wang et al. [46] compared different 
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decisions in the forward and reverse channels, including wholesale vs. direct sales and entrusted 
recycling vs. direct recycling. Secondly, regarding sales mode selection, Jia and Li [47] proposed 
that e-retailers should focus on selling new products, while online platforms should prioritize 
remanufactured products. Zhang and Hou [48] discovered that when online retailers own their 
brands, the preferred sales mode of manufacturers and e-retailers tends to be opposite, even 
with asymmetric cost information. Lastly, studies on recycling prices have also been conducted. 
Matsui [49] examined the timing issue of recycling prices in both online and offline dual chan-
nels. The research indicated that offline recycling price should have an advantage over online 
recycling price at the time of establishment. However, these studies have often neglected the 
impact of the platform's recycling service level, which plays a significant role in determining the 
amount of WEEE that can be recycled. 

Although extensive research has been conducted on the E-CLSC, there has been limited focus 
on the dynamic evolution of strategy selection between remanufacturers and platforms in the 
recycling of WEEE. As a result, we propose the assumption of bounded rationality among re-
manufacturers and platforms and aim to examine the significant role of government subsidies 
policy in guiding WEEE recycling practices. This study aims to fill the gap in the existing litera-
ture by shedding light on the dynamics of strategy selection and the impact of government inter-
ventions in the context of WEEE recycling. 

3. Construction of the evolutionary game model 
This study investigates a closed-loop e-commerce recycling supply chain, predominantly led by 
remanufacturers. The remanufacturers collaborate with e-commerce recycling platforms to re-
trieve discarded products. Consumers, after browsing the recycling information on the platform, 
provide relevant information about their discarded products. The platform evaluates the value 
of the discarded products and provides feedback to the consumers. Consumers have the option 
to either ship the products or opting for doorstep pickup services. The platform delivers the 
quality-checked waste products to the remanufacturers, who then engage in remanufacturing 
and sales activities. The remanufacturers reduce remanufacturing costs through green innova-
tions while also minimizing environmental pollution. The E-CLSC structure in which the re-
manufacturer is dominate of this study is illustrated in Fig. 1. 
 

 
Fig. 1 Structure of E-CLSC model is led by remanufacturer 

3.1 Assumptions and notations 

To meet the requirements of the evolutionary game theory and our research problems, we make 
the following assumptions about the model we have constructed in this study. The definitions 
and explanations of the relevant parameters are presented in Table 1. 

Assumption 1. In our model, we incorporate the notion of bounded rationality, assuming that 
each player has limited rationality. Due to information asymmetry, remanufacturer and platform 
cannot accurately determine the recycling decisions for WEEE that would maximize their indi-
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vidual interests. Instead, they possess learning and imitating abilities, allowing them to adapt 
their strategies based on past experiences and observations. 

Assumption 2. This paper constructs an evolutionary game model containing two players: re-
manufacturer and platform. The remanufacturer makes a strategic choice between two options: 
Green Innovation (GI) and No Green Innovation (NGI), with respective probabilities of 𝑥𝑥 and 1 −
𝑥𝑥. Similarly, the platform selects between two strategies: Actively Participate (AP) and Inactively 
Participate (IP), with probabilities of 𝑦𝑦 and 1 − 𝑦𝑦. 

Assumption 3. In the case where the remanufacturer opts for the No Green Innovation (NGI) 
strategy, we denote the remanufacturing cost as c. However, it is worth noting that green inno-
vation undertaken by the remanufacturer has been shown to effectively decrease the production 
cost of remanufactured products [29]. The remanufactured cost When the remanufacturer 
chooses Green Innovation (GI) strategy is 𝑐𝑐1 = (𝑐𝑐 − 𝑟𝑟𝑟𝑟), e denotes green innovation effort level, 
𝑟𝑟 is the marginal effect of green innovation effort on remanufactured products’ production cost. 
When remanufacturer chooses the GI strategy, an additional cost in green innovation is re-
quired. Based on literatures [50-52], the cost can be defined as K = 1/2me2. m is the cost sensi-
tivity of green innovation effort level. 

Assumption 4. The quantity of WEEE recycled is influenced by the recycling price and the recy-
cling service level. Following the assumptions made by Giovanni and Zaccour [53], we assume 
that the function describing the recycling quantity q, can be expressed as 𝑞𝑞 = 𝛽𝛽𝑝𝑝𝑐𝑐 + 𝜃𝜃𝜃𝜃. 

Assumption 5. The higher the level of service provided by a platform, the higher the cost in-
volved. Assuming the platform chooses to actively participate in recycling, the additional cost 
required is represented by L=1/2ns2 [54]. n is the cost sensitivity of service level. 

Table 1 Summary of parameters 
Symbol Description 

𝑝𝑝 The selling price of the remanufactured product 
𝑝𝑝𝑐𝑐 The recycling price of a unit of WEEE. Decision variable 
𝜇𝜇 The unit commission charged by platform to remanufacturer 
𝑟𝑟 The marginal effect of green innovation effort on remanufactured cost 
𝑐𝑐 Unit reproduced costs when green innovations are not implemented 
𝑒𝑒 The level of green innovation of the remanufacturer, 𝑒𝑒 > 0, Exogenous variables 
𝛽𝛽 Sensitivity of consumer recycling price 
𝜃𝜃 Sensitivity of consumer recycling service levels. 
𝑠𝑠 The level of recycling service 
𝑑𝑑 The inherent subsidy provided by the government to platforms on a per-unit 
𝑓𝑓 The inherent subsidy provided by the government to remanufacturer on a per-unit 
𝑚𝑚 Cost sensitivity of green innovation effort level 
n Cost sensitivity of service level 
g Government subsidies for green innovation in remanufacturers  
w Government subsidies for platforms to improve their service levels 
πri Profits of remanufacturer 
πpi Profits of platform. 𝑖𝑖 = 1,2,3,4: four strategies used by the remanufacturer and the platform 

 
3.2 Model construction 

By considering various combinations of strategies between the remanufacturer and the plat-
form, we have determined the benefits matrix, as illustrated in Table 2. 

(1) Strategy combination 1: (GI, AP) 

In this scenario, remanufacturer chooses to engage in green innovation, while platform opts to 
actively participate in recycling. The profit functions of the remanufacturer and the platform can 
be formulated as follows: 
 

𝜋𝜋𝑟𝑟1 = (𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓 − 𝑝𝑝𝑐𝑐)𝑞𝑞 − (1 − 𝑔𝑔)𝐾𝐾 (1) 
 

𝜋𝜋𝑝𝑝1 = (𝜇𝜇 + 𝑑𝑑)𝑞𝑞 − (1 −𝑤𝑤)𝐿𝐿 (2) 
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We thus derive: 
 

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧𝑝𝑝𝑐𝑐1 =

𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓) − 𝜃𝜃𝜃𝜃
2𝛽𝛽

                                       

𝑞𝑞1 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃

2
                                         

𝜋𝜋𝑟𝑟1 =
[𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃]2

4𝛽𝛽
− (1 − 𝑔𝑔)𝐾𝐾          

𝜋𝜋𝑝𝑝1 = (𝜇𝜇 + 𝑑𝑑)
𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃

2
− (1 −𝑤𝑤)𝐿𝐿

 (3) 

(2) Strategy combination 2: (GI, IP) 

In this scenario, remanufacturer chooses to engage in green innovation, while platform opts to 
inactively participate in recycling. At this point, the platform does not need to pay more for ser-
vice levels, for ease of calculation, we let 𝑠𝑠 = 0,𝑤𝑤 = 0. We thus derive: 
 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧𝑝𝑝𝑐𝑐2 =

𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓
2

                                

𝑞𝑞2 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓)

2
                           

𝜋𝜋𝑟𝑟2 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓)2

4
− (1 − 𝑔𝑔)𝐾𝐾

𝜋𝜋𝑝𝑝2 = (𝜇𝜇 + 𝑑𝑑)
𝛽𝛽(𝑝𝑝 − 𝑐𝑐1 − 𝜇𝜇 + 𝑓𝑓)

2
         

 (4) 

(3) Strategy combination 3: (NGI, AP) 

In this scenario, remanufacturer makes no effort with regard to green innovation, while platform 
opts to actively participate in recycling. At this point, the remanufacturer does not need to pay 
more for green innovation, for ease of calculation, let 𝑒𝑒 = 0, 𝑔𝑔 = 0. We can obtain:  

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧𝑝𝑝𝑐𝑐3 =

𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓) − 𝜃𝜃𝜃𝜃
2𝛽𝛽

                                        

𝑞𝑞3 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃

2
                                          

𝜋𝜋𝑟𝑟3 =
[𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃]2

4𝛽𝛽
                                  

𝜋𝜋𝑝𝑝3 = (𝜇𝜇 + 𝑑𝑑)
𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓) + 𝜃𝜃𝜃𝜃

2
− (1 −𝑤𝑤)𝐿𝐿

 (5) 

(4) Strategy combination 4: (NGI, IP) 

In this scenario, remanufacturer makes no effort with regard to green innovation, and platform 
opts to inactively participate in recycling. We can get: 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧𝑝𝑝𝑐𝑐4 =

𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓
2

                       

𝑞𝑞4 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓)

2
                  

𝜋𝜋𝑟𝑟4 =
𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓)2

4
             

𝜋𝜋𝑝𝑝4 = (𝜇𝜇 + 𝑑𝑑)
𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓)

2

 (6) 

Then, the benefit matrix can be obtained in Table 2. 
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Table 2 Benefit matrix of remanufacturer and platform 
  Platform 
  AP(𝑦𝑦) IP(1 − 𝑦𝑦) 

Remanufacturer GI(𝑥𝑥) (𝜋𝜋𝑟𝑟1,𝜋𝜋𝑝𝑝1) (𝜋𝜋𝑟𝑟2,𝜋𝜋𝑝𝑝2) 
NGI(1 − 𝑥𝑥) (𝜋𝜋𝑟𝑟3,𝜋𝜋𝑝𝑝3) (𝜋𝜋𝑟𝑟4,𝜋𝜋𝑝𝑝4) 

 
Because 𝑞𝑞𝑖𝑖 > 0,∀𝑖𝑖, we can obtain 𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇 + 𝑓𝑓 > 0, 𝜋𝜋𝑟𝑟1 > 𝜋𝜋𝑟𝑟2,𝜋𝜋𝑟𝑟3 > 𝜋𝜋𝑟𝑟4, 𝜋𝜋𝑝𝑝1 > 𝜋𝜋𝑝𝑝3,𝜋𝜋𝑝𝑝2 >

𝜋𝜋𝑝𝑝4. 
 

3.3 Evolutionary process 

Combined with the benefit matrix in Table 2, the expected benefits for remanufacturer to adopt 
the GI strategy are 
 

𝑈𝑈11 = 𝑦𝑦𝜋𝜋𝑟𝑟1 + (1 − 𝑦𝑦)𝜋𝜋𝑟𝑟2 (7) 
 

The expected benefits for remanufacturer to adopt the NGI strategy are 
 

𝑈𝑈12 = 𝑦𝑦𝜋𝜋𝑟𝑟3 + (1 − 𝑦𝑦)𝜋𝜋𝑟𝑟4 (8) 
 

Average expected benefits of remanufacturer are 
 

𝑈𝑈1 = 𝑥𝑥𝑈𝑈11 + (1 − 𝑥𝑥)𝑈𝑈12 (9) 
 

The expected benefits for platform to adopt the AP strategy are 
 

𝑈𝑈21 = 𝑥𝑥𝜋𝜋𝑝𝑝1 + (1 − 𝑥𝑥)𝜋𝜋𝑝𝑝3 (10) 
 

The expected benefits for platform to adopt the IP strategy are 
 

𝑈𝑈22 = 𝑥𝑥𝜋𝜋𝑝𝑝2 + (1 − 𝑥𝑥)𝜋𝜋𝑝𝑝4 (11) 
 

Average expected benefits of platform are  
 

𝑈𝑈2 = 𝑦𝑦𝑈𝑈21 + (1 − 𝑦𝑦)𝑈𝑈22 (12) 
 

Hence, we can derive the replicated dynamic equations for the remanufacturer and the plat-
form as follows: 
 

�
𝐹𝐹(𝑥𝑥) =

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑥𝑥�𝑈𝑈11 − 𝑈𝑈1� = 𝑥𝑥(1 − 𝑥𝑥)[𝑦𝑦(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3) + (1 − 𝑦𝑦)(𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4)] 

𝐻𝐻(𝑦𝑦) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑦𝑦(𝑈𝑈21 − 𝑈𝑈2) = 𝑦𝑦(1 − 𝑦𝑦)[𝑥𝑥(𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2) + (1 − 𝑥𝑥)(𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4)]
 (13) 

 

The dynamic system replication equation (13) describes the evolution of the remanufacturer 
and e-commerce platform selection strategy system, according to the principle of differential 
equation stability, when the replication dynamic equation on both sides of the game is equal to 
zero, the system tends to a steady state. Let 𝐹𝐹(𝑥𝑥) = 0, 𝐻𝐻(𝑦𝑦) = 0, because 𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2 − 𝜋𝜋𝑝𝑝3 +
𝜋𝜋𝑝𝑝4 = 0, we can obtain four evolutionary equilibria (𝐸𝐸𝐸𝐸), which are (0,0), (0,1), (1,0), (1,1). 

3.4 Evolutionary equilibrium stability analysis 

Based on the work of Friedman [55], we can determine the stability of equilibrium points by 
utilizing the Jacobian matrix of the dynamic system. The Jacobian matrix 𝐽𝐽 is as follows: 
 

𝐽𝐽 =

⎣
⎢
⎢
⎢
⎡
𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕 ⎦

⎥
⎥
⎥
⎤

= �
𝑗𝑗11 𝑗𝑗12
𝑗𝑗21 𝑗𝑗22

� 

 
where,  
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𝑗𝑗11 = (1 − 2𝑥𝑥)[𝑦𝑦(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3) + (1 − 𝑦𝑦)(𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4)] 
𝑗𝑗12 = 𝑥𝑥(1 − 𝑥𝑥)(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3 − 𝜋𝜋𝑟𝑟2 + 𝜋𝜋𝑟𝑟4) 
𝑗𝑗21 = 𝑦𝑦(1 − 𝑦𝑦)�𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2 − 𝜋𝜋𝑝𝑝3 + 𝜋𝜋𝑝𝑝4� 

𝑗𝑗22 = (1 − 2𝑦𝑦)[𝑥𝑥(𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2) + (1 − 𝑥𝑥)(𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4)] 
 

To evaluate the stability of each equilibrium point, we can calculate the determinant and 
trace of matrix J. The stability of an equilibrium point is determined based on the signs of its 
determinant and trace. In particular, if the determinant is positive and the trace is negative, the 
equilibrium point demonstrates local stability. This signifies that the equilibrium point repre-
sents an evolutionary stable strategy (ESS). 

According to the method of local stability analysis of Jacobian matrix, stability analysis was 
performed on four equilibrium points. Through calculation, the det𝐽𝐽 and 𝑡𝑡𝑡𝑡𝑡𝑡 corresponding to 
the four replication dynamic equilibrium points can be obtained, and the local asymptotic stabil-
ity analysis results are obtained according to the results of det𝐽𝐽 and 𝑡𝑡𝑡𝑡𝑡𝑡, the replication dynamic 
mechanism to find the system evolution stability strategy conditions, as depicted in Table 3. 

 

Table 3 detJ and trJ of four equilibrium points 
EE det𝐽𝐽 𝑡𝑡𝑡𝑡𝑡𝑡 

(1,1) (𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3)(𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2) −(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3) − (𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2) 
(1,0) −(𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4)(𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) −(𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4) + (𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) 
(0,1) −(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3)(𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) (𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3) − (𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) 
(0,0) (𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4)(𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) (𝜋𝜋𝑟𝑟2 − 𝜋𝜋𝑟𝑟4) + (𝜋𝜋𝑝𝑝3 − 𝜋𝜋𝑝𝑝4) 
 
For equilibrium points where the determinant (det 𝐽𝐽) of the Jacobian matrix is greater than 0 

and the trace (𝑡𝑡𝑡𝑡𝑡𝑡) is less than 0, we classify them as partial equilibrium stability points. Due to 
the constraints of length, it is unnecessary to analyze all Evolutionary Stable Strategies (ESSs). In 
the context of this study on the manufacturer-led E-CLSC system, our main focus is on how to 
promote green innovation in remanufacturing and encourage e-commerce platforms to actively 
participate in WEEE recycling through government subsidies. In other words, our focus is on 
how to adjust subsidy policies in order to encourage remanufacturers and platforms to lean to-
wards choosing the combined strategy (GI, AP). Therefore, we will focus on discussing how to 
make the stable points of the system tend towards (1,1). 

When (1,1) is the partial equilibrium stability point, we can obtain that (𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3)(𝜋𝜋𝑝𝑝1 −
𝜋𝜋𝑝𝑝2) > 0 and −(𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3)− (𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2) < 0. According to the two conditions, we can derive 
that 𝜋𝜋𝑟𝑟1 − 𝜋𝜋𝑟𝑟3 > 0 and 𝜋𝜋𝑝𝑝1 − 𝜋𝜋𝑝𝑝2 > 0.  

Combined with Equations (1)-(6), it is obtained 
 

⎩
⎨

⎧𝑓𝑓 >
2𝑚𝑚𝑚𝑚(1 − 𝑔𝑔) − 2𝑟𝑟𝑟𝑟𝑟𝑟 − 𝛽𝛽𝑟𝑟2𝑒𝑒 − 2𝛽𝛽𝛽𝛽(𝑝𝑝 − 𝑐𝑐 − 𝜇𝜇)

2𝛽𝛽𝛽𝛽

𝑑𝑑 >
𝑛𝑛𝑛𝑛(1 −𝑤𝑤) − 𝜃𝜃𝜃𝜃

𝜃𝜃
                                                         

 (14) 

4. Simulation 
In this section, we utilize MATLAB R2016a software to perform a numerical study that aims to 
validate the evolutionary game model and investigate the modifications in the behavioral strate-
gies of the remanufacturer and the platform through sensitivity analysis of the model parame-
ters. The parameter values used in the study are predominantly based on the sales price of 
Huawei smartphones in China in 2021. It is noted that Huawei sold smartphones at an average 
price of 4 thousand yuan per unit during that year. The manufacturing cost accounts for approx-
imately 50 %, which is around 2 thousand yuan/unit. We assume the commission paid to plat-
form is 0.1 per unit, and the green innovation effort level and service effort level are both 0.1. 
According to the "Several Measures of Beijing Municipality on Further Improving the Market-
oriented Green Technology Innovation System" issued by the Beijing Municipal Development 
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and Reform Commission, the proportion of government subsidies for enterprise technological 
innovation generally does not exceed 30 % of the total investment [56], i.e. 𝑔𝑔 = 0.3, 𝑤𝑤 = 0.3. 

(1) The influence of green innovation on cost sensitivity 

Through the above analysis, the parameters in this situation are set as follows: 𝑝𝑝 = 4, 𝑐𝑐 = 2, 𝜇𝜇 =
0.5, 𝑒𝑒 = 0.1, 𝑠𝑠 = 0.1, 𝑟𝑟 = 10, 𝛽𝛽 = 0.8, 𝜃𝜃 = 0.8, 𝑓𝑓 = 0.5, 𝑛𝑛 = 8, 𝑔𝑔 = 0.3, 𝑤𝑤 = 0.3, 𝑑𝑑 = 0.1. From Fig. 
2, we can see that the choice of green innovation by remanufacturers varies with changes in the 
investment cost of green innovation. According to the theory of industrial life cycle [57], China's 
WEEE recycling industry can be classified into three distinct stages: the initial stage, intermedi-
ate stage, and mature stage. Each stage represents a different phase of development and pro-
gress in the WEEE recycling industry in China [18]. Similarly, the development of green innova-
tion for remanufacturers can also be divided into three stages. In the early stage of green innova-
tion, technology is in its infancy and requires significant investment in laboratory construction 
and recruitment of personnel. The level of investment required to improve the unit's green in-
novation efforts is substantial, denoted as 𝑚𝑚 = 300 million. In the intermediate stage of green 
innovation, where the initial infrastructure is already established (𝑚𝑚 = 200 million), and in the 
mature stage of green technological innovation, where the innovation foundation and environ-
ment are well-developed (𝑚𝑚 =100 million), the required investment for green technology inno-
vation decreases. Fig. 2 illustrates that the government's subsidy ratio for green innovation by 
remanufacturers remains consistent at 0.5 across these three stages. However, the choices made 
by remanufacturers differ, reflecting the current attitude of Chinese enterprises towards green 
technology innovation. It is observed that most companies tend to adopt green innovation tech-
nologies into product production when they have already gained market presence and reached a 
mature stage. 
 

 
Fig. 2 The influence of green innovation on cost sensitivity 

 

 
Fig. 3 Green innovation on remanufactured cost sensitivity 
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(2) The influence of green innovation on remanufactured cost sensitivity  

Keeping other parameters unchanged, let's consider the case where 𝑚𝑚 = 200 and examine the 
impact of the degree of cost reduction resulting from green innovation on the decision-making of 
remanufacturers. By setting r to values of 5, 10, and 15, we can observe Fig. 3. In this scenario, 
remanufacturers evaluate the adoption of green innovation based on its potential to reduce pro-
duction costs per unit. With a fixed coefficient for the cost of investing in green innovation, they 
assess whether the implementation of green innovation can effectively lower their overall re-
manufactured costs. The higher the cost reduction achieved per unit of green innovation effort, 
the more likely remanufacturers are to choose green innovation. 

(3) The influence of government subsidies 

Keeping other parameters unchanged, let 𝑚𝑚 = 200 and substitute the respective parameters 
into equation (14). We can calculate that when 𝑓𝑓 > 0.4 and 𝑑𝑑 > 0.2, which means the govern-
ment provides a production subsidy of 0.4 units for each green innovation product, and the plat-
form also receives a recycling subsidy of 0.2 units for each product recycled, the system's stable 
point will tend toward (1, 1). As shown in Fig. 4(a), during the intermediate stage of technologi-
cal innovation, when f takes a value of 0.4, over time, remanufacturers will ultimately lean to-
wards choosing NGI (Non-Green Innovation). However, when 𝑓𝑓 takes a value of 0.5, although the 
curve is relatively flat, with the passage of time, remanufacturers will still choose GI (Green In-
novation) after a longer period. Once a technology enters the mature stage (𝑚𝑚 = 100), where 
the required cost for each unit of green innovation significantly decreases, as depicted in Fig. 
4(a), even if the government no longer provides production subsidies, the remanufacturers' GI 
selection curve will quickly converge to 1. 
 

  
(a) Remanufacturer (b) Platform 

Fig. 4 The influence of government subsidies on remanufacturer and platform selection 

Similarly, for the platform, as shown in Fig. 4(b), during the initial stage of product recycling, 
there is a need for increased investment to enhance the service level (𝑛𝑛 = 8). When d takes a 
value of 0.1, over time, the platform will ultimately lean towards choosing the IP (Inactively Par-
ticipate) strategy. However, when d takes a value of 0.3, after a longer period, the platform will 
eventually choose the AP (Actively Participate) strategy. Once the platform's recycling approach 
becomes well-established among consumers, reaching the mature stage of platform recycling 
(𝑛𝑛 = 2), the platform no longer requires substantial investment to attract consumers to choose 
the e-commerce platform for recycling. At this stage, even if the government no longer provides 
recycling subsidies (𝑑𝑑 = 0), the platform will actively participate in the platform recycling model. 

Similarly to the previous discussion, we can also discuss the government's subsidies for tech-
nological innovation and platform services. As shown in the Fig. 5, during the early to mid-term 
of technological investment (𝑚𝑚 =  200), when 𝑔𝑔 =  0.3, remanufacturers will choose the GI 
strategy. However, if the government reduces subsidies for technological investment, i.e., 𝑔𝑔 =
 0.2, remanufacturers will opt for the NGI strategy. As technology continues to mature (𝑚𝑚 =
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 150), despite the decrease in technological investment subsidies (𝑔𝑔 =  0.2), remanufacturers 
will still choose the GI strategy. The same logic applies to the platform's strategy selection. 
 

  
Fig. 5 The influence of government technology subsidy ratio 

 

 
Fig. 6 The influence of recycling price coefficient 

 

(4) The influence of recycling price coefficient 

Keeping other parameters unchanged, let 𝑚𝑚 = 200, 𝑛𝑛 = 8, 𝑟𝑟 = 10, 𝑓𝑓 = 0.5. By setting different 
values for 𝑘𝑘, namely 0.2, 0.4, 0.6, and 0.8, we can obtain Fig. 6. From Fig. 5, it can be observed 
that the recycling price coefficient significantly influences the decisions of remanufacturers. As 
the value of k increases, the remanufacturers' choices shift from NGI to GI. Moreover, as the val-
ue of 𝑘𝑘 becomes larger, the probability curve of remanufacturers choosing the GI strategy con-
verges at a faster rate. 

5. Conclusion 
This study focuses on the research of the E-CLSC WEEE recycling system, with remanufacturers 
as the main actors. This study adopts an evolutionary game approach to analyze the decision-
making processes of remanufacturers with regards to green innovation and the platform's selec-
tion of actively participating in recycling. By employing evolutionary stability strategies and sta-
ble conditions, we derive the profit matrix and evolution path for both sides. Furthermore, we 
provide a concise and detailed analysis of how the main parameters affect these decisions. Over-
all, this research sheds light on the dynamics of decision-making in the context of green innova-
tion and active recycling within an evolutionary game framework. In the model developed in this 
study, we consider the impact of green innovation on remanufactured costs. This allows us to 
analyze how the adoption of green innovation affects the overall costs involved in the remanu-
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facturing process. Additionally, the remanufacturers' fixed capital investment in green innova-
tion is considered. Furthermore, based on the practical application of recycling on e-commerce 
platforms, the price of recycling and the platform's service level are factors that affect the quan-
tity of recycling. This study introduces a functional relationship between the quantity of recy-
cling, price, and service level. Building upon these conditions, the study further investigates how 
government subsidies will impact the strategic choices of both decision-making parties. Based 
on the findings of the research analysis, the following management suggestions are derived: 

• Both the development of green innovation and platform recycling models can be 
categorized into three distinct stages. In the initial stage, significant capital investment is 
required for the development of both green innovation and platform recycling models. 
During this stage, the government needs to provide substantial subsidies to 
remanufacturers for unit product remanufacturing and green innovation investments. 
Only then will remanufacturers choose to adopt green innovation (GI). Similarly, in the 
initial stage of the platform recycling model, the platform needs to invest a considerable 
amount of funds in promotion, channel development, etc. Without sufficient government 
subsidies, the platform is often reluctant to actively participate (AP) in recycling. However, 
in the mature stage, green innovation has already established a certain technological 
foundation, and the required investments in green innovation and platform services have 
significantly decreased. During this stage, even without government subsidies, 
remanufacturers will choose green innovation (GI), and the platform will actively engage 
in recycling. Therefore, when formulating green innovation subsidy policies, the 
government needs to consider the current innovation environment, innovation 
foundation, and adjust subsidy policies accordingly during different stages of 
development. 

• The degree to which green innovation technology reduces remanufacturing costs is a 
crucial factor in the decision-making process of remanufacturers regarding whether to 
adopt green innovation. If the green innovation technology offers only minimal reduction 
in remanufacturing costs, regardless of the amount of investment required, 
remanufacturers will not choose the green innovation strategy. 

• The sensitivity of consumers to recycling prices has a significant impact on the strategy 
choices of remanufacturers in an E-CLSC system. When consumers have a low sensitivity 
to recycling prices, a majority of them may choose to discard or keep their used products 
rather than sell them to the platform. As a consequence, this could lead to a relatively low 
volume of waste products being recycled within the system, which in turn may limit the 
profitability of remanufacturers from reselling these products. In this situation, 
remanufacturers are unlikely to choose green innovation. However, when consumers have 
a higher sensitivity to recycling prices, it indicates that they are attracted by the prices 
offered for their used products and are willing to sell them. This results in a larger 
quantity of waste products being collected by remanufacturers, who can then profit from 
selling them after undergoing remanufacturing. In this scenario, remanufacturers are 
more likely to choose green innovation. 

• The model proposed in this paper can be applied to various scenarios in different 
countries and regions. However, the levels of government subsidies, technological 
development, product sales prices, and recycling prices may vary among different 
countries and regions. Therefore, the analysis results will also vary with changes in these 
parameters. 

• It is important to acknowledge certain limitations in our study. Firstly, we did not consider 
the influence and role of other stakeholders within the closed-loop supply chain on the 
governance mechanism. For instance, consumer environmental awareness can greatly 
influence the amount of WEEE recycled, thereby influencing the strategies pursued by 
remanufacturers. Secondly, this paper focused solely on government subsidies as a 
variable to examine the decision-making mechanism of remanufacturers and platforms, 
without considering the government as an active participant in the system. Thirdly, we did 
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not consider the impact of development level on the government subsidy intensity. 
Therefore, future research should aim to develop new approaches that encompass the 
remanufacturer, platform, and consumer within a comprehensive framework. 
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A B S T R A C T A R T I C L E   I N F O 
Fused deposition modelling (FDM) is one of the mostly used additive technol-
ogies, due to its ability to produce complex parts with good mechanical prop-
erties. The selection of FDM process parameters is crucial to achieve good 
mechanical properties of the manufactured parts. Therefore, in this paper, a 
hybrid multi-criteria decision-making (MCDM) approach based on Preference 
Selection Index (PSI) and Technique for Order of Preference by Similarity to 
Ideal Solution (TOPSIS) is proposed for the selection of optimal process pa-
rameters in FDM printing of polylactic acid (PLA) parts. Printing temperature, 
layer thickness and raster angle were considered as input process parame-
ters. In order to prove the effectiveness of the proposed hybrid PSI – TOPSIS 
method, the obtained results were compared with the results obtained with 
different MCDM methods. The obtained best option of process parameters 
was confirmed by other MCDM methods. The optimal combination of process 
parameters to achieve the maximal flexural strength, maximal flexural modu-
lus and maximal compressive strength is selected using the hybrid PSI-TOPSIS 
method. The results show that the hybrid PSI-TOPSIS approach could be used 
for optimisation process parameters for any machining process. 
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1. Introduction
Additive manufacturing (AM) represents a way of production that is based on making products 
by adding materials “layer by layer” This method of production was initially used only for the 
rapid prototyping (RP), but today additive technologies are also used for the production of high-
ly functional products in small quantities. This principle of making parts remains the same re-
gardless of the degree of geometric complexity of the part, which is the main advantage of this 
technology.  

According to the physics of the process and material type a large number of different additive 
manufacturing processes have been developed. Some of the most commonly used procedures 
are: fused deposition modelling (FDM), stereolithography (SLA), Ink jet modelling, selective la-
ser sintering (SLS), etc. The FDM process is used for prototyping and production of fully func-
tional parts for engineering applications. Some of most commonly used material for FDM pro-
cess are: Polylactic-Acid (PLA), Polyethylene-Terephthalate (PET), Acrylonitrile Butadiene-
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Styrene (ABS), propylene (PP), Polyamide (PA), and Thermoplastic-Polyurethane (TPU) [1,2]. 
Quality and mechanical properties of FDM produced parts are key factors for their use in indus-
trial applications. In order to achieve the appropriate quality and mechanical properties of parts 
made in this way, it is necessary to carefully design the FDM process in terms of the correct se-
lection of input parameters. Due to the large number of input and output parameters, it is often 
necessary to solve complex optimization problems. In order to solve such problems and avoid 
the need to perform a large number of experiments, a systematic approach to the experiment 
plan and the application of various methods of multi-criteria optimization are used. Some of the 
most commonly used methods for experiment design, modelling and optimization of process 
parameters of the FDM technology are: Taguchi Method [3], Grey Relational Analysis (GRA) [4], 
Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) [5], Response Surface 
Methodology (RSM) [6], Genetic Algorithm (GA) [7], Artificial Neural Network (ANN) [6], and 
Adaptive Neuro Fuzzy Interface System (ANFIS) [8]. Many researchers have analysed the possi-
bility of applying these methods to optimize the various output parameters of the FDM process.  

In study [9], the authors optimized three input parameters, infill density, printing speed and 
printing temperature, to achieve the maximum tensile strength of samples made of PLA materi-
al. For optimisation these process parameters were used hybrid optimization techniques, genet-
ic algorithm-artificial neural network, genetic algorithm-response surface methodology and ge-
netic algorithm-adaptive neuro fuzzy interface system. It is shown that such hybrid models 
could be used for optimisation any other process parameters for any industrial application prob-
lems. Rajamani et al. [5] were used hybrid approach through RSM-TOPSIS method. This ap-
proach was used for improving surface quality of micro sized near-net-shaped components for 
end use applications using FDM additive manufacturing techniques. Production of test speci-
mens was carried out according to the previously defined Box-Behnken experimental design. 
For input parameters were selected: layer thickness, part orientation, raster width and raster 
angle. The optimal FDM parameters for improved surface quality attributes were determined 
using TOPSIS method. This method proved to be a useful tool for finding optimal FDM process 
parameters for fabricating the components of a flapping wing micro mechanism. Also, the TOP-
SIS method proved to be useful in the selection of optimal process parameters in two-point in-
cremental forming process [10], as well as for optimization of cutting parameters in turning pro-
cess [11], and thanks to the proposed Fuzzy-TOPSIS approach [12], managers of manufacturing 
companies can access and monitor the maintenance sustainability level integrated with the in-
dustry 4.0 technologies. The RSM method is a combination of statistical and mathematical meth-
ods that is very useful for modelling and optimizing engineering scientific problems, which gives 
very low standard errors to experimental verification. Srinivasan et al. [13] used the RSM meth-
od based on central composite design to predict of tensile strength in FDM printed ABS parts. In 
paper [6] was successfully applied RSM and ANN to investigate the effect of the layer thickness, 
printing speed, raster angle and wall thickness on the tensile strength of test specimens printed 
with a short carbon fibre reinforced polyamide composite.  

Taguchi-Grey relational analysis was used in the study [14] to optimize input parameters and 
improve selected output mechanical characteristics. This study is designed to capture the said 
gap in the literature with focus on cell geometry, nozzle diameter and strain rate by using the 
Taguchi design of experimentation and Grey Relational Analysis. It is shown that the GRA meth-
od significantly simplifies complex optimization problems in FDM process parameters optimiza-
tion. Taguchi method is very useful in the experimental plan phase, and it can be used separately 
[15] or with other methods for multi-criteria optimization [14] [16]. Chohan et al. [16] were 
using Taguchi-TOPSIS based optimization of FDM process parameters for manufacturing ABS 
plastics parts. The results were shown that using the TOPSIS method, optimal parameters can be 
determined in order to improve the surface-quality of FDM parts which can be utilized for end-
use products and for rapid tooling applications. 

In addition to the mentioned methods, there is also the Preference Selection Index (PSI) 
method that can be used to solve multi-criteria optimization problems. The possibility of apply-
ing the PSI method for the selection of optimal FDM process parameters was investigated [17]. It 
is found that the PSI method is very simple to understand and easy to implement. The advantage 
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of the PSI method is that there is no need to calculate the relative weight of outputs. However, 
some authors [18] have observed that this method is not useful when several alternatives have 
criteria values that are very close to those are preferred. A hybrid TOPSIS-PSI method for selec-
tion material in marine applications was presented in study [19], the entropy method has been 
used to determine the weights of the selected criteria. 

In this paper, a hybrid method that combines of the PSI and TOPSIS method is proposed. The 
proposed hybrid method considered the advantage of the PSI method that does not require the 
calculation of the weight factor of criteria and the advantage of the TOPSIS method that is more 
efficient in dealing with the criteria and the number of available alternatives. To test the pro-
posed method, the case of selecting optimal process parameters to improve the mechanical 
properties of FDM printed PLA parts was considered. 

2. Materials and methods 
2.1 Experimental details 

A 3D printer Ultimaker S5 was used to produce test samples from PLA material, that is one of the 
mostly used FDM material. The samples for flexural and the compressive tests were designed 
and tested according to ISO 178 and ISO 604 standards, respectively. The constant process pa-
rameters for printing test samples are shown in Table 1. In this paper, three input process pa-
rameters, namely printing temperature, layer thickness and raster angle were investigated in 
order to study their influence on the mechanical properties of the test samples using the Taguchi 
design of experiments. These parameters are varied at three different levels as shown in Table 2. 
 

Table 1 The constant process parameters and their values 
Parameter Unit Value 

Nozzle diameter  mm 0.4 
Infill density % 100 

Build plate temperature °C 110 
Build direction  Flat x-x direction 
Printing speed mm/s 60 

 
Table 2 The input parameters and their levels 

Parameter Symbol Unit Level 1 Level 2 Level 3 
Printing temperature  T °C 180 200 220 

Layer thickness  L mm 0.1 0.2 0.3 
Raster angle A ° 0 45 90 

 

Three samples were tested for each set of input parameters. The experimentally studied out-
put parameters were flexural strength (FS), flexural modulus (FM) and compressive strength 
(CS). The previous research [2, 6-9] were focused on analysing the influence of process parame-
ters on the tensile strength of FDM printed parts. The average value of the output parameters is 
reported in Table 3. Flexural and compressive tests were conducted on the 10 kN Shimadzu 
AGS-X universal machine. 
 

Table 3 Experimental data 

Exp. 
No. 

Input parameters Output parameters 
L 

(mm) 
T 

(°C) 
A  

(°) 
Flexural strength 

(MPa) 
Flexural modulus 

(MPa) 
Compressive 

strength (MPa) 
1 0.1 180 0 38.55 2505.65 45.16 
2 0.1 200 45 81.56 3014.92 46.78 
3 0.1 220 90 92.24 2952.91 48.14 
4 0.2 180 45 36.53 1794.45 39.45 
5 0.2 200 90 79.77 2598.18 45.34 
6 0.2 220 0 72.24 2650.26 44.37 
7 0.3 180 90 29.65 2054.71 39.81 
8 0.3 200 0 52.10 2221.84 41.63 
9 0.3 220 45 72.38 2502.59 41.30 
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2.2 Hybrid PSI-TOPSIS method 

Process parameters selection for any machining process is a MCDM problem that considers dif-
ferent competing criteria for selecting appropriate process parameters. The proposed hybrid PSI 
– TOPSIS method consists of the following steps. 

Step 1: Determine a set of experimental trials (alternatives): 

𝐸𝐸 = [𝐸𝐸1,𝐸𝐸2, … ,𝐸𝐸𝑚𝑚] (1) 
where m is the number of experimental trials. 
 

Step 2: Determine a set of criteria (output parameters): 
𝐶𝐶 = [𝐶𝐶1,𝐶𝐶2, … ,𝐶𝐶𝑛𝑛] (2) 

where n is the number of criteria. 
 

Step 3: Creating a decision matrix: 
𝐷𝐷 = �𝐷𝐷𝑖𝑖𝑖𝑖|𝑖𝑖 = 1, 2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛� (3) 

and 𝐷𝐷𝑖𝑖𝑖𝑖 is the value of the j-th criterion for the i-th experimental trial. 
 

Step 4: Calculation of the normalized matrix: 
a) if the larger is better (LB): 

𝑁𝑁𝑖𝑖𝑖𝑖 =
𝐷𝐷𝑖𝑖𝑖𝑖
𝐷𝐷𝑗𝑗max

, 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛 (4) 
 

b) if the smaller is better (SB): 

𝑁𝑁𝑖𝑖𝑖𝑖 =
𝐷𝐷𝑗𝑗min 

𝐷𝐷𝑖𝑖𝑖𝑖
, 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … , 𝑛𝑛 (5) 

 

Step 5: Calculating the mean value of the normalized matrix: 

𝑁𝑁𝑗𝑗 =
1
𝑚𝑚
� 𝑁𝑁𝑖𝑖𝑖𝑖

𝑚𝑚

𝑖𝑖=1
, 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛 (6) 

 

Step 6: Calculating the value of the preference variation:  

𝜑𝜑𝑗𝑗 = � �𝑁𝑁𝑖𝑖𝑖𝑖 − 𝑁𝑁𝑗𝑗�
2𝑚𝑚

𝑖𝑖=1
, 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛 (7) 

 

Step 7: Calculating the deviation in preference value:  

∆𝑗𝑗= �1 −� �𝑁𝑁𝑖𝑖𝑖𝑖 − 𝑁𝑁𝑗𝑗�
2𝑚𝑚

𝑖𝑖=1
� , 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛 (8) 

 

Step 8: Determine the overall preference value (weight factors for each criteria): 

𝑝𝑝𝑗𝑗 =
∆𝑗𝑗

∑ ∆𝑗𝑗𝑛𝑛
𝑗𝑗=1

, 𝑗𝑗 = 1,2, … ,𝑛𝑛 and �𝑝𝑝𝑗𝑗

𝑛𝑛

𝑗𝑗=1

= 1 (9) 

 

Step 9: Creating a weighted normalized decision matrix:  

𝑤𝑤𝑖𝑖𝑖𝑖 = 𝑝𝑝𝑗𝑗  × 𝑁𝑁𝑖𝑖𝑖𝑖  for 𝑖𝑖 = 1,2, … ,𝑚𝑚; 𝑗𝑗 = 1,2, … ,𝑛𝑛 (10) 
 

Step 10: Determine the positive (PS) and negative ideal solution (NS):  

𝑃𝑃𝑃𝑃 = �𝑤𝑤1+, … ,𝑤𝑤𝑗𝑗+, … ,𝑤𝑤𝑛𝑛+�, 

where 𝑤𝑤𝑗𝑗+ = �
max𝑤𝑤𝑖𝑖𝑖𝑖 if 𝑗𝑗 ∈ 𝐿𝐿𝐿𝐿
min𝑤𝑤𝑖𝑖𝑖𝑖 if 𝑗𝑗 ∈ 𝑆𝑆𝑆𝑆� for 𝑗𝑗 = 1,2, … ,𝑛𝑛 

(11) 
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𝑁𝑁𝑁𝑁 = �𝑤𝑤1−, … ,𝑤𝑤𝑗𝑗−, … ,𝑤𝑤𝑛𝑛−�, 

where 𝑤𝑤𝑗𝑗− = �
min𝑤𝑤𝑖𝑖𝑖𝑖 if 𝑗𝑗 ∈ 𝐿𝐿𝐿𝐿
max𝑤𝑤𝑖𝑖𝑖𝑖 if 𝑗𝑗 ∈ 𝑆𝑆𝑆𝑆� for 𝑗𝑗 = 1,2, … ,𝑛𝑛 

(12) 

 

Step 11: Obtain the distances of each experimental trials in relation to ideal solutions: 

𝑆𝑆𝑖𝑖+ = ���𝑤𝑤𝑖𝑖𝑖𝑖 − 𝑤𝑤𝑗𝑗+�
2

𝑛𝑛

𝑗𝑗=1

, 𝑖𝑖 = 1,2, … ,𝑚𝑚 (13) 

 

𝑆𝑆𝑖𝑖− = ���𝑤𝑤𝑖𝑖𝑖𝑖 − 𝑤𝑤𝑗𝑗−�
2

𝑛𝑛

𝑗𝑗=1

, 𝑖𝑖 = 1,2, … ,𝑚𝑚 (14) 

 

Step 12: Calculate the closeness index value: 

𝐶𝐶𝑖𝑖 =
𝑆𝑆𝑖𝑖−

𝑆𝑆𝑖𝑖+ + 𝑆𝑆𝑖𝑖−
, 𝑖𝑖 = 1, 2, … ,𝑚𝑚 (15) 

 

Step 13: Rank the closeness index in the descending order. 

3. Results and discussion 
In order to demonstrate and prove of the effectiveness of the proposed PSI-TOPIS method, prac-
tical example of the selection of FDM process parameters were presented. Also, the results ob-
tained by the proposed hybrid method were compared with the results obtained using other 
MCDM methods. 

The experimental data from Table 3 were normalized using Eq. 4 and the matrix was shown 
in Table 4. In Table 5 were presented data that were calculated using Eq. 6, 7 and 8, as well as 
the weight factors for each criterion (using Eq. 9). From Table 5 it can be seen that the compres-
sive strength is most important criteria. The weighted normalized decision matrix was deter-
mined using Eq. 10 and this matrix is also shown in Table 4 due to space limitation. 

Using Eqs. 11 and 12, the positive and negative ideal solution were determined. Further, the 
distances of each experimental trials (alternatives) in relation to positive and negative ideal so-
lution were calculated using Eq. 13 and 14 and given in Table 6. Also, Table 6 shows the close-
ness index calculated using Eq. 15 and the ranking order of given alternatives. 
 

Table 4 Matrix 𝑁𝑁𝑖𝑖𝑖𝑖 and 𝑤𝑤𝑖𝑖𝑖𝑖 

Exp. 
No. 

Normalized matrix Weighted normalized matrix 
FS (MPa) FM (MPa) CS (MPa) FS (MPa) FM (MPa) CS (MPa) 

1 0.4179 0.8311 0.9381 0.0912 0.3059 0.3880 
2 0.8842 1.0000 0.9717 0.1930 0.3681 0.4019 
3 1.0000 0.9794 1.0000 0.2183 0.3605 0.4136 
4 0.3960 0.5952 0.8195 0.0865 0.2191 0.3389 
5 0.8648 0.8618 0.9418 0.1888 0.3172 0.3896 
6 0.7832 0.8790 0.9217 0.1710 0.3236 0.3812 
7 0.3214 0.6815 0.8270 0.0702 0.2508 0.3420 
8 0.5648 0.7369 0.8648 0.1233 0.2713 0.3577 
9 0.7847 0.8301 0.8579 0.1713 0.3055 0.3548 

 
Table 5 Data determination using Eqs. 6-9 

Criteria  𝑁𝑁𝑗𝑗  𝜑𝜑𝑗𝑗  ∆𝑗𝑗  𝑝𝑝𝑗𝑗  
FS 0.6686 0.4898 0.5102 0.2183 
FM 0.8217 0.1399 0.8601 0.3681 
CS 0.9047 0.0334 0.9666 0.4136 
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Table 6 Closeness index and ranking 
Exp. No. S𝑖𝑖+  S𝑖𝑖−  𝐶𝐶𝑖𝑖  Rank 

1 0.1438 0.1019 0.4149 6 
2 0.0278 0.2031 0.8794 2 
3 0.0076 0.2180 0.9664 1 
4 0.2125 0.0163 0.0712 9 
5 0.0635 0.1621 0.7183 3 
6 0.0726 0.1512 0.6756 4 
7 0.2020 0.0319 0.1365 8 
8 0.1467 0.0768 0.3436 7 
9 0.0979 0.1340 0.5779 5 

 
Results from Table 6, that were obtained using hybrid PSI-TOPSIS method, show that the al-

ternative 𝐸𝐸3 is the best option, while the alternative 𝐸𝐸4 is the worst choice. Flexural and com-
pressive stress-strain curves for the best and worst alternatives are shown in Fig. 1. The optimal 
combination of FDM input parameters for printing PLA parts with regard to the considered pro-
cess performance are 220°C printing temperature, 0.10 mm layer thickness and 90° raster angle, 
as also shown in Table 7. In this table the bold value indicates level at optimal parameter set-
tings for individual input parameters. It is clear that printing temperature has the most signifi-
cant effect on the process performance, followed by layer thickness and then raster angle.  
 

Table 7 Response table for the mean 𝐶𝐶𝑖𝑖. 

Input parameters 
Closeness index max.-min. Rank 

Level 1 Level 2 Level 3 
T 0.2075 0.6471 0.7400 0.5325 1 
L 0.7536 0.4884 0.3527 0.4009 2 
A 0.4780 0.5095 0.6071 0.1291 3 

 

  
 Fig. 1 The flexural (left) and compressive (right) stress-strain curves for the best (sample 3) and 

                      worst (sample 4) options 
 

The effect of input parameters on the flexural strength and compressive strength are illus-
trated in Fig. 2 and Fig. 3, respectively. Results showed that flexural strength and compressive 
strength increased by increasing the printing temperature. This can be explained by the fact that 
by increasing the printing temperature, the stronger cohesive forces were realized between in-
dividual raster and layers, that resulted in higher flexural and compressive strength. 

By increasing of layer thickness, flexural strength and compressive strength decrease, be-
cause the porosity between individual layers increases. Also, it can be observed that the highest 
values of flexural and compressive strength were achieved at a raster angle of 90°, because in 
this case, the direction of material deposition coincides with the direction of the load. The lowest 
value of the flexural strength was obtained at a raster angle of 0°, because in this case the 
strength of the test samples primarily depends on the cohesive force between individual raster. 
While the lowest value of the compressive strength was achieved at a raster angle of 45° due to 
the shear stresses between individual raster.  
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Fig. 2 Mean of the flexural strength for different levels of input parameters 

 

 
Fig. 3 Mean of the compressive strength for different levels of input parameters 

 
Therefore, based on everything stated above, it can be concluded that the proposed hybrid 

PSI-TOPSIS method provides effectively very good results.  
According to the proposed method, the best option (alternative no. 3) was achieved at the 

highest varied printing temperature, the smallest varied layer thickness and the raster angle of 
90°. The best choice (alternative 3) was confirmed by all other MCDM methods (GRA, TOPSIS 
and TOPSIS-ENTROPY), as can be seen in Fig. 4.  

The worst option, as predicted by the hybrid PSI-TOPSIS method, is alternative no. 4. This 
was not predicted by the other MCDM methods, as clearly shown in Fig. 4. Thus, the worst 
choice, as predicted by the others considered methods, is alternative no.7. The worst option, 
predicted by the proposed PSI-TOPSIS method, was achieved at the lowest varied printing tem-
perature, the mean value of the layer thickness and the raster angle of 45° (it is most unfavoura-
ble angle for the compressive strength, as seen in Fig. 3). Alternative 7, as the worst choice pre-
dicted by the other methods, was also achieved at the lowest value of the printing temperature. 
Given that the results (as seen in Table 7) showed that the printing temperature has a most im-
portant effect on the process performance and that by decreasing the printing temperature the 
flexural and compressive strength decrease (as shown in Fig. 2 and Fig. 3), this proves the effec-
tiveness of the proposed method. The effectiveness of the proposed method is also proven by 
the fact that the worst option (alternative 4) was achieved at the most unfavourable raster angle 
for the compressive strength (compressive strength is the most important criteria, as shown in 
Table 5). This was not predicted by the other MCDM methods. The worst option predicted by the 
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other MCDM methods was achieved at the raster angle of 90°. This raster angle is the most fa-
vourable angle for both considered criteria (flexural strength and compressive strength), as seen 
in Figs. 2 and 3.  

Thus, in this paper, the determination of the best option does not depend on the MCDM 
methods used, it was also shown in [20]. However, the worst alternative predicted by the pro-
posed hybrid method, unlike the other methods used, shows a good ranking order of the alterna-
tives by the proposed method, that is an advantage proposed method in compared to the other 
methods used. Certainly, this advantage offered by the proposed method should be proven in 
other cases, that is a suggestion for future research.  

 

 
Fig. 4 Comparison of ranking with different MCDM methods 

4. Conclusion 
In this paper, a novel hybrid PSI-TOPSIS methodology was presented. The proposed method was 
tested on the example of selecting optimal process parameters during FDM printing of PLA sam-
ples. Also, the results obtained by the PSI-TOPSIS method were compared with the results that 
obtained by other MCDM methods. The results show that a printing temperature of 220°C, a lay-
er thickness of 0.10 mm and a raster angle of 90° would be the best choice of process parame-
ters according to PSI-TOPSIS analysis which has the best combination of mechanical properties 
of the tested samples. 

In future research, a hybrid PSI-TOPSIS method will be proposed for the selection of process 
parameters in other non-conventional machining processes, such as laser cutting or abrasive 
water jet cutting.  
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A B S T R A C T A R T I C L E   I N F O 
With the implementation of cross-line operation in high-speed railway system, 
accessibility of cross-line passengers on the railway network has substantially 
improved. However, due to limitations of capacity, it is hard to schedule a con-
flict-free timetable based on a train line plan with many cross-line trains. In 
order to generate a feasible and optimal transportation plan, a novel method-
ology is introduced. The approach can simultaneously optimize both the line 
plans of cross-line trains and train timetable, aiming at having a trade-off be-
tween operating profit and direct service. Based on an event-activity network 
framework, a mixed integer programming model is established. Considering 
service quality would decline after optimizing line plan and train schedules, the 
objective of the model is set to minimize deviations from ideal schedules for 
main-line trains while maximize direct service frequency for cross-line passen-
gers. To solve large-scale scenarios efficiently, an enhanced heuristic genetic 
algorithm is developed. Two smaller-scale cases are devised to validate the ef-
ficiency of the model and approach. Finally, the model and the algorithm are 
applied to a real-world scenario involving the Beijing-Shanghai High-speed 
Railway and its connecting lines. Also, comparative experiments, including a 
scenario without cross-line optimization, are conducted to evaluate the ad-
vantage of the proposed approach. The result shows the approach can help to 
quickly find a feasible solution and have a good balance between operating 
profit and passenger demand. 
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1. Introduction
High-speed railways have garnered increasing attention because of their advantages of speed, 
safety, convenience, and punctuality. With the large-scale construction of railway infrastructure 
and the continuous growth of high-speed railway passenger flow, the number of high-speed trains 
operating on the railway network is increased year by year. To meet the long-distance direct de-
mands of passengers, railway departments need to operate cross-line trains with origin-destina-
tion stations (OD) on two different railways. However, this makes railway operators in a dilemma. 
On the one hand, because of the long-distance causing the small adjustment time domain of de-
parture time at origin station, when many cross-line trains are operated, the travel time domain 
of main-line trains will be occupied by cross-line trains, and thus it is hard to operate trains and 
would have an effect on travel speed of main-line trains, and decrease railway line capacity. On 
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the other hand, significantly reducing the number of cross-line trains makes it difficult to meet the 
direct travel needs of cross-line passengers, causing a large number of cross-line passengers 
transfer at transfer stations. Therefore, it is particularly important to optimize both train line plan 
and train timetable of main-line and cross-line trains comprehensively to adequately meet direct 
cross-line passenger demand. The problem is difficult but must be solved for well railway opera-
tion. 

In this paper, we proposed a methodology to solve the problem of integration optimization 
train line plan planning and timetabling. Fig. 1 shows the framework of the methodology in this 
paper. In the model, the initial train line plan and ideal timetable provide input parameters. A 
timetable with ideal traveling times and ideal dwell times is termed an ideal timetable. In an ideal 
timetable, trains may violate track capacity constraints [1]. Because there are conflicts existing in 
the ideal timetable, we want to optimize train line plan for cross-line trains and the timetable to 
eliminate conflicts. The objectives are set to both minimize adjustment time and maximize OD 
direct frequency. In the methodology, we adjust origin-destination stations of some cross-line 
trains to change their line plan, but this will reduce some OD direct service frequency of cross-line 
passenger flow. Therefore, we add some short-distance trains to maintain service levels , allowing 
passengers to transfer between trains at stations where the line plan is changed. Based on the new 
line plan, we then optimize train arrival and departure times at stations considering basic train 
operation constraints. After several iterations, a satisfying result can be obtained. 

The contribution of our paper can be summarized in three points. Firstly, we adopt a mixed 
integer programming model based on event-activity network to formulate train line plan and 
timetable collaboratively considering cross-line operation. This model will change train line plan 
of cross-line trains at some stations and optimize train timetable. Secondly, we develop a genetic 
algorithm to solve a very-large-scale problem. We can obtain an optimized train line plan and train 
timetable during each iteration. Thirdly, case studies based on the high-speed railway network 
composed of Beijing-Shanghai high-speed railway and its connecting lines are designed by using 
the proposed model and algorithm. 

Railway network Ideal train line plan Ideal train timetable
Origin and 
destination 

Stopping 
plan

OD direct 
frequency

Number of 
trainsLines Stations Arrival 

time
Departure 

time

  Objective   Constraint  Iteration
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Fig. 1 Framework of integrated optimization methodology of train line plan planning and timetable scheduling  
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The structure of our paper is organized as follows. In the next section, we provide a summary 
of related work. Section 3 introduces a mixed integer programming model based on an event-
activity network to describe the question. In Section 4, we develop a heuristic genetic algorithm 
to address the problem. Section 5 presents tests and case studies by taking Beijing-Shanghai high-
speed railway and its connecting lines as an example to validate our formulas and algorithm. Fi-
nally, discussions and conclusions will be found int Section 6. 

2. Literature review  
2.1 Cross-line operation 

With the construction of high-speed railway, the integrated operation of high-speed trains has 
become an inevitable trend. Many researchers studied the transportation organization modes for 
cross-line passengers. Wang et al. [2] analysed transportation modes of cross-line passenger flow, 
and put forward a combination mode with trains running on each line and passenger transfer. 
Because there were many off-line trains on Wuhan-Guangzhou high-speed corridor, which would 
have a great impact on capacity, Lei et al. [3] analysed the transportation organization mode of 
off-line trains on main line, and discovered that when off-line trains constitute 65 % of the traffic, 
capacity is most affected.  

However, there were only a few researchers studying cross-line train organization problems, 
and most of which is metro research. Yang et al. [4] studied the cross-line train delays in urban 
rail transit, analysed cross-line train connection, and developed an optimization model aimed at 
curtailing delay times. Yang et al. [5] introduced a mixed integer non-linear programming model 
with the primary objective of maximizing passenger travel time while minimizing operation costs 
to optimize cross-line and main-line train planning, such as frequency, operation zone and stop-
ping pattern. Still other researchers did some research on train transportation organization of 
main line with taking cross-line trains into consideration. Peng et al. [6] considered cross-line 
train timetable when scheduling trains, and put forward a train scheduling model aiming at min-
imizing train departure and arrival deviation time. Zhan et al. [7] focused on high-speed train stop 
planning when occurring a major disruption, and proposed a mixed integer programming model 
aimed at mitigating the frequency of train cancellations and deviations. In case study, the authors 
also considered the situation of cross-line trains. 

2.2 Train line planning and timetable scheduling  

There are two fundamental challenges in railway operation, that are train line planning operating 
at a strategic level, and timetable scheduling operating at a tactical level. Train line plan is the 
input of the train timetable, and it has a direct impact on which trains passengers choose to take. 
Chang et al. [8] devised a model with multi-objectives aimed at minimizing both the operation cost 
and the running time loss to solve the optimal allocation problem of high-speed train line plan. 
Goossens et al. [9] introduced a stop optimization model minimizing passenger travel time for 
solving line planning problems, allowing for the selection of the optimized stop combination from 
a predetermined stop pattern set. To meet the predicted passenger transport demand, Fu et al. 
[10] proposed a bi-level optimization model for determining line plans with the purpose of mini-
mizing passengers’ travel time at upper level while maximizing served passengers at lower level. 
They develop two consecutive stages heuristic algorithms corresponding to each classification. 
Parbo et al. [11] devised a bi-level programming model to present the skip-stop dilemma, and 
presented a heuristic approach suitable for large-scale networks. Shang et al. [12] introduced a 
skip-stop strategy, devised a space-time-state framework predicated upon multiple commodity 
problems, and used Lagrangian relaxation algorithm to dissect the primary problem into several 
subproblems. 

Train timetable not only gives railway operators scheduled paths and times, but also provides 
different travel schemes for passengers. Therefore, a high-quality timetable can provide better 
service to passengers and generate more profits for the operators. Zhang et al. [13] introduced a 
minimum cycle time calculation model rooted in the PESP framework for macro-level capacity 
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assessment and train scheduling, Additionally, they devised an iterative approximation technique 
aimed at enhancing solution efficiency. Gong et al. [14] examined the train timetabling problem 
accounting for the dynamics and randomness of passenger demand, and formulated a model with 
the aim of minimizing the expected service cost. Zhang et al. [15] devised a model minimizing total 
train travel time to solve integrated optimization of both maintenance planning and train timeta-
bling. Aken et al. [16] considered the challenge of train timetable adjustments by developing a 
mathematical model. They applied three network aggregation techniques and introduced flexible 
short-turning possibilities to solve large-scale problems. Cacchiani et al. [17] presented a model 
and designed a heuristic iterative algorithm to obtain an optimal train timetable.  

Usually, these two problems are solved successively; however, in recent years, many research-
ers shifted their focus towards the integrated optimization of train line planning problem and 
timetabling problem. In order to optimize both train departure schedules and stopping patterns , 
Yue et al. [18] established a mixed integer linear model rooted in a time-space network, aiming to 
maximize train profits, and proposed a column generation algorithm to effectively resolve this 
model. Yan et al. [19] proposed two models including a line planning model and a timetabling 
model respectively, and designed a combined method with taking travel time and timetable ro-
bustness into consideration. These two models could work iteratively under the designed feed-
back constraints. Meng et al. [20] introduced an integrated team-based model to determine train 
stopping pattern and timetable, which was aimed at maximize the transport profit and focused on 
passenger responses to service intervals, stop plans, train arrival/departure times, and the infra-
structure capacity. Dong et al. [21] established a mixed-integer nonlinear model aimed at optimiz-
ing both stop plan and timetable comprehensively. The model’s objective was to minimize train 
running time, waiting time and delay time. To solve the model efficiently, they devised an ex-
tended adaptive large-scale neighbourhood search algorithm. To accurately compute passenger 
waiting times and optimize train timetable, Niu et al. [22] developed a timetable optimization 
model under predetermined skip-stop pattern and OD passenger demand. Jiang et al. [23] pro-
posed a method by adjusting train dwell time and train stop plan to increase more scheduled 
trains on a line. To address this problem, they introduced a Lagrangian-based heuristic algorithm. 
Cacchiani et al. [24] explored the integrated issue of train timetabling and stopping pattern under 
uncertain demand, and established mixed integer linear models to obtain resilient solutions. Yang 
et al. [25] introduced a collaborative optimization approach for addressing timetabling and stop 
planning, and establish a mathematical model with multi-objectives to minimize both dwell time 
and delays. Burggraeve et al. [26] designed an iterative method to integrate timetabling and line 
planning from scratch with considering passenger robustness, and the goal of this method is to 
minimize operator cost and travel time, and from which they could generate a robust timetable. 

2.3 Summary 

Table 1 compares previous studies on integration optimization of timetabling and line planning 
with our research within some key dimensions, such as objective function, cross-line operation or 
not, considering OD direct service frequency or not, solution algorithm, case size. The comparison 
reveals that numerous scholars have delved into the amalgamation of train line planning and time-
tabling. However, there is none of previous researches studying on cross-line operation, and only 
one of them considering OD direct service frequency but not cross-line passenger flow’s neither. 
Therefore, our research is innovative, very important and necessary. 

Table 1 Overview of contemporary research on the integration of line planning and timetable scheduling 
Study Objective CLO ODDF Solution algorithm Case size 
Yue et al. 
(2016) 

Maximize train profit  No Yes Column generation 
heuristic algorithm 

1 line and 220 trains 

Yan et al. 
(2019) 

Minimize travel time, empty-seat-
hour and the number of lines and 
overtakings, maximize timetable 
robustness 

No No Gurobi 1 line and 25 trains 
within 3 hours 

Meng et al. 
(2019) 

Maximize total transporting profit No No Lagrangian relaxa-
tion solution 

1 line and 100 trains 
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Table 1 (Continuation) 
Dong et al. 
(2020) 

Minimize passenger waiting time, 
delays and running time 

No No Adaptive large 
neighborhood 
search metaheuris-
tics 

1 line and 36 trains 

Niu et al. 
(2015) 

Minimize passenger waiting time No No GAMS 1 line and 73 trains 

Jiang et al. 
(2017) 

Maximize the total profit No No Heuristic algo-
rithm 

1line and 346 trains 

Cacchiani et 
al.  
(2020) 

Minimize train travel times No No CPLEX 1 line and 36 trains 

Yang et al. 
(2016) 

Minimizing dwell time and delay 
time 

No No CPLEX  line and 96 trains 

Burggraeve 
et al.  
(2017) 

Minimize operator cost and pas-
senger travel time 

No No Heuristic algo-
rithm 

Railway network with 
7 line and 30 trains 

This paper Minimize adjustment time of 
main-line trains, maximize OD di-
rect service frequency of cross-
line passenger flow 

Yes Yes Heuristic algo-
rithm based on ge-
netic algorithm 

Railway network with 
9 high-speed rail lines 
and 184 trains  

Note: CLO = Cross-line operation; ODDF = OD direct service frequency; 

3. Mathematical formulas
3.1 Problem statement 

Our investigation focuses on a double-track high-speed rail network, and trains traversing in one 
direction entirely independent from trains operating in opposite direction. Therefore, we only 
consider train operation in one direction. In addition, we assume that there are adequate number 
of tracks in stations which can be used by trains to have stops.  

Fig. 2 shows a simple high-speed railway network, which consists of 2 rail lines and 5 stations. 
Line 1 comprises four stations, while Line 2 consists of two stations. Station C is the connecting 
station of these two lines. 6 trains run on this railway network, including 2 main-line trains (T1 
and T2) running from station A to station D and 4 cross-line trains (T3, T4, T5 and T6) running 
from A to E. The initial line plan and ideal train timetable of these simple network are as shown in 
Fig. 3. In ideal timetable, each train is operated at the time where the maximum benefit can be 
obtained. Because of this, usually there may exist many conflicts in an ideal timetable. In Fig. 3, it 
is obvious that there are two headway conflicts. Because of small adjustment time domain of long-
distance cross-line trains and tough constraints between trains, it is hard to only adjust less arrival 
and departure times to make timetable feasible. Fig. 4 shows an example. In Fig. 4, all train paths 
are rescheduled except train T3’s. 

Therefore, we proposed an innovative methodology to decrease the repercussions of cross-line 
operation on main-line trains. Initially, our methodology, the origin or destination stations of 
some cross-line trains are changed. Then, some short-distance trains are added in the slot of time-
table to make up the lost of train service. Finally, the new timetable is rescheduled. And Fig. 5 
shows the changed train lien plan and rescheduled train timetable of the small network. We 
change the destination station of train T3 from station E to station B and add a new train T7 to 
execute the lost train line plan. Now the railway network accommodates seven operational trains, 
including 3 main-line trains (T1, T2 and T3) and 4 cross-line trains (T4, T5, T6 and T7). In the 
changed train line plan, cross-line passenger flow from station A to station D can take train T3 and 
transfer to train T5 or train T7 to accomplish their travel. In the rescheduled train timetable, only 
train path of T1 is rescheduled, and train T7 is added on the slot of the timetable. 
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Fig. 2 A simple high-speed railway network 
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Fig. 3 Initial train line plan and ideal train timetable of the simple network 
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Fig. 4 An example for only adjusting arrival and departure times 
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Fig. 5 Changed train line plan and rescheduled train timetable of the simple network 
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After the change of train line plan of cross-line trains, OD direct service frequency of cross-line 
passenger flow is decreased, causing passenger direct service demand cannot be well satisfied. 
For example, in the simple network, the initial direct service frequency from A to E and from B to 
E in Fig. 4 are 4 and 2, respectively. After applying the proposed methodology and changing the 
train line plan, we can find that in Fig. 5, these two direct service frequencies become 3 and 2, and 
passengers who travel from station A to station E can choose to take train T3 and transfer to train 
T5 or T7 at station B to accomplish their travel. Therefore, the proposed methodology should not 
only eliminate conflicts of timetable, but also decrease OD direct service frequency of passenger 
flow as less as possible. 

3.2 Event-activity network 

The proposed methodology is modelled on event-activity network. In the event-activity model 
𝐺𝐺 = (𝐸𝐸,𝐴𝐴), events are regarded as nodes and activities are directed arcs from one event to an-
other. In our problem of train operation organization, an event 𝑖𝑖 is either a train departure event 
𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 or a train arrival event 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎, which is related to train index 𝑡𝑡𝑖𝑖, station index 𝑠𝑠𝑖𝑖 , and scheduled 
time 𝑥𝑥𝑖𝑖; while an activity connecting two events is modelled as a constraint, and there are many 
types of activities, including train trip activities 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, train dwell activities 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, train headway 
activities 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒and train connection activities 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐, which are constructed as follows.  

a. 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �(𝑖𝑖, 𝑗𝑗)�𝑖𝑖 ∈ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑, 𝑗𝑗 ∈ 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎, 𝑡𝑡𝑖𝑖 = 𝑡𝑡𝑗𝑗, 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑗𝑗 − 1�. A train trip activity is characterized a 
trip of one train leaving from an upstream station to next station. 

b. 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = �(𝑖𝑖, 𝑗𝑗)�𝑖𝑖 ∈ 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎, 𝑗𝑗 ∈ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑, 𝑡𝑡𝑖𝑖 = 𝑡𝑡𝑗𝑗, 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑗𝑗�. A train dwell activity is described a train 
stop at a station. 

c. 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = �(𝑖𝑖, 𝑗𝑗)�𝑖𝑖 ∈ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎), 𝑗𝑗 ∈ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎), 𝑡𝑡𝑖𝑖 ≠ 𝑡𝑡𝑗𝑗, 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑗𝑗�. A train headway activity is de-
scribed a departure or arrival interval between two different trains departing or arriving at sta-
tions. 

d. 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐 = �(𝑖𝑖, 𝑗𝑗)�𝑖𝑖 ∈ 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎, 𝑗𝑗 ∈ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑, 𝑡𝑡𝑖𝑖 ≠ 𝑡𝑡𝑗𝑗, 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑗𝑗� . A train connection activity is described a 
connection of two different trains connecting at the connection station where passengers can 
transfer from one train to the other train. 

Fig. 6 illustrates the event-activity graph of some trains in Fig. 5. 
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Fig. 6 Event-activity graph of some trains in Fig. 5 
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3.3 Notations 

Table 2 presents indices, sets, parameters and variables integral to the proposed model. 
 

Table 2 Definition of indices, sets, parameters and variables 
Notation Definition 
Index  
𝑖𝑖, 𝑗𝑗, 𝑖𝑖′, 𝑗𝑗′, 𝑘𝑘 Event index, 𝑖𝑖, 𝑗𝑗, 𝑖𝑖′, 𝑗𝑗′, 𝑘𝑘 ∈ 𝐸𝐸 
𝑒𝑒 Activities index, 𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴 
𝑡𝑡𝑖𝑖 Train index, which denotes the train associated with event 𝑖𝑖, 𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇 
𝑠𝑠𝑖𝑖  Station index, which denotes the station associated with event 𝑖𝑖 
Set  
𝐸𝐸 Set of events, 𝐸𝐸 = 𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎 ∪ 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 
𝐴𝐴 Set of activities, 𝐴𝐴 = 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∪ 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∪ 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒 ∪ 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐  
𝑇𝑇 Set of trains, 𝑇𝑇 = 𝑇𝑇𝑚𝑚 ∪ 𝑇𝑇𝑐𝑐 
𝑇𝑇𝑚𝑚 Set of main-line trains 
𝑇𝑇𝑐𝑐 Set of cross-line trains 
𝑆𝑆𝑚𝑚 Set of stations on main line 
𝑆𝑆𝑖𝑖 Set of stations on cross lines where cross-line train 𝑡𝑡𝑖𝑖 passes through 
Parameter  
𝑜𝑜𝑜𝑜𝑜𝑜𝑖𝑖 Origin station on main-line of train 𝑡𝑡𝑖𝑖 
𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖  Destination station on main-line of train 𝑡𝑡𝑖𝑖 
𝜀𝜀 The maximum adjustable time of cross line trains at origin station 
𝜋𝜋𝑖𝑖  The scheduled departure and arrival time instant of main-line train 𝑡𝑡𝑖𝑖 at station 𝑠𝑠𝑖𝑖  in the ideal train 

timetable 
𝑐𝑐𝑖𝑖  The ideal time instant when cross-line train 𝑡𝑡𝑖𝑖 departs at origin station 𝑠𝑠𝑖𝑖   
𝜆𝜆𝑖𝑖  1 or 0, indicating whether train 𝑡𝑡𝑖𝑖 stops or passes at station 𝑠𝑠𝑖𝑖   
𝑀𝑀 A sufficiently large positive integer 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 The lower limit of running time for trip activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  The upper limit of running time for trip activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  The lower limit of dwell time for dwell activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  The upper limit of dwell time for dwell activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  
𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  The lower limit of connecting time for connection activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐  
𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚  The upper limit of connecting time for connection activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐  
ℎ𝑒𝑒 The minimum headway time of headway activity 𝑒𝑒, 𝑒𝑒 ∈ 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒  
𝑡𝑡𝑡𝑡𝑖𝑖  The additional starting time for train 𝑡𝑡𝑖𝑖 departing from station 𝑠𝑠𝑖𝑖  
𝑡𝑡𝑡𝑡𝑖𝑖 The additional stopping time for train 𝑡𝑡𝑖𝑖 arriving at station 𝑠𝑠𝑖𝑖  
𝑡𝑡𝑡𝑡𝑡𝑡 The starting time instant of maintenance time 
𝑡𝑡𝑡𝑡𝑡𝑡 The ending time instant of maintenance time 
𝜉𝜉 The discount of OD direct frequency of cross-line passenger flow 
𝛼𝛼,𝛽𝛽 Weights of two sub-objectives 
Variable  
𝑥𝑥𝑖𝑖  The time instant when event 𝑖𝑖 occurs in the revised train timetable, namely, when train 𝑡𝑡𝑖𝑖 departs or 

arrives at station 𝑠𝑠𝑖𝑖  in the new train timetable 
𝑎𝑎𝑎𝑎𝑖𝑖  The adjustment of ideal event 𝑖𝑖, 𝑖𝑖 ∈ 𝐸𝐸 
𝜃𝜃𝑖𝑖𝑖𝑖  1 or 0, indicating whether event 𝑖𝑖 precedes or succeeds event 𝑗𝑗 in the revised train timetable 
𝜌𝜌𝑖𝑖  1 or 0, indicating whether origin or destination station of cross-line train 𝑡𝑡𝑖𝑖 was changed to station 𝑠𝑠𝑖𝑖   

3.4 Model formulation 

The mixed integer programming model has 2 part of objectives. In order to decrease the effect of 
cross-line operation on main-line trains, the first objective is to minimize adjustments to depar-
ture and arrival times of main-line trains, which ensures the obtained new timetable of main-line 
trains deviates from the ideal train timetable as little as possible, as expressed in Eq. 1. Moreover, 
altering the line plan of cross-line trains may lead to a reduction in the direct service frequency 
for cross-line passenger flow. To satisfy travel demand of cross-line passenger flow, the second 
objective is to maximize the OD direct service frequency after the adjustment of line plan of cross-
line trains, as expressed in Eq. 2. 

𝑚𝑚𝑚𝑚𝑚𝑚 𝑧𝑧1 = � 𝑎𝑎𝑎𝑎𝑖𝑖
𝑖𝑖∈𝐸𝐸,𝑡𝑡𝑖𝑖∈𝑇𝑇𝑚𝑚

 (1) 
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𝑚𝑚𝑚𝑚𝑚𝑚 𝑧𝑧2 = � 𝜆𝜆𝑖𝑖 ∙ 𝜆𝜆𝑗𝑗 ∙ �1− � 𝜌𝜌𝑘𝑘
𝑡𝑡𝑖𝑖=𝑡𝑡𝑘𝑘,𝑠𝑠𝑘𝑘∈𝑆𝑆𝑚𝑚

�
𝑡𝑡𝑖𝑖=𝑡𝑡𝑗𝑗∈𝑇𝑇𝑐𝑐,𝑠𝑠𝑖𝑖∈𝑆𝑆𝑚𝑚,𝑠𝑠𝑗𝑗∈𝑆𝑆𝑗𝑗

 (2) 

We give different weights to these two sub-objectives and transform them into one objective, 
as expressed in Eq. 3. 

𝑚𝑚𝑚𝑚𝑚𝑚 𝑧𝑧 = 𝛼𝛼 ∙ 𝑧𝑧1 − 𝛽𝛽 ∙ 𝑧𝑧2 (3) 
There are some constraints must be considered, which are listed in Eqs. 4-15, including train 

timetable scheduling constraints and train line planning constrains. 

(1) Train traveling time constraints between two neighboring stations 

Traveling time for a train journey between two neighboring stations is not a certain interval but a 
flexible time ranging from 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 to 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚, which is expressed in Eq. 4. 

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜆𝜆𝑖𝑖 ∙ 𝑡𝑡𝑡𝑡𝑖𝑖 + 𝜆𝜆𝑗𝑗 ∙ 𝑡𝑡𝑡𝑡𝑗𝑗 ≤ 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 ≤ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜆𝜆𝑖𝑖 ∙ 𝑡𝑡𝑡𝑡𝑖𝑖 + 𝜆𝜆𝑗𝑗 ∙ 𝑡𝑡𝑡𝑡𝑗𝑗  
∀𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸 (4) 

(2) Train dwell time constraints at stations 

Trains are mandated to pause at stations as designated by the line plan, that is 𝜆𝜆𝑖𝑖 = 1. Besides, 
train dwell time is also flexible. The constraints are expressed in Eq. 5. 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 ≤ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚,∀𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸 (5) 

(3) Train headway time constraints between two arbitrary trains 

The minimum headway can not only ensure safety operation of all trains, but also save occupation 
time of timetable and improve railway line capacity to some degree. The constraints is expressed 
in Eq. 6 and Eq. 7. In addition, trains cannot be overtaken by other trains on sections, but only at 
station, which is expressed in Eq. 8. 

𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 +𝑀𝑀 ∙ �1 − 𝜃𝜃𝑖𝑖𝑖𝑖� ≥ ℎ𝑒𝑒 ,∀𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒 , 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸 (6) 

𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 + 𝑀𝑀 ∙ 𝜃𝜃𝑖𝑖𝑖𝑖 ≥ ℎ𝑒𝑒 ,∀𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒 , 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸 (7) 

𝜃𝜃𝑖𝑖𝑖𝑖 = 𝜃𝜃𝑖𝑖ʹ𝑗𝑗ʹ,∀(𝑖𝑖, 𝑗𝑗), (𝑖𝑖′, 𝑗𝑗′) ∈ 𝐴𝐴ℎ𝑒𝑒𝑒𝑒𝑒𝑒 , (𝑖𝑖, 𝑖𝑖′), (𝑗𝑗, 𝑗𝑗′) ∈ 𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (8) 

(4) Train connecting time constraints  

If origin or destination station of one cross-line train is changed, some cross-line passenger flow 
necessitates transferring from one train to another train. Train connecting time constraints de-
scribe passenger transfer situations, as expressed in Eq. 9. At the same time, the new origin or 
destination station of the cross-line train should coincide with a stop on the original train's route, 
and the count of times a cross-line train changing its origin or destination station should less than 
1, which is expressed in Eq. 10 and Eq. 11. 

𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑖𝑖 ≤ 𝑐𝑐𝑐𝑐𝑐𝑐𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚,∀𝑒𝑒 = (𝑖𝑖, 𝑗𝑗) ∈ 𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐, 𝑖𝑖, 𝑗𝑗 ∈ 𝐸𝐸 (9) 

𝜌𝜌𝑖𝑖 ≤ 𝜆𝜆𝑖𝑖,∀𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇𝑐𝑐 , 𝑠𝑠𝑖𝑖 ∈ 𝑆𝑆𝑚𝑚 (10) 

�𝜌𝜌𝑖𝑖
𝑠𝑠𝑖𝑖

≤ 1,∀𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇𝑐𝑐 , 𝑠𝑠𝑖𝑖 ∈ 𝑆𝑆𝑚𝑚 (11) 

(5) Adjustment constraints of ideal schedules 

The Adjustment constraints record the magnitude of left or right shifts 𝑎𝑎𝑎𝑎𝑖𝑖  of every main-line 
train event 𝑖𝑖 . Meanwhile, we should guarantee the time instants of cross-line train departure 
event 𝑖𝑖 at origin station within a certain range. These constraints are expressed in Eqs. 12 and 13. 

𝑎𝑎𝑎𝑎𝑖𝑖 ≥ |𝑥𝑥𝑖𝑖 − 𝜋𝜋𝑖𝑖|,∀𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇𝑚𝑚, 𝑖𝑖 ∈ 𝐸𝐸 (12) 

𝜋𝜋𝑖𝑖 − 𝜀𝜀 ≤ 𝑥𝑥𝑖𝑖 ≤ 𝜋𝜋𝑖𝑖 + 𝜀𝜀,∀𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇𝑐𝑐 , 𝑠𝑠𝑖𝑖 = 𝑜𝑜𝑜𝑜𝑜𝑜𝑖𝑖 (13) 
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(6) OD direct service frequency constraints of cross-line passenger flow 

The OD direct service frequency of cross-line passenger flow would be decreased after changing 
train line plan of cross-line trains, therefore, to satisfy travel demand, the model should ensure 
the OD direct service frequency of cross-line passenger flow above a certain level, so these con-
straints can be expressed in Eq. 14.  

� 𝜆𝜆𝑖𝑖 ∙ 𝜆𝜆𝑗𝑗 ∙ �1 −�𝜌𝜌𝑘𝑘
𝑠𝑠𝑘𝑘

�
𝑡𝑡𝑖𝑖,𝑠𝑠𝑖𝑖,𝑠𝑠𝑗𝑗

≥ 𝜉𝜉 ∙ � 𝜆𝜆𝑖𝑖 ∙ 𝜆𝜆𝑗𝑗
𝑡𝑡𝑖𝑖,𝑠𝑠𝑖𝑖,𝑠𝑠𝑗𝑗

,∀𝑡𝑡𝑖𝑖 = 𝑡𝑡𝑗𝑗 = 𝑡𝑡𝑘𝑘 ∈ 𝑇𝑇𝑐𝑐 , 𝑠𝑠𝑖𝑖 ∈ 𝑆𝑆𝑚𝑚, 𝑠𝑠𝑗𝑗 ∈ 𝑆𝑆𝑗𝑗, 𝑠𝑠𝑘𝑘 ∈ 𝑆𝑆𝑚𝑚 (14) 

(7) Maintenance time constraints 

In China, there is a fixed maintenance time on high-speed railway every night. During this time, 
trains are forbidden to operate on rail lines. Therefore, any event 𝑖𝑖  should not appear during 
maintenance time, as expressed in Eq. 15. 

𝑡𝑡𝑡𝑡𝑡𝑡 ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑡𝑡𝑡𝑡𝑡𝑡,∀𝑖𝑖 ∈ 𝐸𝐸 (15) 

4. Solution approach 
In the proposed model, the decision variables include time instants of events, adjustment of 
events, sequence of events and train line plan of cross-line trains. The integration optimization of 
timetabling and line planning is very complex, because it is a significant challenge to acquire a 
feasible initial solution which could meet the proposed constraints. Hence, devising an efficient 
optimization algorithm holds paramount importance [27-29]. In order to solve large-scale and 
complex rail network problem, we introduce a heuristic genetic algorithm (GA). The GA has a flex-
ible chromosome encoding mechanism, which has a significant advantage in solving such prob-
lems and can achieve better results within a very short time [30-33]. 

The algorithm proceeds through the following steps. 
Step 1: Input data. Read the information of railway network, initial line plan and ideal train time-

table. 
Step 2: Encoding and population initialization. Each gene in the chromosome represents the 

time instant of departure event 𝑖𝑖 for train 𝑡𝑡𝑖𝑖 at origin station 𝑜𝑜𝑜𝑜𝑜𝑜𝑖𝑖, and the chromosome 
consists of 𝑛𝑛  genes, where 𝑛𝑛  denotes the total number of trains including main-line 
trains and cross-line trains. All genes are decimal coded. The population size is very im-
portant, which is usually depends on the size of problem. After generating chromosomes, 
feasibility of each chromosome should be checked.  

Step 3: Fitness function and reproduction selection. The fitness function is defined as the recip-
rocal of objective function. Roulette wheel algorithm is employed for selecting new chro-
mosomes. The chromosome with higher fitness is more likely to be chosen. 

Step 4: Crossover and mutation. The single-point crossover is used to swap gene pairs within 
two linked chromosomes with a probability. The mutation is applied to each gene with a 
probability, and a novel value is generated within predetermined minimum and maxi-
mum thresholds. After crossover and mutation operation, feasibility of each chromo-
some should be checked. 

Step 5: Termination. If the number of generations reaches at maximum number of generations, 
output the saved best solution. 

5. Case study 
In this section, firstly, We evaluate the proximity of the solution derived from the proposed heu-
ristic methodology to the optimal solution, and verify it is a repaid and effective approach. Then, 
we solve a large-scale case based on actual situation and analyze the solution. 
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5.1 Test 
We establish two small railway networks to verify the proposed model and approach. Railway 
network 1 contains 2 rail lines, Line 1 and Line 2, where Line 1 is a mine line and Line 2 is a cross 
line. Line 1 encompasses 23 stations, while Line 2 encompasses 5 stations. 24 trains run on the 
network, including 8 main-line while 16 cross-line. Railway network 2 contains 3 rail lines, Line 
3, Line 4 and Line 5, where Line 3 is a mine railway, Line 4 and Line 5 are two cross lines. There 
are 23 stations on Line 3, Line 4 features 5 stations, and Line 5 incorporates 10 stations. 60 trains 
run on the network, including 20 main-line while 40 cross-line. These two networks are shown in 
Fig. 7. 

Line 1

Line 2

Line 1

Line 2

Line 3

(a) Railway network 1 (b) Railway network 2  
Fig. 7 Two simple railway networks 

 
The model inputs comprise railway network, the initial train line plan and the ideal train time-

table. To enhance the realism of the scenarios, we make an assumption that the new origin or 
destination stations of cross-line trains can be only selected in large stations. The heuristic algo-
rithm is applied. The algorithmic parameters are configured as listed: a population size of 10, both 
crossover and mutation probability of 0.3, a maximum number of generations is 20. The heuristic 
genetic algorithm is programmed by using Python 3.7. To ascertain the robustness of the heuristic 
approach, we initially execute the algorithm 10 times, monitoring the fluctuation of objective val-
ues throughout each trial's iterations. Figure 8 illustrates the optimization processes across all 10 
trials for both scenarios. All of them can converge at final solutions within 20 generations. We can 
find that 7 of the 10 trials finally converge at the solution 115 in Fig. 8 (a), and 4 of the 10 trials 
finally converge at the solution 691 in Fig. 8 (b). Both deviations of final solutions in these two 
figures are within 6 %. We choose solutions with the lowest objective values as the final results of 
these two cases. 
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(a) Optimization processes of case 1 (b) Optimization processes of case 2  
Fig. 8 Optimization processes for all 10 trials of two small cases 

 
Alternatively, we address the mixed integer programming model by optimization software 

CPLEX 12.10. The Python and CPLEX programs are conducted on a computing system operating 
on the 64-bit Windows 10 Pro platform, equipped with an Intel(R) Core(TM) i3-10100 CPU @ 
3.60 GHz and 16.0 GB RAM. 
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We compare the outcomes derived from distinct computational methodologies, as shown in 
Table 3. It is obvious that Scenario 2 and 4 are able to obtain solutions closely to Scenario 1 and 3 
with their gaps lower than 1 %. Compared with Scenario 1, there are the same adjustment time of 
main-line train and the number of changed train line plan of cross-line trains in Scenario 2, but 
they have difference in OD direct service frequency of cross-line passenger flow. Compared with 
Scenario 3, there are the same OD direct service frequency for cross-line passengers and altera-
tions in line plan of cross-line trains in Scenario 4, but they have different adjustment time. In 
general, the application of the suggested heuristic method yields satisfactory outcomes. 

However, when the case size (number of rail lines, stations and trains) is very small, there is 
no advantage for GA approach in calculation time. As the case size escalates, the amount of deci-
sion variables and constraints grows multiply, therefore, it takes more and more calculation time 
by using CPLEX solver, and GA approach has significant advantages when solving large-scale prob-
lems. Because of this, we find that calculation time in Scenario 2 is higher than that in Scenario 1, 
while calculation time in Scenario 4 is lower than that in Scenario 3 on the contrary. 

Therefore, we can believe that the proposed heuristic genetic methodology is effective and 
rapid compared with CPELX solver.  

 
Table 3 Comparison of solutions from CPLEX and GA 

Scenario 
1 2 3 4 

Case 1 with 24 trains Case 2 with 60 trains 
CPLEX GA CPLEX GA 

Objective 114 115 685 691 
Adjustment time 126 126 716 722 
OD direct service frequency (initial/new) 14/12 14/11 38/31 38/31 
Number of changed train line plan 4 4 9 9 
Calculation time 77 s 474 s 3102 s 2176 s 
Gap - 0.8 % - 0.9 % 

5.2 Real-world case 

In this section, we deploy the proposed model and solution approach to the Beijing-Shanghai 
High-speed Railway and its HSR lines across China. Beijing-Shanghai High-Speed Railway (HSR) 
connects Beijing and Shanghai, connecting 23 stations. Up to now, there are 8 connecting lines of 
it, which are Tianjin-Shenyang HSR, Shijiazhuang-Jinan HSR, Jinan-Qingdao HSR, Xuzhou-Lanzhou 
HSR, Hefei-Bengbu HSR, Nanjing-Chongqing HSR, Nanjing-Hangzhou HSR, and Shanghai-Kunming 
HSR, as shown in Fig. 9. 

Beijing South 

Tianjin South 

Jinan West 

Xuzhou East 

Bengbu South 
Nanjing South 

Shanghai Hongqiao

Shenyang North

Shijiazhuang

Qingdao NorthLanzhou West

Hefei South
Chengdu East

Ningbo

Kunming South

Beijing-Shanghai HSR
Tianjin-Shenyang HSR
Shijiazhuang-Jinan HSR
Jinan-Qingdao HSR
Xuzhou-Lanzhou HSR

Hefei-Bengbu HSR
Nanjing-Chongqing HSR
Ninghangyong HSR
Shanghai-Kunming HSR

 
Fig. 9 Beijing-Shanghai High-speed Railway and its connecting lines 



Integrated optimization of line planning and timetabling on high-speed railway network considering cross-line operation 
 

Advances in Production Engineering & Management 19(1) 2024 129 
 

Table 4 lists some basic information of lines in this railway network, such as number of stations 
on each line, line length, and number of operated trains (only trains running in down direction are 
considered) on each line. It should be noted that trains which we count operated on each connect-
ing line are only the cross-line trains of Beijing-Shanghai High-speed Railway. 

 
Table 4 Basic information of lines in the railway network 

Name Number of 
stations Length(km) Number of operated trains 

Beijing-Shanghai HSR 23 1318 
Total 184 trains, including 
61 main-line trains and 
123 cross-line trains 

Tianjin-Shenyang HSR 17 671 18 
Shijiazhuang-Jinan HSR  11 298 1 
Jinan-Qingdao HSR  10 230 26 
Xuzhou-Lanzhou HSR  29 1434 24 
Hefei-Bengbu HSR  5 132 13 
Nanjing-Chongqing HSR  31 1630 13 
Nanjing-Hangzhou HSR 11 256 21 
Shanghai-Kunming HSR 52 2252 7 

 
We apply the model and approach on the framework of railway network. Also, in order to make 

cases closer to the actual situation, we make an assumption that the new origin or destination 
stations of cross-line trains can be only selected in large stations, such as Beijing South, Tianjin 
South, Jinan West, Xuzhou East, Bengbu South, Nanjing South, and Shanghai Hongqiao. Fig. 10 il-
lustrates 10 iterations of optimization process, all of them can converge at the final solutions 
within 20 generations, and the objective values vary from 2480 to 2601 within 5 % deviation. We 
can obtain the final solutions in acceptable calculation time. Additionally, we endeavour to address 
the problem using CPLEX. However, the model generates an immense number of variables and 
constraints, causing the solver to grapple with the complexity of such a colossal problem. Conse-
quently, when the RAM reaches full capacity, the software halts without providing a solution. 

We designate the solution yielding the minimum objective value as the ultimate outcome for 
the real-world case. The result shows that the total adjustment time is 2561 minutes, the number 
of changed train line plan of cross-line trains is 11, and the OD direct service frequency of cross-
line passenger flow is 108 in the new train line plan while 117 in the initial train line plan. We 
analyse the distribution of the adjustments of main-line trains timetables in this case, as depicted 
in Fig. 11. The visualization demonstrates that 63.4 % of rescheduled timetable's arrival and de-
parture times are equal to those in the ideal timetable, and only 0.4 % of them are adjusted more 
than 10 minutes. Besides, the line plans of cross-line trains after optimization are listed in Fig. 12. 
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Fig. 10 Optimization process for all 10 trials of the real-world case 
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We also try to solve the real-world case when the line plans of cross-line trains are not modified, 
unfortunately, it is greatly difficult to acquire a feasible solution because the conflicts between 
each train paths cannot be completely resolved. 

 
Fig. 11 Distribution of adjustment of main-line trains’ departure and arrival times at stations 
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Fig. 12 Line plans of cross-line trains after optimization 

6. Conclusion 
This paper aims to address the comprehensive optimization challenge of train line planning and 
timetabling when taking cross-line operation into account. We develop an innovative method to 
change train line plans of cross-line trains, aiming to decrease the influence of cross-line operation 
on main-line trains. Leveraging an event-activity network framework, we formulate a sophisti-
cated mixed integer programming model. The model tries to obtain a new timetable with less ad-
justment time of ideal main-line train timetable. At meantime, to satisfy travel demand of cross-
line passengers, the model also takes into account the maximum OD direct service frequency for 
cross-line passengers. The constraints are formulated based on actual railway operation require-
ments and passenger demand. An improved heuristic algorithm is proposed to overcome difficul-
ties in calculation efficiency when solving large-scale problems. The approach is based on the ge-
netic algorithm, and firstly is tested on 2 small railway networks with 24 trains running on 2 lines 
and 60 trains running on 3 lines, respectively. The solutions are compared with those obtained by 
using CPLEX solver. The findings illustrate that the devised heuristic methodology effectively at-
tains satisfactory solutions which are close to optimal solutions with much less calculation times 
when solving large-scale problems. Finally, the model and the methodology are deployed in an 
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actual network with 184 trains operating across 9 high-speed rail corridors, and we obtain a sat-
isfactory solution. In the future, we will do more researches on cross-line operations, especially in 
considering passenger demand, a regional railway network and rolling stock scheduling. 
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A B S T R A C T A R T I C L E   I N F O 
The deep drawing process of thick sheet metal for vessel production is carried 
out by applying a tractrix die with the absence of a blank holder, which has 
economic benefits for industrial production. The main aim of the paper is the 
development of a reliable numerical thermo-mechanical model of a silicon 
brass vessel manufactured by a deep drawing process in a tractrix die and a 
subsequent ironing process, which includes the previous assembly of the dies 
with reinforcing rings that creates the required prestresses. The testing of the 
mechanical properties of silicon brass CuZn24Si was carried out by a standard 
uniaxial tensile test, thus a flow curve was determined to describe the material 
behaviour. The initial temperatures of the environment, blank and tools were 
measured with an infrared thermal imager. A comprehensive finite element 
stress analysis of the deformable tools was carried out for the assembly phase 
of the dies, and for workpiece and tools in the deep drawing and ironing pro-
cesses. The comparison of measured and numerically estimated temperatures 
had a good agreement, so the developed numerical model was confirmed and 
validated. This research study demonstrates how different process parameters 
can be investigated through a reliable and precise numerical model with comple-
mentary experimental research for the optimization of industrial technology. 
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1. Introduction
Deep drawing is one of the sheet metal forming processes that is widely used in the automotive, 
aerospace, and packaging industries for the production of parts from various materials. It most 
often represents the first sheet metal forming operation where a 3D shape is obtained from a rel-
atively flat sheet metal. It is often combined with an ironing operation (DDI – Deep Drawing and 
Ironing) when, in order to obtain special vessels and liners from thick sheets, it is necessary to 
maintain an identical thickness at the bottom while significantly reducing the thickness of the ves-
sel walls [1]. In addition to numerous advantages compared to other technologies, it must be 
noted that the use of this technology is economically feasible only in the case of large-scale and 
mass production, as it requires the production of special tools as well as the use of machines with 
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large nominal forces. One of the ways to successfully perform the first deep drawing operation on 
thick sheets with less forming loads and radial stresses is to use a tool with a tractrix die and 
without a blank holder [2-3]. 
 Thick sheet forming processes are considered bulk forming rather than sheet metal forming 
due to large deformations, temperature increase and the appearance of significant radial stresses, 
where it is necessary to protect the die with reinforcing rings and apply cooling agents. Under-
standing the influence of numerous process parameters on the stress-deformation-temperature 
state in the tool and the workpiece during the process is very important for the prevention of 
defects (wrinkling, folding etc.), excessive radial stresses and obtaining quality workpiece and fin-
ished parts [4-6]. 
 There are numerous studies that apply an integrated experimental-numerical approach to the 
analysis of metal forming processing [7-14] where reliable numerical models have been devel-
oped and verified by industrial case studies. The basic condition for a reliable model is the simi-
larity between the real and the model process, which can only be achieved through experimental 
laboratory tests and measurements in the industrial process. When the conditions of similarity 
are proven, then a lot of information and results can be obtained from such a validated numerical 
model of the process about the coupled influence of the process parameters on the output perfor-
mance, even outside the scope of industrial application, thus the physics of the process itself is 
explored more deeply. 
 The purpose of the paper is to develop a reliable numerical thermo-mechanical finite element 
(FE) model for the analysis of the deep drawing process using a tractrix die, combined with the 
subsequent ironing process, to obtain a silicon bronze vessel under controlled temperature con-
ditions, in order to achieve the target structure with a significant reduction of the wall thickness. 
The overall contribution of this study is reflected in the proposed and demonstrated integrated 
experimental-numerical approach for achieving the conditions of similarity of real and model pro-
cesses through the experimental identification of process input parameters and model validation. 
The uniaxial tensile test was used to determine the mechanical properties of silicon brass and the 
flow curve in mathematical form, to describe the behaviour of the material during plastic forming 
in FE numerical simulation. To achieve the required contact friction conditions the blank was sub-
jected to mechanical and chemical treatments described in the paper. Using infrared imaging tech-
nology, the temperatures of blanks, tools and the environment were measured before and after 
the industrial process. 

2. Deep drawing process using a tractrix die  
The profile of the deep drawing die significantly influences the sheet metal flow, the degree of 
deformation, the change in forming load depending on the puller stroke and, finally, on the quality 
of the workpiece and the process itself. Three types of the die profiles are used depending on the 
type of operation, with a transition radius, with a cone and with a specially designed tractrix curve.  
 When it comes to thick sheets, the die with the tractrix profile gives the best results, especially 
for consecutive deep drawing and ironing operations in the same tool, such as the case study in 
this paper. In such a die, the bending arm of the sheet is constant throughout the drawing process. 
The normal force always acts on the edge surface of the billet creates the largest bending arm. 
Considering that the arm h moves along the tractrix curve tangentially, the solution boils down to 
finding the equation of the tractrix curve with constant tangent length. Fig. 1 shows the profile of 
the die with the tractrix curve in the Cartesian coordinate system, and the Eq. 1 defines the tractrix 
curve with a constant tangent length [15]: 
 

𝑥𝑥 = ℎ ∙ 𝑙𝑙𝑛𝑛(ℎ+�ℎ
2−𝑦𝑦2

𝑦𝑦
) −�ℎ2 − 𝑦𝑦2                                                                                           (1) 

 

The weakness of the tractrix profile is that it theoretically has an infinite height (lim
𝑦𝑦→0

𝑥𝑥 → ∞), 

so it is necessary to adjust the initial value h0, so that the deep drawing does not start at the very 
end of the tractrix curve but moves closer to the x axis. It is recommended that h0 be slightly larger 
than the radius rm for the drawing die with a radius. For the recommended value of the height of 
the tractrix curve in the die profile, it is necessary to choose the appropriate value of y0. 
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Fig. 1 Die profile with a tractrix curve 

 

Taking into account the billet dimensions used in the industrial case study for the purposes of 
this paper ϕ 227 × 15 mm, and the outer diameter after deep drawing ϕ 163.5 mm, the value h0 = 
30 mm was chosen, so that Eq. 1 has the form: 
 

𝑥𝑥 = 30 ∙ 𝑙𝑙𝑛𝑛(30+�30
2−𝑦𝑦2

𝑦𝑦
) −�302 − 𝑦𝑦2                                                                                           (2) 

 

Pairs of values (x, y) for the tractrix profile of the die are shown in Table 1, and the technical 
drawing of the die is shown in Fig. 2. 

 
Table 1 The coordinates of the points belonging to the tractrix profile 

Point 1 2 3 4 5 6 7 8 9 10 11 
Y (mm) 30 28 25 22 19 16 13 10 8 6 4 
X (mm) 0 0.488 2.064 4.438 7.643 11.82 17.27 24.53 30.92 39.299 51.284 

3. Methods and materials 
3.1 Integrative experimental-numerical approach 

For the analysis of the deep drawing process, an integrative approach that includes experimental 
and numerical methods was applied, as a proven way to prepare high-quality input data and 
boundary conditions for the application of the finite element method and its verification, sche-
matically shown in Fig. 3. In this approach, the process must be observed as a system of intercon-
nected relevant parameters that include the following subsystems: 

• Billet: size and shape, material, chemical composition and microstructure, flow properties 
under processing conditions (flow stress as a function of deformation, deformation rate and 
temperature), thermal and physical properties;  

• Tool: geometry, surface condition, material and hardness, temperature, stiffness and accu-
racy;  

• Interface conditions: finalization of surfaces, lubrication, friction and heat transfer;  
• Deformation zone: mechanics of plastic deformation, material flow, strains, stresses, strain 

rates and temperatures;  
• Production equipment: machine type, velocity, maximum load / available energy, stiffness 

and precision. 
Numerical process modelling, supported by experimental data and tests, is used to predict ma-

terial flow, determine distributions of strains, stresses, temperatures, tool stresses, potential 
sources of defects and brittle fracture, properties and microstructure of workpiece, as well as as-
sessment of elastic springback and residual stresses. 
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Fig. 2 Technical drawing of the die with a tractrix profile 

  

 
Fig. 3 Integrative experimental-numerical approach in process modelling 

 

 For the results of numerical modelling to be reliable, it is necessary to provide high-quality 
input data that faithfully describe the real industrial process and refer to the geometry of applied 
tools and billet, and process and environmental parameters. In addition, it is necessary to perform 
experimental research to determine the true stress – true strain relationship (flow curve) for the 
materials of the billet and the tool, if the tool stress analysis is taken into account. The conditions 
of contact friction, heat transfer and radiation are described by appropriate laws for which it is 
necessary to experimentally determine the friction coefficient/factor, heat transfer coefficient and 
emissivity coefficient. 
 In the pre-processing phase a numerical model of the process is developed, using all input data 
and through the selection of the appropriate finite element, defining the conditions for generating 
the initial FE mesh, as well as the subsequent remeshing, the selection of the appropriate solver, 
the number of numerical steps and other parameters for non-linear FE analyses. If all previous 

Input data 

Numerical model 

FE solver 

Analysis 

Are the results 
satisfactory? 

 Finite element selection 
 FE mesh generation 
 Remeshing conditions 
 Solver selection 
 Numerical step 
 Non-linear analysis param-

eters 

 Element equations 
 Non-linear system equa-

tions 
 Iterations 
 Convergence of solutions 

 Analysis of the results 
(material flow, strains, 
stresses, strain rates, tem-
peratures, defects, spring-
back etc.)  

 Forming load diagram 
 Comparison with experi-

mental results 

YES 

NO

Experimental results as 
input data: 
 Flow curve 
 Friction parameters 
 Thermal parameters 

 Billet geometry 
 Tool geometry 
 Process layout 
 Process parameters 
 Machine parameters 
 Environmental conditions 

Experimental results 
for validation: 
 Material flow 
 Forming load diagram 
 Measured forces  
 Defects 
 Microstructure 
 Springback etc. 
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steps are well defined, the FE calculation itself is realized automatically by means of the solver by 
iteratively solving the nonlinear equations of the system with the convergence of the solution. 
 The selection of numerical results for the analysis depends on the goals of the process simula-
tion, but those that can be compared with the experimental ones should be chosen, in order to 
verify the numerical model of the process. For this purpose, laboratory or industrial experiments 
can be carried out. When the comparative analysis of the results shows an unsatisfactory match 
or the obtained results are not as expected by the set goals, it is necessary to repeat the simulation 
with changed input parameters and settings for FE analysis. 

3.2 Material properties 

One part of the experimental research was related to the characterization of the workpiece mate-
rial and the determination of flow curves using the uniaxial tension test. The tested material was 
silicon brass (Plate EN 1652 – CuZn24Si – R500) containing 23.13 % Zn, whose complete chemical 
composition is given in Table 2. 
 

Table 2 Chemical composition of silicon brass CuZn24Si 
Element Cu Pb Fe Sn Al Ni P Si 

% 75.9 0.004 0.002 0.007 0.003 0.003 0.006 0.940 
 

 This chemical composition of brass is suitable for deep drawing of thick sheets (in this case 15 
mm) considering the higher percentage of Zn gives better material ductility. The presence of sili-
con results in an increase in resistance to general and stress corrosion, and, in addition, it has a 
very favourable effect on the mechanical properties of brass, both at room and elevated tempera-
tures. Previous research on this silicon brass have shown that the best technological properties 
are obtained if silicon is added to brass with a stoichiometric composition of Cu3Zn, i.e. to brass 
with 75 % of Cu, as well as with the addition of silicon over 0.5 % [16]. However, higher percent-
ages of silicon can negatively affect the formability of the material.   

Uniaxial tensile tests were performed on a Zwick/Roell Z100 universal material testing ma-
chine, which enables automatic data acquisition at a speed of 500Hz. A ceramic extensometer in 
the range of 11-50 mm was used to measure elongation. The strain, strain at break, yield strength 
and tensile strength values were calculated using testXpert software and the collected pairs of 
load and elongation values. A total of 9 specimens were prepared, three for each of the rolling 
directions (0°, 45° and 90°), due to the reproducibility of the obtained results, and according to 
the standard ISO 6892-1:2019, with original diameter of 8 mm and original gauge length of 100 
mm. Specimens after one series of tests are shown in Fig. 4. Holloman’s hardening law given by 
Eq. 3 was used for the mathematical formulation of the material's behaviour during deformation:   

𝑘𝑘𝑓𝑓 = 𝐶𝐶 𝜑𝜑𝑛𝑛, MPa 
 

(3) 

where kf  is flow stress, C is strength coefficient, φ is true strain, and n is hardening exponent. 
The obtained mechanical properties of the material are shown in Table 3, as average values for 
three repeated tests. 
 

 
Fig. 4 Specimens after uniaxial tension test 

Table 3 Mechanical properties of CuZn24Si brass 

Rolling direction 
Stress (MPa) Strain Coefficients in Eq. 3 

Yield stress Ultimate stress Strain (ultimate) Strain at break C n 
0° 94.63 558.04 0.5288 0.5647 779.69 0.52886 

45° 94.10 552.96 0.5300 0.5683 768.63 0.52591 
90° 92.11 554.01 0.5259 0.5540 768.29 0.53004 
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3.3 Numerical modelling 

The application of numerical process modeling is a well-proven and extremely useful tool for pre-
dicting problems in industrial production and reducing time and cost in new product develop-
ment. For metal forming modeling based on the finite element method, it is necessary to apply a 
nonlinear coupled thermo-mechanical approach, since due to plastic deformation and the influ-
ence of contact friction, there is an increase in temperature in the workpiece. In order to realisti-
cally describe industrial process, modelling must include, in addition to heat generation in the 
workpiece, the heat transfer to the tool and its radiation to the environment. Although the consid-
ered deep-drawing process takes place at room temperature, due to the bulk forming of the thick 
sheet, this process can be considered a bulk forming process, in which the temperature in the 
workpiece can rise by several hundred degrees. Due to all of the above, only a coupled finite ele-
ment approach can provide reliable numerical modelling results.  
 In this study, the Simufact.forming software was applied as a virtual manufacturing tool, which 
applies the enhanced version of the MARC finite element solver based on the displacement method 
and the coupled thermal-mechanical approach [17]. The constitutive relations for this approach 
are defined by Eqs. 4 and 5:  
 

𝐾𝐾(𝑇𝑇) ∙  𝑢𝑢 = 𝑓𝑓 (4) 

𝐶𝐶(𝑇𝑇) ∙ 𝑇̇𝑇 +  𝑘𝑘(𝑇𝑇) ∙ 𝑇𝑇 =  𝑄𝑄 + 𝑄𝑄1  (5) 
where K is the system stiffness matrix, u is the nodal displacement, f is the force vector, C is the 
heat capacity matrix, T is the nodal temperature vector, 𝑇̇𝑇 is the time derivative of the tempera-
ture, k is thermal-conductivity matrix, Q is the thermal load vector (flux) and Q1 is the internal heat 
generated due to plastic deformation. K, k and C are all temperature dependant.  
 The nodal force vector f in Eq. 4 includes the sum of different types of loads:   

𝑓𝑓 = 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑓𝑓∗ (6) 

where fpoint is the point load vector, fsurface is the surface load vector, fbody is the volume load vector, 
and f* represents all other types of load vectors (for example thermal strains). 
 In metal forming processes, these equations are non-linear due to the non-linearity of the ma-
terial and geometry during deformation, as well as due to the constant changes in boundary con-
ditions (contact friction and thermodynamic processes). To solve them, a Newton-Raphson incre-
mental method is used, within the iterative solver. A direct solver can also be used, but it requires 
more processing time, but offering more accurate solutions. 
 To establish a connection between the real 3D stress state existing in the workpiece during 
deformation and the flow curves obtained by the uniaxial tensile test, the Von Mises flow function, 
usually for plastic materials, is used. According to this criterion, plastic flow of the material occurs 
when the calculated effective stress reaches the yield strength determined by the tensile test. 
When it is necessary to include material anisotropy into the modelling process, which is especial-
ly significant in thin sheet metals, this software uses the Hill anisotropic yield function.  
 In a coupled thermo-mechanical numerical approach, the critical input parameters for numer-
ical modelling are mechanical and heat properties of workpiece and tools, material model that 
includes an elastic-plastic behaviour with strain hardening, initial temperatures, heat transfer and 
emissivity parameters as well as friction properties for the interface.  
 No less important is the choice of the appropriate finite element that enables obtaining con-
vergent solutions in the calculation, then automatic generation of the initial FE mesh in the work-
piece and tool, and automatic remeshing according to trigger criteria and conditions for mapping 
parameter values from the old to the new FE mesh. Shell elements are usually used for modelling 
the sheet forming process, but in the case of thick sheet metal, they do not give satisfactory results. 
Therefore, in this study, 3D solid isoparametric eight-node hexahedral elements were applied, 
with automatic detection of sheet thickness and determination of the optimal number of elements 
through the thickness and the best in-plane element size. 
 When modelling multistage processes, the virtual manufacturing software should “remember“ 
the entire history of deformation through which the workpiece is transformed, whether the first 
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stage is related to heating or not, followed by the transfer of workpiece to the tool, in which the 
workpiece is formed through a series of successive different forming operations, and sometimes 
interoperational thermal treatments. At the end of forming, the workpiece removal from the tool, 
the release of elastic strains (springback) should be modelled. During the numerical setup of the 
process, it is necessary to precisely define the complex kinematics of metal forming machines, 
because the choice and change of the machine significantly affects the material flow. The applied 
software for numerical modelling in this study enables all the mentioned requirements. 

3.4 Infrared thermal imaging 

Infrared thermography is one of the non-contact methods of temperature measurement that is 
increasingly used for scientific and industrial measurements of temperature fields, especially 
when contact methods are limited by accessibility or the range of high temperatures in techno-
logical processes. This is of particular importance for metal forming processes, because by meas-
uring temperatures in the visible part of the workpiece and the tool itself, places with critical tem-
perature stresses can be identified. When measurements are used to set boundary conditions in 
numerical modelling or to validate numerical process models, then such an experimental-numer-
ical approach opens up possibilities for numerical estimations of temperature fields outside the 
experimental range, for example in hot forging processes [18], extrusion at high velocities and 
industrial ironing processes. 

Non-contact methods of temperature measurement are based on the principle of measuring 
the energy of electromagnetic radiation emitted by the measured object. Infrared radiation is lo-
cated in the electromagnetic spectrum between visible light and microwave radiation in the range 
of wavelengths from 0.75 μm to 1 mm. The main advantage of infrared thermography, compared 
to other methods of temperature measurement, is that a visual image of the temperature field is 
obtained, where points with maximum or minimum temperature values, as well as their arrange-
ment and mutual dependence, can easily be seen. 

Within the thermal interaction of the measured object with the environment, the total energy 
emitted from the environment is divided into absorbed, reflected and transmitted energy. For 
measuring the temperature of solid bodies that are impervious to thermal radiation, only the en-
ergy emitted by the body is relevant, and it is equal to the absorbed energy. The characteristic by 
which the radiation of any body is compared with the radiation of a black body is called emissivity 
expressed through the emission coefficient ε. All bodies have an emissivity greater than 0 (ideal 
mirror) and less than 1 (black body). The emission coefficient of an object depends on the type of 
material and the state of the object's surface. For precise measurement of objects made of mate-
rials with low emissivity, clean and polished metals with shiny surfaces, emissivity correction is 
necessary, precisely through the emission coefficient. Before measuring, it is necessary to adjust 
the emissivity settings in the imager in order to accurately calculate the temperature of the meas-
ured object [19]. 

To calculate the object's temperature, the Stephen–Boltzmann law is applied, which exhibits 
the relationship between the radiation energy and the temperature by the Eq. 7 [20]:  

𝐸𝐸 = 𝜀𝜀 ∙  𝜎𝜎 ∙ 𝑇𝑇4 (7) 
where E is the radiant power of the object; ε is emissivity of material; σ is the Stephen–Boltzmann 
constant; T is the absolute temperature of the object. 

Fluke Ti400 Infrared Thermal Imager and accompanying SmartView software were used for 
experimental measurement of temperature fields in the workpiece and deep drawing tools in this 
study [21]. The change in emissivity for different materials and conditions of the surface of the 
object can be changed directly by entering the desired value or using coefficients from the soft-
ware database. The imager uses manual focusing mode or automatic focusing through the La-
serSharp system that measures the distance of the object with a laser and the system adjusts the 
focus for thermal imaging processing. SmartView enables the analysis and processing of obtained 
thermal images for comparative analysis with numerically estimated temperature fields.  
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4. Industrial case study  
4.1 Deep drawing industrial setup 

The tool for industrial experiments of the deep drawing process was manufactured by the Sloboda 
company and mounted on a hydraulic press with a selected deformation speed of 50 mm/s. Fig. 5 
shows the technical drawing of the tool assembly. The tool consists of the following components: 
1) puller, 2) upper die, 3) intermediate plate, 4) lower die, 5) remover and 6) base plate. 
 The puller (1), made of alloyed cold-work tool steels 1.2379/X153CrMoV12 (EN ISO 
4957:2000) and heat-treated to a hardness of 60HRc, participates in forming the inner shape of 
the drawn vessel. It has a good ratio of high outer surface hardness and high core durability. The 
surface of the working part of the puller is polished to the quality of surface treatment N4. In the 
upper die (2), the workpiece is drawn from the billet into vessel, with a smaller reduction in wall 
thickness. The material for the upper die is the same as for the puller and lower die. In the lower 
die (4), the ironing process is carried out to obtain the final shape of the vessel, the thickness and 
the height of the walls. 
 Both dies were reinforced with reinforcing rings of 1.7225/42CrMo4 tempering steel (DIN EN 
10088) with a 1 mm overlap to achieve prestressing of the dies. Assembly of the rings on the dies 
was realised by pressing on the press. The dies strengthened in this way are finally mounted in 
the lower tool holder, as shown in Fig. 6. 

4.2 Blank preparation 

The circular blank (ϕ 227 mm) was prepared by cutting with a high-pressure water jet from a 
brass plate of 15 mm thickness (Fig. 7). After cutting, the blank was subjected to strict dimensional 
and visual control, as well as metallographic examination of the micro and macrostructure. A 
chemical treatment was applied by immersing the blank in a 10 % solution of sulfuric acid (H2SO4) 
at a temperature of 60-70 ℃ for 5 minutes. Then the blank was immersed in a 5 % solution of soap 
emulsion at a temperature of 60 ℃. With these procedures, a better plastic flow of the material, a 
reduction in the impact of contact friction and less heating of the tool were achieved. 
 

 
Fig. 5 Technical drawing of the tool assembly 
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  a)    b)        c) 

Fig. 6 Assembly of the lower deep drawing tool with reinforcing rings: a) lower die b) upper die c) assembly 
  

   
Fig. 7 Cutting the blank by the water-jet process (left) and the blank after chemical treatments (right) 

4.3 Measuring the initial temperatures in industrial experiments  

In thermo-mechanical FE analysis using the finite element method, it is crucial to provide high-
quality and reliable input data, not only for plastic flow of materials, but also for thermodynamic 
processes. Fluke Ti400 Infrared Thermal Imager was used to measure the temperatures of the 
blank, the environment and the tool in the industrial process, with prior adjustment of the emis-
sivity coefficient. The initial temperature of the blank was 20.7°C, the tool 18.2°C and the environ-
ment 18.8°C. However, as the blank before deep drawing was immersed in a heated soap emul-
sion, in order to reduce contact friction during the process, the measured temperature of the blank 
placed in the tool was 30.7°C. Fig. 8 shows the registered temperatures. 
 

 
Fig. 8 Initial temperatures in industrial process (blank before and after soap emulsion, environment and tool) 

4.4 Numerical model setup 

The numerical model of the deep drawing process was set according to identical conditions in the 
industrial experiment using Simufact.forming software and its solver based on the finite element 
method. 3D CAD models of tool components in IGES format were applied, the assembly of which 
is shown in Fig. 5. The geometry of the reinforcing rings is simplified, and instead of the interme-
diate plate, the boundary conditions for fixing the nodes along the horizontal plane in the direction 
of the y axis were defined. Given that it is necessary to achieve absolute similarity between the 
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industrial and numerical process model, firstly related to the assembly of the upper and lower 
dies and their reinforcement with rings, the numerical model first included simulations of rein-
forcing and prestressing of the upper and lower dies. Then, the prestressed tools with deformation 
history were used for a coupled simulation of the deep drawing process, where the stress, strain 
and temperature fields in the workpiece and in the tools were monitored simultaneously. 
 The simulation of the prestressing of the dies by the reinforcing rings was carried out with a 
virtual overlap of 1 mm as one of the boundary conditions, while other contact conditions between 
the tool components and blank were defined using the Contact table. Instead of the properties and 
flow curves of the tool steel from which the die and ring were made, materials from the Simufact 
material database used for heat-treated tool steels were applied, for the die material HM560 and 
for the ring material ASP. The dies and rings were considered deformable while the base plate was 
considered rigid. The contact friction conditions between the dies and the rings were defined as 
dry with a friction coefficient of 0.4. Since the process is axisymmetric, a 2D numerical analysis 
was applied. A Quadtree mesh of two-dimensional finite elements with an element size of 1 mm 
was created on deformable tools. 
 For the numerical simulation of the deep drawing process, a cylindrical blank with identical 
dimensions as in the industrial process was modelled, on which a Quadtree mesh of two-dimen-
sional finite elements with an element size of 1.3 mm was prepared. Due to significant defor-
mations of the material in the areas of the calibrating bands in both dies, and thus greater distor-
tion of the FE mesh, two refinement boxes were defined in which the number of FE elements was 
doubled during the simulation and the mesh was regenerated automatically (Fig. 9a).  
 The material behaviour was described by the flow curve according to Eq. 3 with coefficients’ 
values C=779.69 and n=0.52886, for rolling direction 0°. The workpiece does not represent a fin-
ished part, so it was not necessary to take into consideration the anisotropy of the material when 
analysing the stresses and temperatures in the workpiece and the tool in the axisymmetric pro-
cess. For the forming process, the contact friction conditions were described by Coulomb's law, 
where the given value of the friction coefficient was 0.12. The initial temperatures of the tool com-
ponents, the blank and the environment were as registered and described in the previous section. 
The working stroke of the press was set at 300 mm. The numerical model of the deep drawing 
process is shown in Fig. 9b.   

          
a)                                                                          b) 

Fig. 9 Position of the refinement boxes (a) and 2D numerical model of the deep drawing process (b) 

5. Results and discussion 
Within this section, the results of all three numerical simulations are presented, both the assembly 
and prestressing of the upper and lower dies, as well as the coupled simulation of the deep draw-
ing process with deformable tools. The analysis and discussion of the results will focus on stress 
fields in the workpiece and tools during the process and after workpiece release. Finally, a com-
parative analysis of measured temperatures in the industrial process and numerically estimated 
temperature fields in the workpiece and the tools will be presented and discussed. 
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The radial stress distributions obtained in the simulations of mounting the reinforcing rings 
on the upper and lower dies, with a virtual overlap of 1 mm, are shown in Fig. 10. It is noticeable 
that the maximum compressive radial stress in the upper die is -385 MPa and in the lower die -
639 MPa. The fields of maximum stresses are located in the overlapping zones of the dies and the 
rings and mainly in the central part of the dies. The obtained prestress values in the upper die are 
lower than recommended (600-700 MPa), which is caused by the small value of the total overlap 
of 1 mm in relation to the outer diameter of the matrix of ϕ 330 mm. 
 

  
                                                   a)                           b) 
Fig. 10 Radial stress distribution of the reinforced upper die (a), lower die (b) in the assembly phase (1 mm overlap) 

 
The recommendation for the overlap value, when installing reinforcing ring, is 0.1 mm for 

every 25 mm of a diameter. For the lower die, the overlap is adequate considering that the outer 
diameter of is ϕ 240 mm, so the obtained prestress is approximately the same as the recom-
mended one. For the upper die, it is necessary to implement the overlap of 1.32 mm. Therefore, 
another simulation of the reinforcing upper die with a new value of the virtual overlap was per-
formed. Fig. 11 shows the distribution of radial stresses in the upper die and ring with a larger 
overlap, where higher maximum values of radial stresses were obtained in the amount of 587 
MPa. In this way, the optimal values of die reinforcement and prestressing can be determined by 
tool assembly finite element numerical simulation. Arbitrarily chosen values of the overlap be-
tween the ring and the die and thus the prestresses can have negative consequences on the tool 
life, as well as on the dimensional accuracy of the workpiece. 

Simufact.forming software allows the transfer of deformation history from operation to oper-
ation. Thus, the strain and stress fields in the deformable tools (upper and lower dies and both 
rings) from the previous simulations of the reinforcing dies were imported into the next simula-
tion of the deep drawing process. In this numerical simulation, the approach of simultaneous com-
plete FE analysis of workpiece forming and elastic deformation in deformable tools was applied. 
Only in this way reliable results comparable to the industrial process can be obtained. 
 

 
Fig. 11 Radial stress distribution of the reinforced upper die (1.32 mm overlap) 

 
  



Mandic, Milosavljevic, Jurkovic, Adamovic 
 

144 Advances in Production Engineering & Management 19(1) 2024 
 

 
 Fig. 12 shows the radial stress distributions in the workpiece and tools in the selected stages 
of the process. The first stage shown at 19.5 % of the puller stroke was chosen because there is a 
maximum contact zone between the workpiece and the tractrix profile of the upper die. It is evi-
dent that the compressive radial stresses in the upper die have decreased to the value of -400 MPa 
and the appearance of smaller tensile radial stresses up to 100 MPa (Fig. 12a). The state of the 
radial stresses in the lower die is almost unchanged. In the workpiece, maximum tensile radial 
stress was at the bottom of the vessel, the values of which range from 200-280 MPa. 
  
  

 
a) 19.5 % of the puller stroke 

 
b) 46.4 % of the puller stroke 

 
c) 92.7 % of the puller stroke 

Fig. 12 Radial stress distributions in the workpiece and tools during coupled simulation of the deep drawing process  
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The second characteristic phase of the process (46.4 % of the stroke, Fig. 12b) includes the 
moment immediately before the exit of the workpiece from the calibrating zone of the upper die. 
It is noted that the maximum compressive radial stresses of -752 MPa are in the deformation zone 
of the workpiece at the very top, and that the upper part of the matrix along the tractrix curve is 
almost entirely relaxed. On the other hand, there is a decrease in tensile radial stresses at the 
bottom of the piece up to 178 MPa. In addition to the change in the shape of the workpiece, there 
is a small decrease in the thickness of the vessel wall. 
 In the last third selected phase of the process (92.7 % of the stroke), when the top of the work-
piece is in contact with the calibrating zone of the lower die, maximum radial compressive stresses 
at the top of the vessel wall (-728 MPa) occur again. In contrast to passing material through the 
upper die, when the deep drawing process takes place, ironing is performed here, so the defor-
mation of the workpiece in wall thickness is significant. This is transferred to the calibrating part 
of the die, but there is no large drop in compressive radial stresses (they amount to -520 MPa) 
because the ironing forces act differently on the die in the radial direction. There are no critical 
tensile stresses in the lower die and ring. However, the tensile radial stresses at the bottom of the 
vessel increased up to 300 MPa. 
 In order to more deeply analyse the thermo-mechanical processes in the numerical model of 
the deep drawing process, and compare them with industrial temperature measurements using 
infrared thermography, apart from the determination of the stresses in the workpiece and the 
tools, it is necessary to analyse the numerically estimated temperature fields. 

Fig. 13a shows the temperature fields in the upper die obtained by the infrared thermal imager 
immediately after the process. For comparison, Fig. 13b shows the distribution of temperature 
fields obtained by FE numerical simulation. The contact friction between the tool and the work-
piece, as well as the plastic deformation of the workpiece affected the temperature increase in the 
workpiece and the transfer of part of the temperature to the tools. The development of elevated 
temperatures in the upper die occurs in the output path of the tractrix curve in the range from 30°C 
to 77.1°C, with the maximum temperature being registered in the die calibration zone. The nu-
merically estimated temperature field has a good coincidence as the maximum temperature of 
77.9°C occurs on the same part of the die surface, and the range of the temperature field starts 
from 30°C. The advantage of the numerical simulation is that the temperature fields are calculated 
for the entire volume of the die, so the temperature fields can be analysed in any section and at 
any position, as opposed to physical measurements. 
 The measured temperatures in the lower die immediately after the process are shown in Fig. 
14a, and the comparative distribution of the numerically estimated temperature fields is given in 
Fig. 14b. By analysing the temperatures on the lower die, it is noticed that there was a develop-
ment of slightly higher temperatures in the range from 30°C to 90°C and a wider temperature field 
along the depth of the die, in the calibration zone where contact friction has the greatest influence. 
The reason for this is a longer contact with the workpiece, since the entire length of the vessel wall 
was in contact with this die during the ironing process. This was also confirmed by numerical 
simulation with the same area of elevated temperatures, with the fact that the maximum esti-
mated temperature is slightly higher and amounts to 91.9°C. 
  

           
              a)                                                       b) 

Fig. 13 Comparison of the measured temperatures in the upper die (a) and numerically estimated (b) 
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         a)                       b) 
Fig. 14 Comparison of the measured temperatures in the lower die (a) and numerically estimated (b) 

 Based on the analysed temperature fields, it can be concluded that the tool temperature values 
are relatively small. However, it must be emphasized that the simulation includes the deep draw-
ing process of one workpiece, which means that it is expected that, during the longer exploitation 
of the tool, it will heat up more. Therefore, it is necessary to apply a cooling agent, in order to 
prevent overheating of the tool, which can lead to a change in the characteristics of the material, 
the appearance of temperature cracks and a short tool life. 
 Immediately after removing the workpiece from the tool in the industrial process, the temper-
atures were measured in the same way as for the tool. Arbitrary points on the thermal image were 
selected, as shown in Fig. 15a, in order to compare the values with the numerical temperature 
fields in the workpiece, shown in Fig. 15b. The legend of the industrial temperature measurements 
shows temperatures up to a maximum of 240°C, while the legend of the numerical model shows 
a value up to 233°C. In similar referent points, there is a satisfactory match between the measured 
and estimated temperatures in the workpiece. In the zone near the top of the vessel, the measured 
temperature was 182.1°C, and the numerically estimated temperature was 183.2°C. The lowest 
temperature values were registered and evaluated at the bottom of the vessel and range from 
20°C to 45°C, because there was the least plastic deformation and there was no contact with the 
tool and thus no influence of contact friction. 

        a)                           b) 
Fig. 15 Comparison of the measured temperatures in the workpiece (a) and numerically estimated (b) 

6. Conclusion
Deep drawing of thick sheets using tractrix die is a widely used technology in large-scale industrial 
production for the initial operations of obtaining special vessels, which require a significant dif-
ference in the thickness of the bottom and vessel walls, as well as special mechanical properties 
of the material in the characteristic sections. Reliable technology cannot be developed only 
through industrial trials, so the application of an experimental-numerical approach is more than 
necessary. 
 The aim of this study was to develop, through this approach, a reliable numerical thermo-me-
chanical model of the process for obtaining a silicon brass vessel in successive deep drawing and 
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ironing operations. It is known that the forming of thick sheets, as bulk deformation, is accompa-
nied by an increase in temperature in the workpiece and transfer to the tools, so a comparative 
analysis of measured and numerically estimated temperatures in the workpiece and tools was 
used to validate the numerical model based on the finite element method.  
 The reliability of the numerical model is conditioned by high-quality input data for a set of FE 
simulations, which refer to models of material behaviour, contact friction and thermodynamic 
processes. The selection of adequate finite elements for the workpiece and deformable tools with 
constitutive relations that correspond to the physics of the process, then the parameters of the FE 
analysis and the conditions of automatic mesh generation and remeshing are crucial for precise 
and convergent numerical solutions. The paper provides a detailed description of the above-men-
tioned requirements, among other things, through the results of experimental testing of silicon 
brass material as well as temperature measurements before and after the deep drawing industrial 
process using an infrared thermal imager. 
 The numerical model of the process included the assembly phase of the upper and lower dies 
with reinforcing rings with an overlap in order to prestress and protect the dies. Adequate selec-
tion of overlaps and realised prestressing of the die is of essential importance for the accuracy of 
the parts, the reduction of the total tensile radial stresses, the dynamic cyclic loading of the die 
and its lifetime. The present study showed that identical overlaps cannot be applied in the upper 
and lower dies, so through repeated simulation with a changed value of the overlap of 1.3 mm, 
optimal prestresses were obtained. 
 Stress and temperature fields were analysed in the combined FE analysis of deep drawing and 
ironing processes with deformable prestressed tools. Numerical simulations, which are mostly 
performed with rigid tools, with or without the heat transfer option, do not provide a realistic 
numerical model of the industrial process. Therefore, the study established an expensive and 
time-consuming coupled FE numerical thermo-mechanical model through simultaneous plastic 
deformation of the workpiece, elastic deformation of the tools, heat generation due to plastic de-
formation and contact friction, heat loss due to transfer to tools and emissions to the environment. 
A comparative analysis of the temperature fields obtained by industrial measurements and nu-
merical simulations showed a good agreement, thus validating the numerical model. 
 The establishment of a reliable and precise numerical model is the basis for investigating the 
influence of process parameters on other output indicators (strains, strain rates, forming load) 
and for making the desired modifications to the optimization of industrial technology. Tempera-
ture fields under other processing conditions and their influence on microstructure changes can 
be investigated with appropriate input data describing phase transformations in the material, 
which is the subject of future research using an integrated experimental-numerical approach.  
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Calendar of events   

• International Conference on Digital Manufacturing Systems ICDMS, January 7-8, 2024, Tokyo, 
Japan. 

• International Conference on Manufacturing and Intelligent Machining ICMIM, January 14-15, 
2024, Zurich, Switzerland. 

• 18th International Conference on Advanced Manufacturing Engineering and Technologies,  

January 15-16, 2024, Montevideo, Uruguay. 

• International Conference on Cyber Manufacturing Systems ICCMS, January 18-19, 2024, Syd-
ney, Australia. 

• International Conference on Manufacturing and Industrial Technologies ICMIT, January 25-
27, 2024, Budapest, Hungary. 

• International Conference on Mechatronics and Manufacturing ICMM, February 2-4, 2024, 
Penang, Malaysia. 

• International Conference on Manufacturing and Optimization ICMO, February 25-26, 2024, 
Buenos Aires, Argentina. 

• International Conference on Mechanical and Intelligent Manufacturing Technologies ICMIMT, 
March 7-9, 2024, Cape Town, South Africa. 

• 2024 Annual Modeling and Simulation Conference (ANNSIM 2024), May 20-23, 2024, Wash-
ington D.C., USA. 

• North American manufacturing research conference (NAMRC) 52, June 17-21, 2024, Knox-
ville, TN, USA. 

• 18th International Conference on Industrial and Manufacturing Systems Engineering, August 
9-10, 2024, Lagos, Nigeria. 
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