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Obnovitev ¢lanstva v strokovnem drustvu MIDEM in iz tega
izhajajoCe ugodnosti in obveznosti

Spostovani,

V svojem vec desetletij dolgem obstoju in delovanju smo si prizadevali narediti
drustvo privlacno in koristno vsem ¢lanom.Z delovanjem drustva ste se sredali
tudiviin se odlo¢ili, da se v drustvo vélanite. Zivljenske poti, zaposlitevin strok-
ovno zanimanje pa se z leti spreminjajo, najrazli¢nejsi dogodki, izzivi in odloditve
s0 vas morda usmerili v povsem druga podrocja in va$ interes za delovanje ali
¢lanstvo v drustvu se je z leti mo¢no spremenil, morda izginil. Morda pa vas
aktivnosti drustva kljub temu Se vedno zanimajo, ¢e ne drugace, kot spomin
na prijetne Case, ki smo jih skupaj preziveli. Spremenili so se tudi naslovi in
nac¢in komuniciranja.

Ker je seznam Clanstva postal dolg, ocitno pa je, da mnogi nekdanji &lani ni-
majo vec interesa za sodelovanje v drustvu, se je lzvrsilni odbor drustva odlogil,
da stanje Clanstva uredi in vas zato prosi, da izpolnite in nam posljete
obrazec prilozen na koncu revije.

Naj vas ponovno spomnimo na ugodnosti, ki izhajajo iz vasega ¢lanstva. Kot
¢lan strokovnega drustva prejemate revijo »Informacije MIDEM«, povabljeni
ste na strokovne konference, kjer lahko predstavite svoje raziskovalne in raz-
vojne dosezke ali srecate stare znance in nove, povabliene predavatelje s po-
drocja, kivas zanima. O svojih dosezkih in problemih lahko porodate v stroko-
vni reviji, ki ima ugleden IMPACT faktor.S svojimi predlogi lahko usmerjate
delovanje drustva.

Vasa obveza je pladilo ¢lanarine 25 EUR na leto. Clanarino lahko placate na
transakcijski racun drustva pri A-banki : 051008010631192. Pri nakazilu ne
pozabite navesti svojega imenal

Upamo, da vas delovanje drustva Se vedno zanima in da boste ¢lanstvo ob-
novili. Zal pa bomo morali dosedanje Clane, ki ¢lanstva ne boste obnovili do
konca leta 2003, brisati iz seznama ¢lanstva.

Prijavnice posljite na naslov:
MIDEM pri MIKROIKS
Stegne 11

1521 Ljubljana

Ljubljana, april 2003

lzvrsilni odbor drustva
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NOISE AND NON-LINEARITY AS RELIABILITY INDICATORS
OF ELECTRONIC DEVICES

J. Sikula, V. Sedlakova, P. Dobis

Brno University of Technology, Brno, Czech Republic

INVITED PAPER
MIDEM 2003 CONFERENCE
01. 10. 03-03. 10. 03, Grad Ptuj

Abstract: An application of noise and non-linearity measurements in analysis, diagnostics and prediction of reliability of electronic devices is discussed.
The sensitivity of noise and non-linearity to the device defects and other irregularities is typical feature of these methods. Conceptions of 1/f noise, burst
or RTS noise, thermal noise and third harmonic voltage are described and theirs explanation is done. The resuits of noise and non-linearity measuring are
shown. Possible reliability indicators for conducting film resistors, MOSFETs and gquantum dots are presented.

Sum in nelinearni efekti kot pokazatelji zanesljivosti
elektronskih komponent

lzvlegek: V prispevku pokazemo uporabo meritev $uma in nelinearnosti pri analizi, diagnozi in napovedi zanesfjivosti elektronskih komponent. Glavna
odlika tega pristopa je ravno ob&utljivost suma in nelinearnosti na napake in druge nepraviinosti znotraj komponente. Opigemo in razlozimo koncept 1/f
suma, RTS suma, termiénega $uma in tretje harmonske napetosti, kakor tudi obrazloZimo rezultate meritev. Predstavimo mozne pokazatelje zanesljivosti

prevodnih plasti, uporov, MOSFET tranzistorjev in kvantnih luken.

1. Introduction

The noise spectroscopy in time and frequency domain is
one of the promising methods to provide a non-destructive
characterisation of semiconductor materials and devices.
This applies to both active and passive components, i.e.,
bipolar, quantum dots and MOS structures, on one hand,
and resistors and capacitors on the other. As a main diag-
nostic tool it is proposed to use low frequency current or
voltage noise spectral density and theirs statistical distri-
butions.

The noise in a device, correlation with reliability and why
conduction noise, especially 1/f noise, is a quality indica-
tor for devices is indicated in /1/. Here we restrict our-
selves to 1/f noise as a diagnostic tool in resistance type
devices. The knowledge about 1/f noise is based on ex-
perimental facts that fit into the empirical relation for the
1/f noise with the Hooge-parameter «.

There are two kinds of 1/f noise in electronic devices. The
first type was called the fundamental 1/f noise. It may be
associated with the 1/f noise that is caused by the carrier
mobility fluctuations at the charge-carrier scattering by pho-
nons /1/. The other kind of 1/f noise is generated by de-
fects in the device. It was called as excess 1/ noise and
it is a characteristic for detecting of imperfections and la-
tent defect. This kind of excess 1/ # noise may be the
non-equilibrium 1/f noise /2, 3/.

ft is known that most of failures result from the latent de-
fects created during the manufacture processes or during
the operating life of the devices. The sensitivity of excess
electrical noise to this kind of defects is the main reason of
investigation and use of noise as a diagnostic and predic-
tion tool in reliability physics for the semiconductor devic-
es lifetime assessment. The noise spectral density depends
on stress and damage and varies among nominally identi-
cal devices.

The sensitivity of the noise characteristics to the structure
defects and other irregularities is typical feature of these
methods. It is due to microphysical origin of fluctuation
caused by quantum transitions of charge carriers. Noise
depends on: i) perfection of the crystal structure, number
of grain boundaries, point defects, linear defects, i) sur-
face parameters and iii) homogeneity and manufacturing
quality of the device active region.

The actual reliability of electronic devices is usually less
then the maximum theoretical value of reliability depend-
ing on the attained manufacture level. It may be due to
irregularities in the manufacturing processes. It was ob-
served that chemical condition of the surface could affect
the magnitude of the noise spectral density.

In the present paper the application of noise spectrosco-
py on thin and thick conducting film resistors, MOSFETs
and quantum dots and is given. The noise characteristics
variation during stress and ageing are much larger than
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those of the DC characteristics and then our experimental
studies are used for a quality and reliability assessment.

2. Characterisation of the noise

Noise generated in semiconductor sample consists from
thermal noise, burst or RTS noise, generation-recombina-
tion (GR) noise, 1/f noise and 7/ noise. There are two
experimental ways to characterize fluctuations in semicon-
ductor sample. The first is based on the analyses of sto-
chastic process realization in time domain. In this case av-
erage value, probability density and distribution function
can be obtained. The second one uses Fourier transfor-
mation of time domain realization and gives information
about second order statistical moments as is noise spec-
tral density. The stochastic process realization is then ana-
lysed in frequency domain. This method is frequently used
and noise sources are characterized by frequency depend-
ence of noise spectral'density. Noise voltage, current, and
power spectral densities are used. We give short descrip-
tion of them.

2.1 Thermal noise

All semiconductor samples always display thermal noise
caused by random motion of the charge carriers and their
interaction with phonons. The spontaneous fluctuations
across the resistor have a white noise spectrum given by:

the voltage noise spectral density

Sy =4KTR (1)
the current noise spectral density

Si=4kTG (2)
or the power noise spectral density

Sp=Su/R=SR=4KT (3)

150 . : : ,
100

50f---

005 010 0415 020 025
t/s

Fig.1.  RTS noise voltage time dependence

214

where k, T and R are Boltzmann constant, the absolute
temperature, and the sample resistance respectively. The
thermal noise of resistors is often used to calibrate the
noise- measuring set-up. The thermal noise from a biased
sample is proportional to a temperature, which is larger
than a substrate temperature due to Joule heating. The
thermal resistance is an important indicator of delamina-
tion of the thick film layer and hence an indicator of early
failures. Thus a strong increase in thermal noise under bias
goes hand in hand with an increased risk of failures.

2.2 Burst or RTS noise

This type of noise is called burst or random telegraph sig-
nal (RTS) noise. It is an important indicator of a single trap
activity in a small subsystem with a small number of free
carriers. Such defect often appears due to laser trimming.
Defect region has small dimensions and is submitted to
high electric field current density. Therefore it often de-
grades faster and at least shows a poor noise behaviour.
Time realisation of voltage fluctuation on resistor is given
in Fig. 1. and noise spectral density of this type of noise
for the resistor R = 8 k€ is shown in Fig.2 for applied volt-
age 0.7 and 1.4 V.

10—]1 .

S,/ V2

01 1 10 100 1000 10000

f/Hz

Fig.2.  Noise spectral density vs. frequency

2.3 Generation-recombination noise

Generation-recombination (G-R) noise is a fluctuation in
the conduction, and like burst noise is caused by the car-
riers number fluctuations. The amplitude density distribu-
tion is Gaussian with the Lorentzian spectrum for simple
transitions between a band and traps at one energy level.
Traps energy level must be near to Fermi level in order to
create G-R noise. That is the reason why some devices
can show G-R noise just in a certain temperature range.

2.4 Noise of 1/ftype

Present theories of 1/f noise assume that there are two
sources: fundamental 7/f noise and excess 7/ noise. Ac-
cording to Hooge /1/, 1/f noise is due to carrier mobility
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fluctuations and current noise spectral density is given by
a generalised Hooge's formula

Si=a.lP/EN (4)

where Syis the current noise spectral density, fis frequen-
cy, N is the total number of carriers in the sample active
region, / is the device current and « is an empirical con-
stant. Hooge constant « is now extensively used to char-
acterise the device structure perfectness. The values of &
measured on the devices ranges from 107 (poorest sam-
ples) to 107 (currently the best samples).

Normalised noise spectral density with respect to applied
voltage Su/U? , electric current S //? or resistance Sp/R?
can be expressed by

Su/U? = S1/I? = Sp/R? = o./tN (5)

Normalised noise spectral density for samples with differ-
ent widths and lengths 0.3mm, 0.5mm and 1mm is shown
in Fig.3.

S/ s

flHz

Fig. 3. Normalised voltage noise spectral density for
thick film resistors

It was proposed to defined the quality and reliability indi-
cator Cq as

Ca = Sif/I? (6)

Normalised frequency curve of Cqg indicator is shown in
Fig.4. The better technology, the lower Cq value and its
dispersion is measured.

At present the concept of the excess noise as a quality
and reliability indicator is generally used. There is also a
variety of measuring set-ups and measuring conditions. Not
all of them provide the best attainable resolution. General-
ly speaking, one has to be able to distinguish the excess
noise of the device, which carries information on the de-
vice condition, from the background noise.

03
|
02
= a=-147
c=0.16
01
il

0
17 16 -15 14 13 12 -1

log(Cy)

Fig.4. Normalised frequency curve of Cq indicator

2.5 Power noise spectral density

This quantity corresponds to voltage or current fluctuation
on sample resistance R. From this point of view behaviour
of resistor type devices can be described by similar model
as was given by Hooge for monocrystals /1/.

We propose, that power noise spectral density Sp is pro-
portional to power dissipated by one charge carrier Pp and
inversely proportional to frequency

Sp = aPo/f (7)
where
Po = euk? (8)

o is proportionality constant, uis charge carrier mobility,
E is electric field intensity.

Total power noise spectral density including thermal noise
will be given by

Sp = 4KT + aueE?/f (9)
where ay has a unit of mobility and is given by
ap = o (10)

Quantity a, does not depend on sample length and width
as is shown in Fig. 6.

Power noise spectral density has lowest value Sp = 4kT as
is shown in Fig. 5.
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‘TN
L
=
o
p]
flHz
Fig. 5. Power noise spectral density for two thick film
resistors
107
D
Tond PR
" ;
S C, .. B
NS & % x g @ By ¥ ¢
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10°
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Fig.6.  Quantity am for pastas 10 k§/ and different
technologies

2.6 The non-equilibrium resistance
fluctuations

The resistance of any conducting two-terminal devices
R(l, 1) is generally a non-linear function of a current / and
can be approximated by:

R(LO=R,@)+ Y R (I () (1)

Here, the time dependence of coefficients Ra(t) (n = O,
1,2, ...) represents the fluctuations in the resistance. Fora
weakly non-linear sample the terms in (11) decrease rap-
idly with n so that for ordinary working currents the voltage
fluctuations AU(t) across a sample under a DC current /g,
with accounting of the first three terms in (11), given by

216

AUt = AR, Ol = ARo(t)lo + AR:(t)ls+ AR2(t)f; (12)

where AU(H=U(t) ~U and U is the time-averaged voltage
drop across the sample. Here fluctuations of the terms in
(11) are

ARR() = Ra(t) =R, (n =0, 1, 2), (13)
where R, are the time-averaged coefficients. Fluctuations
ARo(t) give the equilibrium 1/ noise. Fluctuations AR;(t)
and AR»(t) are sources of the non-equilibrium resistance
fluctuations. When the noise spectral density Sy(f) is meas-
ured under DC current, the equilibrium and non-equilibri-
um components are superimposed. If the DC current is
small the non-equilibrium component is hidden by the equi-
librium one.

2.7. Measuring set-up

There is a variety of measuring set-ups and measuring con-
ditions. Not all of them provide the best attainable resolu-
tion. Generally speaking, one has to be able to distinguish
the excess noise of the device, which carries information
on the device condition, from the background noise. To
get a good measurement resolution, it is necessary to car-
ry out the measurements in the region, where the expect-
ed noise component magnitude is distinctly higher than
that of the background.

3. Non-linearity

The resistor structure consists of metallic grains and inter-
grain layers with semiconductor conductivity. Junctions
between metal grain and semiconductor layer are non-ohm-
ic. Important non-ohmic regions are at contacts and in vi-
cinity of defects of resistor structure.

2000 T
N
1500 -+
|
!

1000 AP Ag APEg i

U, /v

500

120 144 168 192 216 240 264

Sanmple No.

Fig. 7. Third harmonic voltage for samples 0.3x0.3mm,
paste 100k /L] at Ur=10V
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U, /v

U, /V

Fig.8.  Third harmonic voltage as a function of first
harmonic voltage

These non-ohmic regions are screened by the third har-
monic voltage measurement. This non-destructive meth-
od gives additional information on the reliability of passive
devices. The basic measuring frequency was 10 and 100
kHz and nonlinearity index was defined as ratio of the third
harmonic and the first harmonic applied voltage, expressed
in dB:

NLI = 20log(Us/U1) (14)

Third harmonic voltage (THV) as a function of first one Uy
was experimentally studied for different resistors and all
cases the Uszis proportionalto the Uq% asis shown in Fig.8.

Non-linearity measurements for different resistor technol-
ogies show, that the third harmonic voltage Us is depend-
ent on the type of resistor and the contact electrode mate-
rial (Figs. 7.). The third harmonic voltage Us dependence
electric field intensity E4 or current density is shown in Figs.
9. and 10. Usis proportional to the third power of the elec-
tric field intensity or current density. Proportionality con-
stant depends on the given thick film resistor technology
(see curve A for AgPd and B for Ag conductors).

Absolute value of THV can be taken as reliability indicator
only for devices produced by the same technology. If the
resistor exhibits either a contact non-linearity or a current
crowding problem then the THV will depend on current
density peak. It was observed, that thick film resistors with
AgPd contact electrode have higher value of third harmon-
ic voltage, but show better long term stability and reliability
comparing with Ag contact electrode resistors. in this case
non-homogeneities in current density distribution are re-
sponsible for higher values of non-linearity and noise spec-
tral density. Silver diffusion from contact electrode into the
resistive layer results to the increase of conductivity of re-
sistive layer, and then the peak of current density is shifted

U, /uv

E, / Vi

Fig. 9. THVas a function of electric field intensity for
Ag and AgPd contacts

10000

1000 | S

2 A0

T i
K |
o —o 270-50.3x0.3
- a 272503403
ps 276-9 1x1
0.1 ‘ i
1’ 10 10
J1 / Ami®

Fig.10. THV as a function of current density for Ag/Pd
contacts

from contact - resistor interface into resistor volume. In
this case the noise and non-linearity dominant sources are
not on the contact - resistor interface, but are shifted to
the thick film resistor volume. The contact - thick film in-
terface is not so much affected by Joule heating of this
spot and we suppose that irreversible processes on con-
tact interface are weaker.

4. Thin and thick film resistors

Low frequency noise and non-linearity measurements are
used as reliability indicators to describe ageing stability of
film resistors. In order to detect technology step responsi-
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10 100

f/Hz

Fig. 11. Noise voltage spectral density vs. DC applied
voltage for metallic resistor

ble for noise sources creation, in co-operation with some
manufacturers, studies were performed at three different
stages of the technology process: resistance layer depo-
sition, laser adjustment and protective layer coating. Criti-
cal is laser adjusting operation, when cracks and defects
can be generated, which are sources of noise.

10°

1 0—10

S,/ V2

1 0—12

1% |
10 1 2 5

E/ K’

Fig. 12. 1/f noise spectral density versus electric field
intensity

Noise spectral density as a function of frequency for differ-
entvalues of DC applied voltage of metallic resistor is shown
in Fig. 11. All curves have the slopes varying froma=1.0to
1.1. Normalized 1/f noise spectral density versus electric
field intensity for thick film resistor is shown in Fig. 12.
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Quadratic dependence of noise spectral density on elec-
tric field intensity or applied voltage is characteristic for
stationary ergodic stochastic processes.

4.1 Non-homogeneous current density
distribution

The contact electrode material of the thick film resistors
has important influence on their quality and reliability.
Strong dependence of non-linearity and noise on the con-
tact electrode material was observed /5/. Thick film resis-
tors with AgPd contact electrode have higher value of third
harmonic voltage, but show better long term stability and
reliability comparing with Ag contact electrode resistors.
We determined from the SEM analyses, that the sharp-
ness of AgPd contact electrode is higher than Ag contact
electrode one. Modelling of the current distribution for dif-
ferent sharpness of metallic contact cross sections was
performed and it shows that the electrode geometry plays
dominant role for current distribution in thick film resistor
layer.

If the thick film resistor exhibits either a contact noise or a
current crowding problem on a microscopic scale or both,
then the calculated o from (4) will not be the a-value repre-
senting the 1/f noise properties of the thick film material.
These will lead to higher ¢ values. Sources of this excess
noise are current crowding near the contacts. The 1/f noise
parameter ¢ value is higher than 3x10°,

Due to the silver diffusion conductivity between Ag con-
tact and resistive layer varies continuously. The conductiv-
ity of resistor layer in the vicinity of contact decreases from
the silver conductivity to reach the conductivity of resistive
paste. For the comparison also the model without the tran-
sition region was analysed. The peak of the electric field
intensity is shifted into resistor volume with respect to model
without Ag diffusion (see Fig. 13.)
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Fig. 13. Shift of electric field intensity near contact due
to silver diffusion



J. Sikula, V. Sedlakova, P. Dobis:

Noise And Non-linearity as Reliability Indicators of Electronic Devices

Informacije MIDEM 33(2003)4, str. 213-221

107"
10712
YI‘(/)
N 0™
=
w
10+
10-15 . .
0.0001  0.001 0.01 0.1
V. o/ mm
ef

Fig.14. Normalised noise spectral density versus
resistor effective volume

The silver diffusion in resistor volume causes shift of cur-
rent density peak from the contact - resistor interface. This
effect leads to lower stability of resistor characteristics due
to ageing, but noise and non-linearity characteristics are
reduced. The current density peak in the vicinity of con-
tact affects the values of noise and non-linearity character-
istics, but they are not connected with irreversible proc-
esses at the contact interface. In this case the higher val-
ue of noise or non-linearity does not indicate lower reliabil-

ity.

4.2 Noise and sample volume

Normalised noise spectral density increases with decreas-
ing sample volume. Small sample has higher value of noise
spectral density. We found that noise spectral density is
inversely proportional to the square of thick film sample
volume (see Fig.14.). This result is not in coincidence with
linear dependence predicted by Hooge empirical model
/4/. We suppose that this effect is a result of non-homo-
geneous electric field and current crowding enhances. De-
creasing the sample length the current density peak near
contacts is more pronounced.

5. RTS in mosfets and quantum dots

It is supposed to be caused by individual traps, which can
be either in silicon, or the oxide, or in the interface be-
tween the silicon and the oxide. Its position results on the
time of the RTS pulses. For the trap located in the channel
or in the boundary between the oxide and silicon at the
gate side, the mean pulse time for an n-type semiconduc-
tor with a carrier concentration of 10'® cm™, the capture
cross section 10'%cm? and a thermal velocity of 107 cm/s
is 0.1 microseconds.

If the trap is located in the oxide then the capture Tc and
emission Te time constants will be longer because of tun-

nelling. The tunnelling time increases with the trap depth
exponentially and for a depth of 1 nm the characteristic
time is of the order of 1 second. The capture time Tc is
inversely proportional to the square of the drain current Ip
as is shown in Fig. 15. The emphasis is on those signals
showing a capture process, which deviates from the stand-
ard Shockley-Read-Hall kinetics corresponding to a quad-
ratic dependence on the number of carriers or on the cur-
rent.
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Fig. 15. Capture 7. and emission Te time constants
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Fig. 16. Capture 1. and emission te time probability
density for sample N31

Time constant distribution is exponential in first approxi-
mation only and result for a small-area Si n-MOSFET is in
Fig. 18. This is second experiment on which a modified
two-step approach is proposed. It includes the capture of
a carrier by a trap located at the Si-SiO; interface, followed
by a tunnelling process of the trapped carrier between the
interface trap and a trap located in the SiO» layer. Genera-
tion-recombination process has noise spectral density
Lorentzian type as is shown in Fig. 17. By this model a
quadratic dependence of the capture rate on the drain
current can be explained, provided that the quasi-Fermi
level at the surface is below the interface trap level. Noise
spectral density reach maximum value (see Fig. 18) for
current at which Fermi quasi level coincide with trap ener-
gy level. From these experiments the interface trap cross-
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section and oxide trap cross-section can be determined.
This result is based on assumption that noise is caused by
charge carrier quantum transitions.
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Fig. 17. Noise spectral density of n-MOSFET
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Fig. 18. Su vs. drain current

51 Quantum Dots

Quantum dot (QD) structures have attracted much atten-
tion because of interest in not only the relevance of low-
dimensional electron gas physics but also future applica-
tions of high-density, low power, and highly functional inte-
grated circuits. Tacano et al. /6/ fabricated an AlGaAs/
InGaAs heterojunction field-effect transistor (FET) memo-
ry cellin a tetrahedral-shaped recess (TSR) structure, which
has a hole-trapping QD as a floating gate, and succeeded
in observing RTS noise in the retention characteristics of
the memory cell. RTS observed in short- and narrow-chan-
nel FET are direct evidence of a single charge capture and
emission. An analysis of RTS in this work quantitatively
explains details of hole trapping processes in the TSR QD.
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Temperature dependent RTS pulses (Fig.19.) are excited
up to 130 K, and the activation energy of a hole capture
and emission processes were estimated as:

Et; =190 meV and Et> = 260 meV.

Similar value of the activation energy was found in MOS
structures (see Schulz /7/)
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Fig. 19. RTS from QDs at various temperatures

6. Conclusion

It was proposed as a quality and reliability indicator a nor-
malised 1/fnoise spectral density and non-linearity index.
Burst noise component shows that the thick and thin con-
ducting layers are composed of chainlike structure of met-
al grains separated by semi-conducting or insulating lay-
ers.

Power noise spectral density of 7/f noise is proportional to
power dissipated by one charge carrier and inversely pro-
portional to frequency. We may conclude that there are
two effective carrier mobilities: one for the transport and
the other for the noise characterization. RTS noise ampli-
tude has its maximum value when the electron Imref coin-
cides with the trap energy level. Then in quantum dots and
MOS structures the RTS noise appear in a short tempera-
ture range. All models presented up to now can explain
the bistability of the system, which is caused by defects in
the device structure.
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Abstract: Application of novel materials, higher standards and demands for environment protection have lead to introduction of novel advanced methods
for materials processing. Most of them are dry and run under heavily non-equilibrium conditions. A mixture of gas is transformed into the state of plasma.
Molecules are excited, dissociated and ionized and the resultant radicals are used to treat electronic components. Examples of technologies include
chemical plasma cleaning, plasma activation, selective plasma etching and plasma ashing. Chemical plasma cleaning has been introduced in microelec-
tronics as an alternative to physical plasma cleaning, whose drawback is a re-deposition of sputtered material. In classical electronic industry, the chem-
ical plasma cleaning has been introduced as an environmentally benign alternative to wet chemical cleaning. Plasma activation has become the most
efficient method for a dramatic increase of the polymers wettability and thus affinity to metallization. Selective plasma etching is an excellent method for
treatment of polymer-matrix composites prior to metallization, while plasma ashing is a simple and reliable method for organic dust removal.

Some examples of industrial application of above technologies will be presented. Advantages as well as drawbacks and limitations of the technologies will
be discussed.

Reaktivhe plazemske tehnologije v elektronski industriji

lzvle€ek: Uporaba novih materialov, visjih standardov in zahtev po zasciti okolja so vodili k vpeljavi naprednih postopkov obdelave materialov. Vedina
sodobnih postopkov je suhih in potekajo pri termodinamsko mo&no neravnovesnih razmerah. Mesanico plinov pretvorimo v stanje plazme. Plinske mole-
Kule se v plazmi vzbudijo, disociirajo in ionizirajo, tako nastale radikale pa uporabimo za obdelavo elektronskih komponent. Primeri tehnologkih postopkov,
ki temeljijo na uporabi reaktivne plazme, so kemijsko plazemsko ¢is¢enje, plazemska aktivacija, selektivno plazemsko jedkanje in plazemsko upepeljevan-
je. Kemijsko plazemsko &is¢enje so najprej uporabili v mikroelektroniki kot alternativo fizikalnemu plazemskemu cigéenju, katerega pomanjkljivost je
nalaganje razpréenega materiala na povrsine. V klasi¢ni elektronski industriji se kemijsko plazemsko &idcenje pocasi uveljavlja kot okolju prijazen na-
domestek mokrega kemijskega ¢iscenja. Plazemska aktivacija je postala najuspesnejda metoda za povedanje omodijvosti polimerov, ki je potrebna za
ucinkovito metalizacijo plasti¢nih komponent. Selektivno plazemsko jedkanje je odliéna metoda za obdelavo kompozitnih materialov s polimerno matriko,
medtem ko je plazemsko upepeljevanje preprosta in zanesljiva metoda za odstranjevanje organskih prasnih delcev z razliénih povrsin. V prispevku je
opisana uporaba nekaterih plazemskih postopkov za industrijsko uporabo in prednosti, pomanjkljivosti in omejitve navedenin tehnologij.

materials. Currently, the classical materials such as met-
als, polymers and ceramics are being gradually replaced

1. Introduction

The very traditional trend in electronic industry is miniatur-
ization. Since the beginning of a massive production of
microelectronic devices the miniaturization demands re-
quired application of novel, by that times unknown tech-
nologies. Wet chemical etching has been replaced with
advanced dry etching processes such as ion beam etch-
ing, reactive ion etching and plasma stripping. Wet chem-
ical deposition methods as well as thermal evaporation have
been replaced by a variety of plasma- or ion beam- assist-
ed deposition methods currently often referred as physi-
cal (PVD) or chemical (CVD) vapor deposition techniques.
Traditional cleaning methods have been replaced with novel
plasma based cleaning techniques. More recently, further
miniaturization is expected in three-dimensional devices
based on novel nano-scale materials.

Classical electronic industry is also undergoing miniatuar-
ization trends. Unlike microelectronic industry where the
materials expenses plays a minor role, a driving force of
miniaturization of classical electronic devices is the cost of
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with composites. Promising substitutes for metals are
graphite-polymer composites and glassy carbon, while
ceramics are replaced with ceramic composites. A major
advantage of a carbon-based composite over a metal is a
low weight, good mechanical properties and excellent
chemical resistance.

A major consideration in both classical electronics and
microelectronics is environment. The environment protec-
tion laws became severe and the general expectation is
even tightening the restrictions. Nowadays any technolog-
ical effort takes into account the ecological suitability of
the materials processing.

2. Reactive plasma
The problems of miniaturization, application of novel mate-

rials and environment protection have been solved with
application of technologies that are based on application



M. Mozetic:
Reactive Plasma Technologies in Electronic Industry

Informacije MIDEM 33(2003)4, str. 222-227

of low-pressure plasmas. Namely, traditional methods were
found inadequate to solve novel demands. Traditional meth-
ods are based on thermodynamically equilibrium process-
ing techniques. Wet chemical treatments as well as ther-
mal deposition techniques are good examples. The driv-
ing force in all these techniques is temperature. The reac-
tivity of particles involved in these techniques depends on
temperature. Since many advanced materials do not stand
high temperature processing the application of traditional
techniques is obviously limited. The only solution to cur-
rent demands is therefore application of a heavily non-equi-
librium media for materials processing.

One of the best examples of non-equitibrium medium is
low-pressure plasma. Plasma is sometimes referred as the
fourth state of the matter - solid, liquid and gaseous being
the first three. It is created in a gas under low pressure
when electric current is allowed to pass through. This can
be achieved in a variety of gaseous discharges including
the DC, RF and MW discharge. In any case, the free elec-
trons are accelerated in an electric field. When they gain
enough energy (above the ionization threshold) the elec-
trons can ionize neutral molecules. As more electrons are
generated at ionization collisions the number of electrons
in the gas increases and finally reach such a large value
that the gas becomes conductive and the discharge self-
sustained. A simultaneous effect of electron multiplication
is a formation of positive ions. The density of positive ions
in plasma is often equal to the electron density.

Energetic electrons in plasma are not only capable of ion-
izing molecules, but they can also suffer other types of
inelastic collisions with neutral molecules. The diatomic
gaseous molecules can be dissociated, excited in a varie-
ty of states including rotational, vibrational and electronic
states, and the atoms can be excited in electronic states
as well. Plasma therefore consist a variety of particles that
are present in a normal gas only in low quantities, such as
neutral atoms and highly excited molecules. Since the ra-
diative life time of many states in long (some states are
metastable) the particles may be found in extremely high
states - in nitrogen plasma, for instance, the average vi-
brational state is easily about 20 corresponding to the in-
ternal vibrational temperature well over 10.000°C. Similar-
ly, the neutral atom density may be also high and the dis-
sociation degree may approach unity, otherwise typical for
temperature of 50.000°C.

On the other hand, the kinetic temperature (i.e. average
kinetic energy) of gaseous particles often remains close
to room temperature. The discrepancy between the inter-
nal and the kinetic gas temperature is due to a poor kinetic
interaction of energetic electrons with heavy particles (mol-
ecules and atoms). At an elastic collision only a fraction
(often less than 0.001) of an electron kinetic energy can
be transferred to a heavy particle. The kinetic temperature
of heavy particles is therefore not much influenced by the
electron energy. As long as one can avoid direct heating
of heavy particles in electric field and some other effects
including superelastic collisions between vibrationally ex-
cited molecules and atoms, the kinetic temperature of

heavy particles remain low. These conditions, i.e. a high
concentration of excited particles at low kinetic tempera-
ture, are ideal for advanced treatments of materials in elec-
tronic industry. Several technologies based on application
of such plasmas have been developed and some are de-
scribed below.

3. Discharge cleaning

Discharge cleaning (often called plasma cleaning) has been
first introduced in microelectronics where the demands of
materials cleanliness were the highest. Later, it has been
introduced to other industrial branches, and the main rea-
son was a requirement of ecological friendly processing.
Discharge cleaning is an ecological benign substitute of
wet chemical cleaning. The wet chemical cleaning produc-
es large quantities of used chemicals that pollute environ-
ment. Plasma cleaning, on the other hand, produces little,
if any, pollutants. Organic impurities are often removed with
oxygen plasma, while oxidizing impurities (O, Cl, S) are
effectively removed with hydrogen plasma.

Hydrogen plasma has been successfully applied for clean-
ing silver contacts in switching devices. The major reason
for introducing plasma cleaning was ecological - contacts
were previously cleaned with freon that has been forbid-
den due to harmful effects to ozone layer in the upper at-
mosphere. Figure 1(a) is a typical AES depth profile of a
contact as received from a production line. There are sev-
eral impurities on the surface including organic impurities
as well as oxygen, sulfur, chlorine and potassium. The con-
taminants are effectively removed by hydrogen plasma treat-
ment. A typical treatment time is 1 minute thus suitable for
massive industrial production. The AES depth profile after
plasma treatment is shown in Figure 1(b). There are hardly
any impurities on the surface except of traces of O and S
probably due to secondary pollution since samples were
exposed to air prior to AES analyses. The effect of perfect
surface cleantiness is demonstrated in Figure 1(c) thatis a
plot of contact resistance of the switching device after plas-
ma cleaning. The contact resistance remains extremely low
even at poor contact force.

Copper components heavily contaminated with organic
impurities are best cleaned with oxygen plasma followed
by a hydrogen plasma treatment. Namely, hydrogen plas-
ma is not most efficient in removing organic compounds.
Oxygen plasma treatment is more efficient, but a draw-
back of oxygen plasma treatment is often a formation of a
thin oxide film on the material surface. This oxide film is
effectively reduced with hydrogen plasma. Figure 2 dem-
onstrates the efficiency of combined oxygen/hydrogen
plasma cleaning. The sample as received from a produc-
tion line is covered with a variety of impurities, organic com-
pounds being predominated. Chemical treatment reduc-
es amount of impurities substantially but not all. Oxygen
plasma treatment effectively removes organic compounds
but oxidizes the material. Finally, hydrogen plasma treat-
ment reduces the oxide film leaving the surface virtually
atomically clean.
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low-pressure oxygen plasma oxidation. By plasma treat-
ment the surface become rich with polar groups enhanc-
ing the surface wettability dramatically. Figure 3 represents
a water drop on a housing of a capacitor prior and after
plasma activation. The difference in surface wettability is
clear. Even more important is the fact that optimal surface
wettability is obtained after less that 0.1 s of plasma treat-
ment - a fact that makes plasma activation extremely suit-
able for a massive industrial production. Figure 4 presents
a contact angle of a water drop on a polymer foil. As ex-
pected the contact angle decreases dramatically in first
few seconds of plasma treatment, but tends to increase
slowly with further plasma action indicating the overesti-
mation of plasma treatment should be avoided.

A water drop on a capacitor housing before
(left) and after (right) plasma treatment

Figure 3.

5. Selective plasma etching

Metals are being gradually replaced with polymer matrix
composites. The major advantage of a graphite-polymer
composite over a metal is a low weight, good mechanical
properties and excellent chemical resistance. A major
drawback, on the other side, is a poor affinity to metalliza-
tion. A traditional method of polymer-matrix composite
metallization is surface activation with palladium followed
with a chemical metallization. An excellent substitute for
those ecological unsuitable technologies is plasma treat-
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Figure 4. A contact angle of a water drop on a

polymer foil

ment. Unlike the upper methods that produce environmen-
tally harmful residues, plasma treatment is an ecologically
benign technology. The plasma treatment effects are three-
fold: first, increases the surface wettability (Figure 5), sec-
ond, it reducer the concentration of polymer on the sur-
face (Figure 6), and third, it makes the surface rough
enough to assure good adhesion between the substrate
and the metallization (Figure 7,8).
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The selective plasma etching technology is also an excel-
lent method for treatment of a variety of polymer matrix
composites toreveal the distribution and orientation of dif-
ferent particles in the matrix. It is the unigue method to
determine the composition of different films and paints.
Figure 9(a,b,c) represent scanning electron images of a
photographic film during plasma etching. Untreated sam-
ples reveal no significant structure. A 30s plasma treat-
ment reveals spherical holes indicating the presence of
gaseous bubbles in the uppermost layer of a photographic
film. The grains of silver halide are observed only after pro-
longed plasma treatment.

Figure 9. SEM images of a photographic film before
plasma treatment (upper), after a short
plasma treatment (middie) and prolonged

(lower) treatment
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Another example of application of the selective plasma tech-
nology is an advanced paint for automotive industry. Fig-
ure 10 represents a SEM image of the paint before and
after plasma treatment. It is clear that plasma treatment
clearly reveals the original distribution of mica flakes in the
coating.

A SEM image of a mica paint before and
after oxygen plasma treatment

Figure 10.

6. Conclusions

In the past few years the reactive plasma technologies have
been successfully applied to modern electronic industry.
Apart from the technical advantages, the major reason for
introduction plasma based technology is environment pro-
tection. The reactive plasma technologies are usually eco-
logical benign alternatives to wet chemical treatments. The
maintenance as well as consumables costs are often much
lower than corresponding costs of traditional techniques.
The major drawback of novel technologies, however, is a
high cost of plasma reactors. It is expected that these ex-
penses will decrease in the next future, as more users of
reactors will appear in the market.
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Abstract: The paper addresses a broad readership in information technology, computer science and related areas, introducing reconfigurable comput-
ing, and its impact on classical computer science. It points out trends driven by the mind set of data-stream-based computing.

Racunanje na osnovi podatkovnih tokov: modeli in
arhitekturna sredstva

lzvle€ek: Prispevek naslavija bralce s podrodja informacijske tehnologije, raunalnistva in sorodnih podroéij z uvedbo pojma rekonfiguracijsko radunanje
in njegovega vpliva na klasié¢no radunalnistvo. Poudarja predvsem trende, katerih gonilo je racunanje na osnovi podatkovnih tokov.

1.  Introduction

An alternative general purpose platform. The dominance
of the instruction-stream-based procedural mind set in com-
puter science stems from the general purpose properties of
the ubiguitous von Neumann (vN) microprocessor. Because
of its RAM-based flexibility no costly application-specific sil-
icon is needed. Throughput is the only limitation by its se-
quential nature of operation (von Neumann bottleneck). Now
a second RAM-based computing paradigm is heading for
mainstream: morphware, electrically reprogrammable by
reconfiguration of its structure /1/. This is a challenge to
CS curricula innovators, also an occasion to reconsider crit-
icism of the von Neumann culture /2/ /3/ /4/ /5/.

CS to explore new horizons. From this starting point Com-
puting Sciences (CS) are slowly taking off to explore new
horizons: a dichotomy of two basic computing paradigms,
removing the blinders from the still dominant von-Neumann-
only mind set, which is still ignoring the impact of Reconfig-
urable Computing (RC). It has been predicted, that by the
year 2010 more than 90% of all programmers will imple-
ment applications for embedded systems, where a proce-
dural / structural double approach is a pre-requisite. Cur-
rently programmers do not yet have the background required
for this new labor market. This challenge can be met only by
the dichotomy of machine paradigms within CS.

The education gap can be bridged. Arich supply of tools
and research results is available to adapt fundamental
courses, lab courses and exercises /6/. There are a lot of
similarities between both branches, like between matter
and anti matter. But also some challenges are waiting. Our
basic curricula do not teach, that hardware and software
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are alternatives, and, how hardware / software partition-
ing is carried out. E. g. some urgently needed new direc-
tions of algorithmic cleverness are not yet taught. For in-
stance, how to implement a high performance application
for low power dissipation on 100 processors running at
200 MHz, rather than on one processor running at 20 GHz.
A curricular revision is overdue /7/.

2. Reconfigurable computing

In morphware application the lack of algorithmic clev-
erness is an urgent educational problem.

Advancing maturity is indicated by a growing consensus
on terminology (fig. 1). Occupied by other areas. the term
“dataflow machine” /8/ and the acronym DSP should not
be used. So this paper uses the term anti machine.

source :

g?_gorm “running” on mac(?_l ne

gory platform paradigm
hardware (hardwired)
morphware |configware

|SP* software KJ%TJmann

AM* flowware anti
3 flowware & mac h| ne

rAM configware

*) acronyms see fig. 4, terminology: fig. 8 and 9.

Fig. 1:  Platform categories



R. Hartenstein:

Data-stream-based Computing: Models and Architectural Resources Informacije MIDEM 33(2003)4, str. 228-235
language category vN language (like ¢. g. C) anti machine language

state register program counter data counter(s)

sequencing read next ingtruction, read next data item,

operation goto (instruction address), goto (data address),

examples jump (fo instruction address), |jump (to data address),

escapes,
no parallel loops,

instruction loop, loop nesting |data loop, loop nesting,
instruction stream br anchmg, data stream bl‘anc}mlg,

escapes,
parallel loops,

sequencing primitives|control flow

data stream management

other primitives data manipulation none d—
address computation |memory cycle overhead overhead avoidable
instruction fetch memory cycle overhead no fetch at run time

Fig. 2: Traditional Software languages versus Flowware languages.

The dichotomy of fundamental models. More impor-
tant is the terminology from a global point of view (figure 1
a). Whereas classical CS deals with software (SW) run-
ning on hardware (HW), the new branch deals with flow-
ware (FW) /9/ running on HW, or, configware (CW) /10/
and FW “running” on morphware (MW) /11/,. This paper
gives introductions for a broad readership mainly with a
CS background..

] ] memory
M M data address
generator
instruction (data sequencer)
1tstream
o
data 0 data  asM*¥
0 path " 10 zstream
ol 2 data
g path
L _ 1|5 unit
CPU instruction DPU or
a) sequencer b) rDPU
Illl---l
t/0
r)DPU

memory
IIII---I
[/0

ol OO e 0] (yoea

#) auto-sequencing memory

Fig. 3: llustration of basic machine paradigms: a) von
Neumann, b) data-streambased anti machine
with simple DPU, ¢} with rDPU and distributed
memory architecture, d) w. DPU array (DFA or
rDPA).

This paper does not deal with fine grain morphware (FPGAs,
using single bit wide CLBs) already being mainstream. Recon-
figurable Computing (RC) uses coarse grain morphware plat-
forms: rDPUs (reconfigurable data path units), which, similar to
AlUs, have major path widths, like 32 bits, for instance - or
even rDPAs (rDPU arrays). Important applications are derived
from the decay of “general purpose” vN computer architecture
/2/ /3/ /4/ and its performance limits /5/, creating a de-
mand for accelerators. For very high throughput requirements
RC is the drastically more powerful and more area-efficient and
energy-efficient programmable alternative /5/ / 12/ to FPGAs
(fig. 8), also providing a massive reduction of configuration mem-
ory and time needed for configuration /13/.

AM  anti machine (DS machine)

asM autosequencing Memory

rAM r econfigurable AM

CPU “central” processing unit: DPU and instruction
sequencer (vN)

CS Computing Sciences, Computer Science

CW  configware

DPU data path unit without sequencer

rDPU reconfigurable DPU

DPA data path array (DPU array)

rDPA reconfigurable DPA

DS data stream

DSM data stream processing machine

EE  Electrical Engineering

ESW embedded SW

FW  flowware

HW  hardware

[SP  instruction stream processor

MW  morphware

RC  reconfigurable computing

SW  software

vN von Neumann (machine paradigm)

Fig. 4: Some acronyms.
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systolic array style
flowware schematics

time 1000] T. Claassen etal, 1SSCC 1999
ﬂ owware MOPS /mW *) R. Hartenstein, ICECS 2002
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\ time
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flowware defines: ’—T .
which data item 0001 i feature size
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v |which port at

time |(which time step

f performance

Commercial architectures. In application areas like mul- ha [ d
timedia, wireless telecommunication, data communication WIr ed
and many others, the throughput requirements are grow-
ing faster than Moore’s law, along with growing flexibility
requirements due to unstable standards and multi-stand-
ard operation /14/. Currently the requirements can be met
from commercial sources only by rDPAs from a provider
like PACT /15/ /16/ /17/ /18/ /19/ (fig. 11).

Fig. 5:  Flowware.,

Domain-specific approach. A a currently viable solution
appears the domain-specific approach /13/, where a de-
sign space explorer may help to derive within a short time
an optimum (r)DPU and (NDPA architecture from a bench- b) ﬂexm
mark or domain-typical set of applications /20/ /21/.

Fig. 6:  Energy efficiency and performance vs. flexibility
incl. Reconfigurable Computing.
3. Data-stream-based computing

Traditional instruction-stream-based informatics is based serves scheduling the instructions for execution (fig. 9).
on computing in the time domain, where a program de- Classical basic structures and principles in computing are

(X-C]—b P artitioner X_!grisgdhaeg% ’high Ievil source program
) T3 TR T i
GNUC XC I S HRNREER
software || Analyzer | |lconfigware SO [] [] w
mjdju

compiler|| /Profiler | || compiler intermediate | <743
P ;
host antimachine +(— 35 conﬂgware 0000 .
*) Data Path Synthesis System r
ook
9]

b) flowware =™

as\l M data sequencer
.auto-seqencmg M Memory bank D rDPU

Fig. 7. CW/ SW Co-Compilation: a) CoDe-X partitioning Co-Compiler, b) DPSS details, c) anti machine target.
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von-Neumann-centric, which are instruction-stream-based,
where instruction sequencer and datapath are in the same
CPU (fig. 3 a). Due to reconfigurable a second basic mod-
el has emerged, so that we now have a dichotomy of mod-
els: instruction-stream-based computing vs. data-stream-
based computing. There is a lot of similarities, so that each
of the 2 models is a kind of mirror image of the other mod-
el - like with matter and antimatter.

expression tree

DPU library
data scheduler

expression tree

wrapper

[ instruction scheduler

o
)software P i—

hardware configware
routing &
placement

b)

flowware
Fig. 8 Compilation: a) von-Neumann-based, b) for anti
machines

Data counters replace the program counter.
Datastream-based computing, the counterpart of instruc-
tion-stream-based von Neumann computing (fig. 9), how-
ever, uses one or more data counters instead of a single
program counter (example in fig. 3 b). However, there are
some asymmetries, like predicted by Paul Dirac for anti-
matter. Figure 7 b shows the block diagram of data-stream
machine with 16 autosequencing memory banks. The ba-
sic model allows the machine to have 16 data counters,
where as a von Neumann machine cannot have more that
one program counter. The partitioning scheme of the data-
stream machine model assigns a sequencer (address gen-
erator) always to a memory bank, never to a DPU. This
modelling scheme goes fully conform with the area of
embedded distributed memory design and management
(see section on Embedded Memory).

The vN microprocessor is indispensable. But because
of its monopoly our CS graduates are no more profes-
sionals.

Flowware. Data streams have been popularized by systo-
lic arrays /22/ /23/ /24/ (fig. 5), the super systolic array
/25/, and more recently by projects like SCCC /26/,
SCORE /27/ /28/, ASPRC /29/, BEE /30/ /31/ /32/,
the KressArray Xplorer /20/ /21/ and many other projects.
In a similar way like instruction streams can be programmed
from SW sources, also data streams can be programmed,
but from FW sources. High level programming languages
for flowware /33/ and for software join the same language
principles and have a lot in common, no matter, wether
finally the program counter or a data counter is manipulat-
ed. Figure 8 illustrates the basic semantic principles of flow-
ware by 12 data streams associated with the 12 ports of a
DPA. The data schedule generated from a flowware source
determines, which data object has to enter or leave which
DPA port (or DPU port) at which time. This way flowware
can be used to program the 12 autosequencing memory
banks (asM) of the embedded distributed memory to gen-
erate the expected data streams.

3 instruction se (b.c) data stream processor
machine category @) ",l?mé:l.‘o') set -
processor (b) hardwired i (¢) morphware
machine paradigm von Neumara (vN) anti machine
reconfigurability support no no yes
st no structugal (st[lpell'
N instruction- “mstruction” fetch)
programming procedural
data scheduling
flowware &
AT SIS sofhwar wWware -
Program source software flowware configware
“instruction” fetch at run time at fabrication time before run time
execution at run time instruction schedule data schedule
operation spin nstruction flow data streamy(s)
) Ccru DPU, or, DPA DPU. or, tDPA
operation resources - -
hardwired hardwired reconfigurable
pavallelisin only by multiple by single machine or muitiple machines
machines
state register single program one or more data counter(s)
counter
. . oultside DPU or DPA: [ outside 1DPU or rDPA:
state register Jocated within CPU — -
vithin asM (aulosequencing memory banks)

Fig. 9: Asymmetry between machine and anti machine
paradigmes.

Two programming sources. Figure 7 a, Figure 8 a and
Figure 10 d illustrate, why a von Neumann machine needs
just software as the only programming source, since the
resource part being hardwired is not programmable. Fig-
ure 7 b, Figure 8 b and Figure 10 e show, why a reconfig-
urable data-stream-based machine needs two program-
ming sources: configware to program (to reconfigure} the
operational resources, and, flowware to schedule the data
streams. Figure 10 f shows why hardwired anti machines
need only a single program source: flowware only. Figure 7
¢ illustrates the structure of the compiler (DPSS /25/) gene-
rating the code of both sources from a high level program-
ming language source (here a C subset /25/): phase 1
performs routing and placement to configure the rDPA, and
phase 2 generates the flowware code to program the au-
tosequencing distributed memory, so that the data streams
fit to the routing and placement result from phase 1.

The same model for hardware and morphware. There
is in principle no difference, whether a data-stream-based
DPAs is hardwired or reconfigurable. The only important
difference is binding time of placement and routing: be-
fore fabrication, or, after fabrication (compare fig. 9 b).

Embedded Distributed Memory. Together with applica-
tion-specific embedded memory architecture synthesis
also flowware implementation (for memory management
strategies) is subject of performance and power optimiza-
tion /34/, also by loop transformations /35/. Good flow-
ware may be also obtained after optimized mapping an
application onto rDPA /20/, where both, data sequenc-
ers and the application can be mapped (physically, not con-
ceptually) onto the same rDPA /13/. '

Memory bandwidth. To solve the memory communica-
tion bandwidth problem the anti machine paradigm (da-
tastream-based computing) is much more efficient than
“von Neumann”. There are alternative embedded memory
implementation methodologies available /34/ /36/ /37/
/38/, either specialized memory architecture using syn-
thesized address generators (e. g. APT by IMEC /34/),
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or, flexible memory architectures using programmable gen-
eral purpose address generators /39/ /40/. Performance
and power efficiency are supported especially by sequenc-
ers, which do not need memory cycles even for complex
address computations /34/, having been used also for a
smart memory interface of an early anti machine architec-
ture /41/ /42/.

Data-Stream-based vs. concurrent Computing. Classi-
cal parallelism by concurrent computing has a number of
disadvantages over the parallelism by anti machines hav-
ing no von Neumann bottleneck, what is discussed else-
where /32/ /42/. Amdahls law explains just one of sever-
al reasons of inefficient resource utilization. vN-type proc-
essor chips are almost all memory, because the architec-
ture is wrong. Here the metric for what is a good solution
has been wrong all the time.

4. Configware compilers

Co-Compilation. Using coarse grain morphware (rDPAs)
as accelerators changes the scenario: implementations
onto both, host and accelerator(s) are RAM-based, which
allows turn-around times of minutes for the entire system,
instead of months for hardwired accelerators, and, sup-
porting a migration of accelerator implementation from I1C
vendor to customer, who usually does not have hardware
experts. This creates /43/ a demand for compilers ac-
cepting high level programming language (HLL) sources.
Partly dating back to the 70ies and 80ies know-how is avail-
able from the classical parallelizing compiler scene, like

Nick Tredennick

/N
4 \
resources resources resourees
fixed fixed variable

algorithms algorithms algorithms

fixed variable variable
a) b} <)
Tredennick/Hartenstein Tr./Broderson
/ - — A \
hardware configware hardware

U J v v D

resources resources resources
fixed variable fixed
: I | -
algorithms algorithms algorithms
variable: variable: variable:
instruction data data
stream streams streams
software flowware flowware
/ /
vV
1 2 1
program program program
source: sources: source:

software configware g o0
& flowware

Fig. 10: Nick Tredennick’s digital system classification
scheme: a) hardwired, b) programmable in time,
¢) reconfigurable d) von-Neumann-like machine
paradigm e) reconfigurable anti machine
paradigm f) Broderson’s hardwired anti
machine. terminoclogy also from: /5/.

QL
-

¢) platformapplication example

speed-up factor method

PACT Xtreme

4-by-4 array [2003] 16 tap FIR filter

x16 MOPS/mW  |straight forward

MoM anti machine grid-based DRC

with DPLA* [1983]

I-metal [-poly nMOS
256 reference patterns

x2000

. ) multiple aspects
(computation time) pieasy

*) Kaiserslautern e-programmable PLA, manufactured by E.LS. project MPC organization
*¥) Design Rule Check based on 4-by-4 pixel reference patterns

Fig. 11. Configurable System-on-Chip with XPU (xtreme processing unit) from PACT AG): a) XPU array structure, b)
the structure of a rDPU, c¢) speed up factors (PACT & MoM).
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software pipelining /43/, and, loop transformations /44/
/45/ /46/ /47 / (survey in /48/).

Mapping applications onto rDPAs. Classical systolic ar-
rays could be used only for applications with regular data
dependencies, because at that time linear projections or
algebraic methods had been used for mapping, which yield
only uniform arrays with strictly linear pipes. However, to-
day for DPA synthesis or mapping applications onto rDPAs
simulated annealing is used instead, to avoid the limitation
to regular data dependencies /5/ /25/. This (“super systo-
lic array”) generalization of the systolic array by Kress
/49/ also supports inhomogenous irregular arrays, sup-
porting also any wild shapes of pipes within rDPA pipe net-
works /20/ /21/.

Automatic partitioning. Until recently, not only for hard-
ware / software co-design, but also for software / config-
ware design, the compiler is a more or less isolated tool
used for the host only. But accelerators are still implement-
ed by CAD. Software / configware partitioning is still done
manually /27/ /50/, requiring massive hardware exper-
tise, particularly when hardware description language (HDL)
and similar sources are used. Compilation from HLL sourc-
es /25/ /26/ /43/ /51/ still stem from academic efforts,
as well as the first automatic cocompilation from HLL
sources including automatic software/configware partition-
ing /52/ (fig. 7 a) by identifying parallelizable loops /5/ /
35/, having been implemented for the data-streambased
MoM (Map-oriented Machine) /21/ /39/ /42/.

4.1 Machine paradigms and other general
models

Simplicity of the machine paradigm. Machine paradigms
are important models to alleviate CS education and for
understanding implementation flows or design flows. The
simplicity of the von Neumann paradigm helped a lot to
educate zillions of programmers. Figure 3 a shows the sim-
plicity of the block diagram, which has exactly one CPU
and exactly one RAM module (memory M). The instruction
sequencer and the DPU (datapath unit) are merged to be
encapsulated within the CPU (central processing unit),
whereas the RAM (memory M) does not include any se-
quencing mechanism. Other important attributes are the
RNI mode (read next instruction) and a branching mecha-
nism for sequential operation (computing in the time do-
main.) Figure S compares both machine paradigms. Since
compilers based on the “von Neumann" machine paradigm
do not support morphware we need the datastream-based
anti machine paradigm (sometimes called Xputer paradigm/
52/) for the rDPA side, (based on data sequencer /53/).

The anti machine has no von Neumann bottleneck.

The Anti Machine Paradigm for morphware /42/ /55/
and even for hardwired anti machines the data-streambased
anti machine paradigm is the better counterpart (fig. 3 b)
of the von Neumann paradigm (fig. 3 a). Instead of a CPU

the anti machine has only a DPU (datapath unit) without
any sequencer, or a rDPU (reconfigurable DPU) without a
sequencer. The anti machine modellocates data sequenc-
ers on the memory side (fig. 3 b). Anti machines do not
have an instruction sequencer. Unlike “von Neumann” the
anti machine has no von Neumann bottleneck by allowing
multiple data counters (fig. 3 ¢) to support multiple data
streams from/to multiple autosequencing memory banks
{fig. 3 c) aliowing multi-port operational resources much
more powerful than ALU or simple DPU: major DPAs or
rDPAs (fig. 3 d).

General purpose anti machine. The anti machine is as
universal as the von Neumann machine. The anti program-
ming language is as powerful as von-Neumann-based lan-
guages. But instead of a “control flow” sublanguage a “data
stream” sublanguage like MoPL /33/ recursively defines
data goto, data jumps, data loops, nested data loops, and
parallel data loops. For the anti machine paradigm all exe-
cution mechanisms are available to run such an anti lan-
guage. Its address generator methodology includes a varie-
ty of escape mechanisms needed to interrupt data streams
by decision data or tagged control words inserted in the
data streams /55/. Figure 9 compares both paradigms.

Architectural resources, conform with the discipline
of embedded distributed memory. The anti machine
model, where the DPUs are transport-triggered by arriving
data, goes conform with the new and rapidly expanding
R&D area of embedded distributed memories /34/ /37/
/37/, including the architectural ressources, like applica-
tion-specific or programmable data sequencers ( see /40/

/53/ /54/).

5. Turning PC into PS (Personal
Supercomputer)

Many application areas. There is a number of HPC ap-
plication areas, where the desired performance is hard to
reach by “traditional” high performance computing. For
instance, the gravitating n-body-problem is one of the grand
challenges of theoretical physics and astrophysics /56/.
Also hydrodynamic problems fall in the same category,
where often numerical modeling can be used only on the
fastest available specialized hardware. Analytical solutions
exist only for a limited number of highly simplified cases.
For interpretation of dense centers of galactic nuclei ob-
served with the Hubble Space Telescope to unite the hy-
drodynamic and the gravitational approach within one nu-
merical scheme. Until recently this limited the maximum
particle number to about a 105 even on largest supercom-
puters available. The situation improved by the GRAPE
special purpose computer /57/. To improve the flexibility
a hybrid solution has been introduced with AHAGRAPE,
which includes auxiliary morphware (FPGA-based proc-
essors) /58/. Another morphware usage example is cel-
lular wireless communication, where the performance re-
quirements grow faster than Moore's law /59/ /60/.
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6. Conclusions

The paper has given an introductory survey on reconfig-
urable iogic and reconfigurable computing, and its impact
on classical computer science. It also has pointed out fu-
ture trends driven by technology progress and innovations
in EDA. It has tried to highlight, that deep submicron al-
lows SoC implementation, and the silicon IP business re-
duces entry barriers for newcomers and turns infrastruc-
tures of existing players into liability. The paper tried to il-
lustrate, why many system-level integrated future products
without reconfigurability will not be competitive. Instead of
technology progress better architectures by reconfigura-
ble platform usage will be the key to keep up the current
innovation speed beyond the limits of silicon. The paper
advocates that it is time to revisit past results from mor-
phware-refated R&D to derive promising commercial solu-
tions, and, that curricular updates in basic CS education
are urgently needed. The exponentially increasing of CMOS
mask costs demands urgently adaptive and re-usable sili-
con area, which can be efficiently realized by integrating
(dynamically) reconfigurable hardware parts on different gran-
ularities into sSoCs with great potential for short time-to-
market (-> risk minimization), multipurpose/-standard fea-
tures incl. comfortable application updates within product
life cycles (-> volume increase: cost decrease). This results
in the fact that several major industry playersare currently
integrating reconfigurable cores/datapaths into their proc-
essor architectures and system-on-chip solutions.
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Abstract: Systems-on-Chip (SoC) has become reality now, driven by fast development of CMOS VLS| technologies. Complex system integration onto one
single die introduce a set of various challenges and perspectives for industrial and academic institutions. Important issues to be addressed here are cost-
effective technologies, efficient and application-tailored hardware/software architectures, as well as corresponding IP-based EDA methods. This contri-
bution will provide an overview on recent academic and commercial developments in Configurable Systems-on-Chip (CSoC) architectures, technologies
and perspectives in different application fields, e.g. mobile communication and multimedia systems. Due to exponential increasing CMOS mask costs,
essential aspects for the industry are adaptivity of SoCs, which can be realized by integrating reconfigurable re-usable hardware parts on different
granufarities into Configurable Systems-on-Chip (CSoCs).

Konfiguracijski sistemi na siliciju : Zahteve in vidiki za
bodoca VLSI vezja

lzvleCek: Zaradi hitrega razvoja CMOS VLSI tehnologij so dandanes sistemi na ¢ipu (SoC) Ze realnost, Zapletene sistemske integraciie na eno samo
silicijevo tabletko predstavijajo vrsto izzivov za industriiske in akademske ustanove. V misiih imamo poceni tehnologije, uéinkovite in uporabnisko na-
ravnane programske in strojne resitve, kakor tudi odgovarjajoce metode elektronskega nacrtovanja na osnovi intelektualne fastnine. Prispevek podaja
pregled nad akademskim in komercialnim razvojem arhitektur konfiguracijskih sistemov na ¢ipu (SoC) ter pregled nad pricakovanji in razvojem tehnologij
na razli¢nih podrodjih uporabe kot so mobilna telefonija in multimedijski sistemi. Zaradi visokih cen mask za CMOS tehnologije je pritagodijivost SoC
sistemov bistvenega pomena za uporabo v industriji. To dosezemo z integracijo rekonfiguracijskih celic razliéne granulacije v konfiguracijski sistem na cipu
{CSoC).

1. Introduction - computing domain, e.g. processor (time domain),
dedicated ASIC-based (space domain), dynamically
Due to today's CMOS integration dimensions several de- reconfigurable (time / space domain) + various mem-
signs and implementations of complex systems on silicon, ory-cores and technologies
so-called Systems-on-Chip (SoC), have been realized suc- - specification and programming method, e.g. high-level
cessfully. The term SoC is still not clearly defined and used language HLL (C, C++, SystemC, Matlab, Java, etc.),
with various interpretations in different situations. From my Assembler language (uC-specific), hardware descrip-
point of view, a SoC consists of at least two or more micro- tion language HDL (Verilog /38/, VHDL /37/. Ella
electronic macro-components of complexities previously /41/, KARL /39/ /40/).

integrated separately into different single dies. Thus, such
components, aiso often called IP-cores (Intellectual Prop-
erty), can be distinguished by one or more of the following
criteria, characterizing also the major aspects of SoC-level
integration decisions (see figure 1):

Thus, SoC-technologies are the consequent continuation
of the ASIC technology, whereas complex functionalities,
that previously required heterogeneous componentsto be
merged onto a printed circuit board, are integrated within
one single silicon chip. The first SoCs appeared in the early
1990s and consisted almost exclusively of digital logic
constructions. Today SoCs are often mixed-technology
designs, including such diverse combinations as embed-

- integration technology, e.g. different MOS-/Bipolar
transistors and materials (Si, SiGe, GaAs, etc.), elec-
tronic/mechanical systems (MEMS), etc.

- signal domain, e.g. digital, analgg design sty!g, e.g. ded DRAM, high-performance or low-power logic, analog,
full-custom, semi-custom, pre-diffused, pre-wired + RF, and even more unusual technologies like Micro-Elec-
non-MOS styles tro-Mechanical Systems (MEMS) and optical input/output.

But this development also raises its problems, e. g. it takes
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an enormous amount of time and effort (-> cost) to design
and integrate a chip. The cornerstone of the required
change in design methodologies will be the augmented
use of parts from previous designs and by making use of
parts designed by third parties, which is called [P- or Core-
based design /10/ /15/ /16/. Dependent on application
constraints, important aspects for SoC solutions are:

- time-to-market constraints have to be fulfilled,

- SoC architecture flexibility, e.g. risk minimization by
adaptivity for application implementation, e.g. in cas-
es of late specification changes,

- long product life cycles, due to multi-standard/multi-
product implementation perspectives, and multi-pur-
pose usage to fabricate high volumes of the same SoC
(-> cost decrease per chip).

Recently, in addition to ASIC-based, one new promising
type of SoC architecture template is recognized by several
academic /4/ /31/ /32/ /28/ /28/ /30/ and first com-
mercial versions /17/ /18/ /19/ /21/ /23/ /24/ /25/:
Configurable SoCs (CSoCs), consisting of processor-,
memory-, probably ASIC-cores, and on-chip reconfigura-
ble hardware parts for customization to applications.
CSoCs combine the advantages of both: ASIC-based SoCs
and multichip-board development using standard compo-
nents, e.g. they require only minimal NRE costs, because
they don't need expensive ASIC-tools for developing al-
ways different and in the future very expensive mask sets,
every time the functionality or standards are changing.
Thus, besides other advantages, an enormous cost and
risk minimization perspective is obvious for industrial
CSoCs.

Technology IP-Cores (digital + analog)
MOS, Bipolar MEMS Optical, etc. CPU, DSP  rr’etc,
(Si, SiGe, GaAs) ASIC, Reconf.
s
Infineon ARM TI, etc.
Systemron-Chip ! g ==
Design Style
Specification/Programming

Full Standard  Pre- Pra-

Custom Cell diffused wired

— T
pL Embedded SW  HLL
/

Ella Karl Verlog VHDL SystemC C++ Java, etc.

Fig. 1. SoC-level Integration Design Spacea

In the following, recent fine- and coarse-grain reconfigura-
ble technologies as well as corresponding academic and
commercial developments in architectures and applications
are discussed. Reconfigurable hardware architectures have
been proven in different application areas /11/ /12/ /32/
/17/ /18/ to produce at least one order of magnitude in
power reduction and increase in performance. The focus
of this contribution will describe the actual status and re-
sults of an industrial/academic CSoC integration, consist-

ing of a SPARC-compatible LEON processor-core, a prom-
ising commercial coarse-grain XPP-array of suitable size
from PACT XPP Technologies AG (Muenchen, Germany),
and application-tailored global/local memory topology with
efficient multi-layer Amba-based communication interfac-
es. The XPP architecture is regular structured for arbitrari-
ly sized implementations, including regularity in combina-
tion with locality of data processing, e.g. for reducing power
consumption. The complete adaptive SoC architecture is
synthesized onto 0.18 and 0.13 ym UMC CMOS technol-
ogies at University of Karlsruhe (TH). Due to exponential
increasing CMOS mask costs, the essential aspects for
the industry are now risk-minimizing adaptivity and low cost
of SoCs, which can be realized by integrating reconfigura-
ble re-usable hardware parts on different granularities into
CSoCs. In the last years ASIC/SoC markets for computer
and communication applications had explosive revenue
increases, compared to industrial and automotive areas.
Relative to GSM, UMTS and 1S-95 will require intensive
layer 1 operations, which cannot be performed on today's
processors /26/ /27/. Thus, optimized Hw/Sw partition-
ing of such computation-intensive tasks is necessary,
whereas the flexibility to adapt to changing standards and
different operation modes has to be considered. Based
thereupon and future market demands, now several indus-
trial and academic CSoC approaches arise /17/ /18/ /
19/ /21/ /227 /23/ /25/ /28/ /29/ /30/ /31/ /32/.

2. Reconfigurable Technologies and
Power/Cost Trade-offs

Today's processing requirements are rapidly increasing as
well as changing for embedded electronic systems, e.g.
in emerging applications like mobile communications,
multimedia, automotive infotainment, telemetry and others,
performance demands are growing rapidly. With the growth
rate recently slowing down, the integration density of mi-
croprocessors is more and more falling back behind
Moore's law. Accelerators occupy most of the silicon chip
area. Compared to hardwired accelerators more flexibility
is provided by (dynamically) reconfigurable hardware parts,
which will be explained later.

The low power optimization requirements are becoming
more and more critical, either in the processor and espe-
cially in the embedded system world. The capacity of bat-
teries is growing extremely slow (doubling every 30 years),
especially compared to the increasing algorithm complex-
ity and performance requirements, e.g. in future wireless
algorithms (see figure 2). On the other side, the estimated
processor performance and power figures cannot fulfill
these requirements as well as the memory throughput de-
mands, e.g. only every 10 years the growth of memory
communication bandwidth is doubled. Because of the von
Neumann bottleneck, memory bandwidth is an important
issue. Avoiding this memory bottleneck not only by using
accelerators, but also by innovative computing architec-
tures, or even by breaking the dominance of the von Neu-
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mann machine paradigm is a promising goal of new trends
in embedded system development and CSE education.

Another, maybe most important aspect, is the exponential
increase of CMOS mask costs, which results in an essen-
tial risk and cost factors for all development and produc-
tion lines, e.g. smaller does in the future not necessarily
mean better and cheaper. Moore s law meant doubling
the number of transistors per die every eighteen months,
which results in more transistors on the same silicon area
at equivalent costs, or in the same number of transistors at
lower costs. This theory assumes the downscaling of tran-
sistor dimensions by V2 every eighteen months and that
the cost to process a wafer depends mainly on its size.
This "law" was fulfilled by the corresponding semiconduc-
tor industry for a long time this way and returned the ex-
pected efficiency. Unfortunately, we have to deal now with
a different situation, because the fixed costs for a semi-
conductor plant and to process a wafer have been in-
creased exponentially in the last years, e.g. the lithogra-
phy equipment and the cost per wafer mask set. This re-
sults in very high fixed cost factors for each wafer com-
pared to the relative small variable costs to process a wa-
ferthrough a fab line. The corresponding process and cost
interrelations were evaluated and quantized by Nick Treden-
nick in his Gilder Technology Report /33/. In figure 3 a)
the exponentially rising wafer fixed costs and the variable
watfer processing costs are illustrated dependent on the
transistor technologies, and figure 3 b) shows the cheap-
est transistors to be fabricated by fully amortized 250 nm
fabrication lines. The assumptions in figure 3 do not con-
sider the tremendous and even more increasing mask set
costs, so that smaller transistors will be even more expen-
sive. For more details about actual changes in semicon-
ductors, especially about the detailed quantization formu-
las and assumptions and finally resulting process adoption
rates, please see /33/. The former dominance of the pro-
cedural von Neumann microprocessor paradigm has been
due to its RAM-based flexibility and that in many cases no
application-specific silicon is needed.

Estimated Worldwide ASIC/ASSP C. ion by

Market, 2000-200

304
25
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different Application Areas
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Throughput is the only limitation because of its sequential
nature of operation. But now a second RAM-based com-
puting paradigm is heading for mainstream: the applica-
tion of multi-grain (dynamically) reconfigurable hardware
architectures. Such kind of structural programming in space
- in contrast to von Neumann based programming in time -
provides massive parallelism at logic, operator and arith-
metic level, often more efficient than vN-based process
level parallelism. As a consequence of all facts and views
described above we have to target new ways in exploiting
the available silicon and technologies, e.g. not always the
newest and most highly integrated versions, in more effec-
tive way. To fulfill the cost, power as well as performance

requirements of today's and future algorithm complexities
new computing architectures and circuits with more effi-
ciency, flexibility and operation cleverness have to be de-
veloped and applied. Thus, today's fine-grain and espe-
cially coarse- as well as multi-grain {(dynamically) reconfig-
urable architectures will realize better performance / en-
ergy trade-offs than comparable mp, DSP or uController
platforms (see figure 5). Moreover, their (online) flexibility
and silicon re-use features will result in essential cost and
risk minimization effects necessary for future processor,
VLS! and System-on-Chip solutions. The application fields
and with corresponding complex algorithms and estimat-
ed ASIC/ASSP consumption are illustrated in figure 4.

The following section gives an overview on some selected
industrial and academic architectures and System-on-Chip
solutions applying fine- and coarse-grain (dynamicalily)
reconfigurable hardware datapaths for several of the above
mentioned algorithm fields.

3. Academic and Industrial System-

on-Chip Solutions

Today's fine-grain and early coarse-grain reconfigurable
hardware architectures are very useful in several applica-
tion fields and are alternatives to specialized {(multi-) proc-
essor solutions /4/ /7/ /8/ /1Q/ /11/ /12/ /13/ /17/ /
18/ /28/ /29/ /30/ /32/ /34/. But, a minor part of the
fine-grain area is used by CLBs (configurable logic blocks),
which are the logic resources. Major part of the area is
covered by a reconfigurable interconnect fabrics, provid-

Source: R. Hartenstein gxan’?ple of a linear* switch
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Ilustration of fine-grain reconfigurable hardware resources (FPGA: 1 configured “wire” shown) /34/
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ing wire pieces, switch boxes, and connect boxes to con-
necta pin of a CLB, with a pin of another CLB by program-
ming a “soft wire” (an example shown in figure 6). The state
of each switching transistor is controlled by a Flip-flop (FF)
which is part of “hidden” configuration RAM (not shown in
figure 6), also used to program the CL.Bs to select the par-
ticular logic function of each. By downloading new config-
uration code all this can be re-programmed anywhere and
at any time. In the following an efficient fine-grain System-
on-Chip solution tailored to baseband voice coding algo-
rithm will be sketched. Within the MAIA CSoC a fine-grain
FPGA-core realizes the reconfigurable hardware part. In
general, the MAIA architecture consists of one control proc-
essor and other satellite units (can be processors, FPGAs
or other units such as MAC, see figure 7). During compu-
tation and reconfiguration sequential threads are instanti-
ated on the control processor, which configures the satel-
lite processors and the on-chip reconfigurable communi-
cation network and manages the overall control flow of ap-
plications, either in a static compiled order, or through a
dynamic real-time kernel. Thus, the architecture is recon-
figurable intwo respects - inter-satellite communication con-
figurations and the fine-grain FPGA hardware part. The
MAIA processor consists of a microprocessor core (ARMS8)
and 21 satellite processors: two MACs, two ALUs, eight
address generators, eight embedded memories (4
512x16bit, 4 1kx16bit) and an embedded low-energy
FPGA. Connections between satellites are accomplished
through 2-level hierarchical mesh-structured reconfigura-

Source: J. Rabaey, UC Berkeley

Application Example: FIR Filter

20
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Fig. 7. MAIA CSoC and FIR Application /31//32/
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ble interconnect network. The ARMS8 uses an interface
control unit to configure and communicate data with satel-
lites. The address generators and embedded memories
are distributed to supply multiple parallel data streams to
the computational elements. The MAIA chip was implement-
ed using 0.25U 6-level metal CMOS process with a sup-
ply voltage of 1V and additional voltages of 0.4V and 1.5V,
The die size of the implementation was 5.2mm x 6.7mm
with 1.2 million transistors at 40 MHz with an average power
dissipation of 1.6-2 mW. The Maia CSoC is optimized for
selected mobile communication application parts, e. g. a
full-rate VSELP voice coder algorithm was implemented at
30 MHz with 5.7 GOPS/Watt /31/.

Fine grain morphware lacks area/power-efficiency (figure
6). The physical integration density (transistors per chip)
of FPGAs is roughly 2 orders of magnitude worse than the
Gordon Moore Curve. Due to reconfigurability overhead
roughly about only one percent of these transistors de-
serve the real application, so that the logical integration
density is about 4 orders of magnitude behind Gordon
Moore. For high throughput requirements coarse-grain
reconfigurable hardware is the much more powerful and
more area-efficient, also providing a massive reduction of
embedded memory and time needed for configuration
/34/. Coarse grain morphware is also about one order of
magnitude more energy-efficient than fine-grain solutions
(figure Sand /1//2/ /3/). Whereas fine-grain FPGAs are
using single bit wide CLBs (figure 6), coarse-grain recon-
figurable Computing uses RPUs (reconfigurable process-
ing units), which, similar to ALUs, have major path widths,
like 32 bits, for instance. Important applications stem from
the performance limits of the “general purpose” proces-
sor, creating a demand for accelerators. Especially in ap-
plication areas like multimedia, wireless telecommunica-
tion, data communication and others, the throughput re-
quirements are growing faster than Moore's law (growth of
required bandwidth: figure 2), along with growing flexibility
requirements due to unstable standards and multi-stand-
ard operation /4/. Currently the requirements can be met
only by coarse-grain hardware arrays from a provider like
PACT (figure 9 and /5/).

First, a second selected academic CSoC example will be
sketched here. This is an application-tailored architecture
called DReAM /4/ /14/, a coarse-grain Dynamically
Reconfigurable Architecture for Mobile communication
systems. It was designed at the Darmstadt University of
Technology for the requirements of future mobile commu-
nications systems. Especially the application area of mo-
bile communication requires an adaptable SoG solution.
The total system view of such a CSoC is shown in figure 8
/4/. The datapath oriented DReAM array can be seen in
figure 8. It consists of an array of coarse-grained, dynam-
ically Reconfigurable Processing Units (RPUs), which are
connected with a local and a global communication net-
work. The RPU is the major hardware component of the
DReAM, which executes mainly arithmetic data manipula-
tions for signal processing parts. In addition, dual-port
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RAMs are used as Look-Up Tables when performing multi-
plications and the application-specific units are used for
PN-code correlation operations. The DReAM architecture
provides efficient and fast dynamic reconfiguration possi-
bilities, e.g. only partly and during runtime. Further details
to implemented examples and mapping techniques as well
as performance results, e.g. a RAKE-Receiver specifica-
tion for a data rate of 1.5 Mb/s based ona 0.35 ym CMOS-
process, can be found in /4/ /14/.

Next, two commercial CSoC solutions will be described:

the A7 architecture from Triscend with fine-grain on-
chip reconfigurable hardware /19/ /20/

the dynamically reconfigurable XPP Architecture from
PACT /23/, /24/,/6/,/7/

The A7 Configurable System-on-Chip (CSoC) device /19/,
/20/ is a complete, high-performance user-programma-
ble system, which contains an embedded 32-bit
ARM7TDMI RISC processor and an embedded program-
mable logic architecture, optimized for processor and bus
interface, a high-performance 32-bit internal bus support-
ing up to 455M-bytes per second peak transfer rates, and
16K-bytes of internal scratchpad SRAM memory and a
separate 8K-byte cache. The ARM7TDMI is a general-pur-
pose 32-bit RISC microprocessor that supports the com-
plete ARM 32-bit instruction set and the reduced 16-bit
instruction set. The ARM processor is integrated with oth-
er system components and the Configurable System Log-
ic (CSL) matrix to provide a complete CSoC system. The
embedded SRAM-based Configurable System Logic (CSL)

matrix provides full, easy-to-use system customization. The
high-performance programmable logic architecture con-
sists of a highly interconnected matrix of CSL cells. Re-
sources within the matrix provide seamless access to and
from the internal high-performance Configurable System
Interconnect (CSI) bus, interconnecting the embedded
processor, its peripherals, and the CSL matrix at a maxi-
mum speed of 60MHz. Each CSL cell performs various
potential functions, including combinatorial and sequen-
tial logic and the output blocks (PIOs) provide a highly flex-
ible interface between external functions and the internal
system bus.

A very interesting and promising approach for CSoC inte-
gration is the eXtreme Processing Platform (XPP) /23/
/24/, /86/ /7/ (see figure 9), realizing a new runtime re-
configurable data processing technology that replaces the
concept of instruction sequencing by configuration se-
quencing with high performance application areas envi-
sioned from embedded signal processing to co-process-
ing in different DSP-like application environments. The
adaptive reconfigurable data processing architecture con-
sist of following components:

Processing Array Elements (PAEs), organized as
Processing Arrays (PAs),

a packet oriented communication network,
a hierarchical Configuration Manager (CM) tree, and

a set of I/O modules.

This supports the execution of multiple data flow applica-
tions running in parallel. A PA together with one low level
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CM is referred as PAC (Processing Array Cluster). The low
level CM is responsible for writing configuration data into
the configurable objects of the PA. Typically, more than
one PAC is used to build a complete XPP device. Doing
so, additional CMs are introduced for configuration data
handling. With an increasing number of PACs on a device,
the configuration hardware assumes the structure of a tree
of CMs. The root CM of the tree is called the supervising
CM or SCM. This unit is usually connected to an external
or global RAM. The basic concept consists of replacing
the Von-Neumann instruction stream by automatic config-
uration sequencing and by processing data streams instead
of single machine words, similarto /12/. Duetothe XPP s
high regularity, a high level compiler can extract instruc-
tion level parallelism and pipelining that is implicitly con-
tained in algorithms /6/. The XPP can be used in several
fields, e.g. as image/video processing, encryption, and
baseband processing of next generation wireless stand-
ards, e.g. to realize also Software Radio approaches. 3G
systems, i.e. based on the UMTS standard, will be defined
to provide a transmission scheme which is highly flexible
and adaptable to new services. Relative to GSM, UMTS
and 1S-95 will require intensive layer 1 related operations,
which cannot be performed on today's processors /26/
/27/. Thus, an optimized HW/SW partitioning of these
computation-intensive tasks is necessary, whereas the flex-
ibility to adapt to changing standards and different opera-
tion modes (different services, QoS, BER, etc.) has to be
considered. Therefore, selected computation-intensive
signal processing tasks have to be migrated from software
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to hardware implementation, e.g. to ASIC or coarse-grain
reconfigurable hardware parts, like the XPP architecture.
Within the application area of future mobile phones de-
sired and important functionalities are gaming, video com-
pression for multimedia messaging, polyphone sound
(MIDD), etc. Therefore, a flexible, low cost hardware plat-
form with low power consumption is needed for realizing
necessary computation-intensive algorithms parts. Thus,
PACT implemented several of these functionalities onto the
cost-efficient 4x4 XPP array size, e.g. a 256-point FFT, a
real 16 tap FIR filter, and a video 2d DCT (8x8) for MPEG-
4 systems. Their newest commercial CSoC is calied SMeX-
PP and consists of a an ARM-7 EJS and an 4x4 XPP array
with efficient RAM-topologies promising a high boost in
performance and flexibility. The technical and commercial
trade-offs of this SMeXPP solution is described in /7/ and
/8/. First digital TV application performance results were
obtained by evaluating corresponding MPEG-4 algorithm
mappings onto the introduced ARM/XPP CSoC and based
onthe 0.13 pm CMOS technology synthesis results. Based
on this coarse-grain CSoC version, performance/cost re-
sults of an MPEG-4 application is currently under imple-
mentation, whereas the inverse DCT applied to 8x8 pixel
blocks can be performed by an 4x4 XPP-Array in 74 clock
cycles. Since the IDCT is one of the most complex opera-
tions in MPEG-4 algorithms, the preliminary clock frequen-
cy of 100 MHz based on 0.13 pm CMOS technology inte-
gration is sufficient for this real-time digital TV application
scenario.




J. Becker: Configurability for Systems on Silicon:
Requirement and Perspective for Future VLS| Solutions

Informacije MIDEM 33(2003)4, str. 236-244

Another class of resources for reconfigurable computing
is called multi-grain reconfigurable hardware, where sev-
eral fine-grain pathwidth slices (2-/4-bits, for instance) with
slice bundling capability including carry signal propaga-
tion can be configured to be merged into RPUs with a path-
width of multiples of the slice path width (e. g. 16, 20, or
24 bits). Moreover, dependent on the targeted algorithm
classes, bitlevel data operations, wordlevel arithmetic in-
structions, or even control-driven FSMs should be support-
ed. These new hybrid architectures, combining the advan-
tages of fine- and coarse-grain circuits into novel generic
datapath approaches, are currently under development in
different specialized research programs, e.g. funded by
the German DFG and other institutions /35/.

4. SoC Education Aspects

The challenges in the development of application-tailored
SoCs influences and changes the traditional design flow
for chip, and thus today's engineering education. This
should have some impact to the way how students in elec-
tronic engineering departments are taught, e.g. courses
which fully cover all required skills for a SoC designer. The
traditional education for students enables them to design
stand-alone hardware components such as ASICs, instruc-
tion-set processor, memory, FPGA, analog and even RF
CMOS chips /36/. Specially educated engineers are re-
sponsible for combining these components to a system.
With the upcoming of SoCs these till now completely sep-
arate categories of design will merge to one design flow. A
chip will no longer be assembled at the gate level but at
the IP block level and IP interfaces /36/. Multidisciplinary
system thinking is required for future designs, e.g. a verti-
cal integration of system and application know-how with
CAD and technology knowledge has to be realized in ver-
tical education projects and labs (see figure 10). This edu-
cation goal could be achieved successfully by the co-work-
ing of students and faculty within real system design
projects, formalizing and encapsulating application-specific
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technigues into reusable methods, libraries and tools
shared by the entire educational community. Students and
universities need access to the latest technical and indus-
trial developments, and education has to be focused also
on techniques and theories which are fundamental and
time invariant. Such system architects /36/ should be able
to operate efficiently in interdisciplinary teams with highly
soft skilled members, required urgently by today's embed-
ded systems divisions.

5. Conclusions and Outlook

The paper has given an introduction and overview on recon-
figurable hardware systems and their VLSI integration. It
also has pointed out future trends driven by technology
progress and EDA innovations. Many system-level integrat-
ed future products without reconfigurability will not be com-
petitive. Instead of continuous technology progress and
deep-submicron integration more efficient and clever ar-
chitectures by (dynamically) reconfigurable platform usage
will often be the key to keep up the current innovation speed
beyond the technology limits of silicon. It is time to revisit
the available scientific results from reconfigurable-related
R&D to derive promising commercial solutions and corre-
sponding curricular updates in EE and CS education. Ex-
ponentially increasing CMOS mask costs demand adap-
tive and re-usable silicon, which can be efficiently realized
by integrating reconfigurable circuits of different granular-
ities into CSoCs, providing a potential for short time-to-
market and post-fabrication error/functionality corrections
(risk minimization!), multi-purpose/-standard features in-
cluding comfortable application updates within product life
cycles (volume increase: cost decrease). This results in
the fact that several major industry players are currently
integrating (dynamically) reconfigurable cores/datapaths
into their processor architectures and system-on-chip so-
Jutions.
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Abstract: The Time Triggered Architecture (TTA) and its related communication protocol, TTP/C is an emerging communication principle for distributed
fault-tolerant real-time systems. Typical applications are safety-critical digital control systems such as drive-by-wire and fly-by-wire.

This paper highlights the hardware / software architecture and design of the first industrial single chip communication controlier for the Time Triggered
Protocol (TTP/C). An application specific RISC core with several specialized peripheral blocks, RAMs, flash memory and analog cells was implemented
together with necessary protocol firmware to fulfill both cost and safety requirements. Whereas the controller chip itself can be seen as an embedded
system, the composability characteristic of TTA enables a hierarchical system design style with nodes and communication clusters as higher level system
components embedded into an application device like a car or airplane. A complete framework for hardware / software co-simulation and verification
across all levels of hierarchy was buildt up to support the design work from chip to system level. Furthermore, system reliability and fault behavior of a
safety critical system has to be shown to safety certification authorities. Extensive fault injection experiments have been performed at simulation and
physical level to proof the concept, fault model and resulting implementation of an embedded TTA control system.

Distribuirani vgrajeni varnostni sistemi v realnem Casu -
zasnova in verifikacija na primeru ¢asovno prozene
arhitekture

Izvleéek: Casovno prozena arhitektura (TTA) in njen odgovarjajosi komunikacijski protokol, TTP/C, je porajajodi se komunikacijski princip za distribuirane
sisteme odporne na napake v realnem ¢asu. Tipiéna uporaba so digitaini sistemi za nadzor kot so voznja in letenje krmilieno s povezavo.

V prispevku prikazemo programsko in strojno arhitekturo ter nacrtovanje prvega industriiskega komunikacijskega nadzornega veza za TTP/C protokol na
enem &ipu. Uporabnisko specificno RISC jedro z vedimi specializiranimi perifernimi bloki, RAM, FLASH pomnilniki in analognimi celicami je bilo upora-
bljeno skupaj s potrebnimi komponentami TTC/P protokola z namenom zadovoljiti varnostnim in stroskovnim zahtevam. Ceprav na celoten nadzorni ¢ip
lahko gledamo kot na vgrajen sistem, pa sestavne karakteristike protokola TTA omogocajo bolj hierarhicni stil nacrtovanja sistemaz vozliséiin komunikac-
ijskimi skupki kot sistemskimi komponentami na visji ravni vgrajenimi v neko uporabnisko okolie, kot sta npr. avtomobil ali letalo. Zgradili smo celotno okelje
potrebno za simulacijo in verifikacijo programske in strojne opreme na vseh hierarhicnih nivojih z namenom podpreti proces nacrtovanja od Cipa do
sistema. Oblastem pristojnim za potrievanje ustreznosti varnosti sistema je bilo dodatno potrebno prikazati zanesljivost in vedenje sistema v primeru napak.
Opravili smo obsezne poskuse s povzroanjem napak na fizicnem in simulacijskem nivoju z namenom dokazati pravilnost koncepta, modela napak in
delovania dokonéne implementacije vgrajenega TTA nadzornega sistema.

na/4//5/, Carinthia Tech Institute (CTl) designed an indus-
trial (automotive specification) single chip version of such a

1. Introduction

The Time-Triggered Architecture (TTA) is designed for a
wide range of fault-tolerant distributed real-time systems
/1/. The application domain of the architecture is safety-
critical by-wire systems in the automotive, aerospace and
raitlway industries.

The key component of the Time-Triggered Architecture is a
VLS| communication controller, which executes the Time-
Triggered Protocol (TTP) /2//3/ and provides all communi=
cation and safety features of TTP to a host controller run-
ning the application of a network node. Based on a proto-
type implementation from the Technical University of Vien-

communication controller, the TTA-C2. Together with the
Technical University of Vienna and TTTech AG a complete
HW-SW codesign environment was developed. Further-
more, related projects like FIT (see chapter 7.2) were car-
ried out to proof concept as well as implementation. This
paper should give an overview on this development with a
focus on safety related issues and parts of the design.

After an introduction of the TTA system principles in Sec-
tion 2 we describe the controller architecture and its build-
ing blocks in Section 3. Section 4 explains the design flow
applied and gives technical details of the new chip. Sec-
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tion & details the modeling strategy and tools for hardware/
software co-development. The system development proc-
ess and the proof of safety relevant system behavior are
explained in Sections 6 and 7. Finally we summarize the
work done within the TTA activities at CTI.

2. Time Triggered Architecture

In contrast to a usual event triggered system, where mes-
sages are initiated by events independent from the com-
munication system, the Time-Triggered Architecture uses
a predefined global TDMA schedule for all communication
activities. Each message on the bus is only initiated by the
progression of time according to the preplanned message
timetable. In a distributed system all TTA nodes are syn-
chronizing themselves to a common global time using the
fault-tolerant average algorithm and can therefore commu-
nicate without conflicts. TTA nodes connected to a bus
using the same global time are called a TTA cluster. An
autonomous communication controller decouples the host
(application) subsystem from the communication subsys-
tem in both the logical and temporal domain. No control
lines or interrupts connect the application processor to the
TTP/C controller, the only interface is a dual ported RAM
called Communication Network Interface (CNI). On the bus
side a bus guardian circuit monitors access to the physical
layer. This effectively prevents any fault propagation from a
faulty node to the whole system. A basic TTA node con-
sists of the communication controller TTA-C2 and a host
CPU system (e.g. Infineon C167CR) running the nodes
application. A block diagram for three nodes of a TTP/C
cluster is shown in Figure 1. Figure 2 shows the time divi-
sion bus access of each node.

The communication controller delivers fault-tolerant serv-
ices according to the TTP/C protocol specification to the
host subsystem. Most important features are the synchro-
nized global clock, message transmission, network con-
sistency check and membership service, specification
details can be found in /6/. The redundant physical com-
munication layer of TTP/C can be realized as two copper
twisted pairs or fiber optics connection.

Host Host Host
Appiication Application Application Host Subsystem
Tasks Tasks Tasks
=
CNI dpram L CNI dpram ] L CNI dpram

TTA Controller TTA Controller TTA Controlier

Communication

Bus interface —I | Bus interface Bus interface l Subsystem
""" TRIpenes Two channel
b Physical Layer
""No:leA Node B Node C ".
Figure 1: TTA Cluster Architecture
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3. Communication Controller
Hardware

3.1 Requirements

Discrete component implementations of the TTP/C proto-
col, using a micro controller together with FPGAs, lack in
transmission bandwidth for industrial applications. Perform-
ance analysis shows that clock synchronization, data trans-
mission, TTP bus timing, CRC calculation, and the bus
guardian have to be implemented in dedicated hardware.
Furthermore the integration in a single chip improves relia-
bility and decreases system costs. Due to ongoing proto-
colimprovement activities a programmable solution for the
communication controller was preferred. These require-
ments lead to an implementation with a programmable
control unit, supported by several highly specialized units
needed for an efficient implementation of the protocol.

3.2 Implementation

Figure 3 shows the block diagram of the TTP/C controller
TTA-C2. The Protocol Control Unit (PCU) is the central
control circuit. It coordinates the register transfer based
communication between the functional units and executes
high-level protocol tasks at 40 MHz-clock rate. Functional
units are connected through the internal 16-bit wide data
bus, which provides a common interface for these units.
The following sections give a short overview of the provid-
ed functionality /7/.

3.2.1 Protocol Control Unit

The PCU is implemented as an application specific 16-bit
instruction processor with three pipeline stages for instruc-
tion fetch (IF), instruction decode (DEC) and execute (EX).
Stage IF contains the program counter, reads instructions
from the instruction memory and passes it to the decode
stage. The instruction decode stage generates the control
signals for the data bus (to move data between functional
units) and the execute stage, and branches are resolved.
The third stage contains the ALU, which is able to perform
integer addition/subtraction, a wide range of logical and bit
manipulation operations and shift / rotate operations.

Due to optimizing the instruction set for protocol execution,
an instruction memory size of 16kB is sufficient. This mem-
ory is split up into two areas. A 8kB ROM holds the boot
code, various safety critical subroutines and the load rou-
tines for RAM and Flash. The fast 8kB instruction RAM is
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loaded at power-up either from the integrated flash or through
the host interface. Special access resolution logic allows
moving the instruction RAM content to the build-in CRC unit
by normal move instructions executed from the same RAM,
enabling a fast permanent firmware self test.

To support efficient protocol execution for the two com-
munication channels, a doubled general-purpose register
file supports fast task switching.

A hardware watchdog timer and some error signal traps
monitor the controller operation putting the TTA-C2 con-
troller into the fail silent state (means no bus activity) on
unexpected events. Diagnosis can then be done via the
host interface.

3.2.2 Flash Interface

The protocol firmware of the PCU is located in an integrat-
ed flash memory block (32kB) on chip. A dedicated "Flash
Unit” controls erase/program/read operations initiated by
the PCU and supports special functions to assure data in-
tegrity.
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Figure 3: TTA-C2 Controller Architecture

3.2.3 Host Interface

The Host Interface unit implements the Communication
Network Interface (CNI) between host subsystem and com-
munication subsystem (Figure 1). It is implemented with a
dual-ported RAM (4kB) which holds the messages ex-
changed among nodes. Also several status and control
registers are accessible through this interface.

3.2.4 Time Control Unit

One key function of a time-triggered architecture is the
generation of a global synchronized time base. The fault-
tolerant average algorithm (FTA) is put in place for clock
synchronization. The Time Control Unit enables an efficient
implementation of the FTA. It consists of an adjustable
counter, which allows fractional division of the system clock.

3.2.5 Transmitter, Receiver

Each controller contains a pair of independent receivers
and transmitters with message fifo buffers to handle the
physical layer of the two redundant serfal communication
channels between the TTP/C controllers. For each com-
munication channel two different physical layer interfaces
are provided, a low-speed interface for 5 Mbit/s to limit
electromagnetic radiation and a high-speed interface for
25 Mbit/s usually using a fiber optics physical layer.

The receiver performs data synchronization and checks
for noise, frame format and coding errors and watches the
bus to check the temporal validity of transmitted frames.

3.2.6 CRC Unit

The CRC unit supports the calculation of cyclic redundan-
cy checksums for two generator polynomials of 16 and 24
bits length. It allows the concurrent calculation of two
checksums, one for each communication channel, in one
clock cycle.

3.2.7 Bus Guardian

The bus guardian is an autonomous device that protects
the channels from a timing failure of a controller. It con-
tains a local crystal oscillator of its own in order to be able
to tolerate a failure of the controllers clock. The bus guard-
ian enforces the bus protection by applying plausibility and
timing checks to the signals provided at the bus guardian
interface.

3.2.8 Clock Pll, Reset

To meet industrial EMI requirements, the internal 40 MHz
clock for the controller may be derived from an external 10
MHz crystal oscillator by a multiplying phase lock loop. In-
ternal power-up reset generation and filter circuitry pro-
tects the flash memory contents and assures bus silence
until proper startup of the controller.

3.2.9 Test Unit

Safety critical applications of the TTA-C2 controller demand
test coverage of aimost 100%. To shorten test time three
test modes have been implemented: a flash test mode giv-
ing full access to the flash memory block; a functional test
mode for memory test; and a scan chain mode for logic
testing.

In order to test the RAM blocks we decided to make the
instruction register accessible from outside. This makes it
possible to pipe in arbitrary (memory) instructions and ob-
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serve the results on the data bus, which is connected to
output pins in functional test mode. Since we can trigger
all functions from outside we can also guarantee the basic
functionality of each unit.

For the flash-memory-test x/y address, data, control lines
and analog charge pump signals are observable to allow
fast memory test and characterization during production.

Automated test pattern generation (ATPG) in conjunction
with automated scan chain insertion is used for testing
standard celt logic parts.

4. HDL Design Flow and
Implementation Results

VHDL has been used to model the controller and insert
the memory IP blocks. The controller design was function-
ally verified and synthesized to gate level including the var-
ious memory blocks. A complete top-down synthesis strat-
egy was applied, i.e. the design was synthesized as a whole
including scan-path insertion and automatic test pattern
generation (ATPG). Special attention had to be paid on
synchronizing the dataflow through various clock domains
and integration of memory-IPs from different vendors.

The floor planning / placement / routing process not only
had to consider timing constraints but also placement con-
straints (separated receiver/transmitter areas, bus guardi-
an with own supply lines, dedicated transmitter-off circuits
etc.) to support safety certification. Sign-off simulation with
back annotated parameters for worst/best case analysis
was done with a mixed language simulator.

All design steps and bug fixes during the design process
had to be documented and presented to the customer as
well as certification authorities during several design re-
views to get approval for usage in X-by-wire applications.

Tabel 1 summarizes technical data and Figure 4 shows
the chip layout.

5. Modeling Strategy and Verification

The modeling strategy focuses on hardware-software co-
development and tool interoperability. It was our aim to do
VLSl implementation and system validation in a single en-
vironment, i.e. to reuse the models for VLSI synthesis for
system programming, functional tests for production test
pattern generation, etc.

The RTL VHDL model of the communication controller is
the interface for system simulation, verification and proto-
col programming, hiding the details of the hardware imple-
mentation, but the model also serves as reference for the
synthesis process.

5.1 Chip Model

For the VLS| implementation the central VHDL model in
the design environment is the register transfer level de-
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TTP/C protocol Fully supported

Transmission speed 25 Mbit/sec MII
5 Mbit/sec MFM

DPRAM to host 2kx16

Instruction ROM 4kx16

Instruction RAM 4kx16

GP Register 96x16

Flash memory 16kx16

Message fifo 2x 19 words

CRC 16 /24 bit

Clock frequency max 40 Mhz

PLL clock 4 x XTAL clock

Analogue flash test Build in interface

Technology 0.351 CMOS

Die size 27 mny’

Package TQFP 80

Automotive Spec OK

Table 1: Features and Technical Data
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Figure 4: Layout View

scription. This description is restricted to a synthesizable
subset of VHDL, all functional blocks are either synthesiz-
able or can be mapped directly onto hardware IP blocks
(e.g. RAM, Flash).

5.2 Cluster Model

For the system level development simplified VHDL behav-
ioral models of memory blocks, host controller card and
cluster environment are provided to speed up simulation.
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5.3 HW-SW Development

To hide the complexity of the implementation from the pro-
tocol programmer a graphical debugging environment
(VDEBUG, see Figure 5) and an assembler (TASM) were
implemented. VDEBUG allows the protocol programmer
to program the Protocol Control Unit and to verify firmware
code of an entire cluster of controllers using the same
controller model as used for VLS! implementation.

Of course the concept of using only one VHDL model slows
down the system simulation environment to some degree
compared to using a fast executing C model for protocol
programming. But this drawback is more than compensat-
ed considering the effort and risk of keeping two models
consistent during the whole design cycle. Additionally ver-
ification confidence is improved by stressing the same
VHDL model code both from a hardware designers view
by functional simulation pattern and a system programmers
view by executing protocol firmware.

During the software development process macros and pro-
cedures, as well as block header and line comments have
been extensively used. The resulting firmware has 4000
RISC assembler instructions (from 4096 possible) in total,

Visual Debug Graphical Debugging Environment

whereas the ROM functionality has around 1000 RISC
assembler instructions. The assembler source code with
expanded macros has about 16000 LOC.

6. TTA Cluster and Node Design

In a distributed system the overall system functionality (e.g.
brake-by-wire) is divided into several subsystems (e.g. ped-
al-sensing subsystem, brake-force calculation subsystem,
and wheel-speed sensing subsystem). To feature compos-
ability and fault-tolerance, the interface between the sub-
systems needs to be specified in both the time- and value-
domain.

6.1

At system level, a system integrator (e.g. an automotive
company) defines the subsystem functions and specifies
the communication interfaces in the time- and value-do-
main precisely. At the subsystem level, the component
supplier has to fulfill exactly these interface specifications
but retains complete responsibility on all hardware and
software design decisions to implement the desired func-
tionality.

Two-Level Design Approach
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This Two-Level Design Approach /8//9/ is supported by
atool-chain (e.g. TTPtools), which allows the development
and seamless integration of different subsystems into one
distributed system.

In Figure 6, the upper half reflects the role of the system
integrator. The cluster-design is the process of partitioning
a system into several independent subsystems and defin-
ing the interfaces among each other. The result of the clus-
ter-design process is a cluster-design database. The clus-
ter-design process can be done using the tool TTPplan.

Cluster Level §

| TTPplan |

i SR

| Cluster — S G
" Design: Lw;/ S TTPview o : :
. Database i T OwIR data fedm TTPIC bis

7% | TTPload

=) g {

ri I | Databa‘se"‘
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Figure 6: Cluster- and Node-Design
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Figure 7: Model Based Design
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The lower half of Figure 6 represents the role of the com-
ponent supplier. At the node-design, individual subsystems
are partitioned into software-tasks and the corresponding
messages between each other are defined. The results of
the node-design are the configuration information for the
node’s real-time operating system (e.g. TTPos), the auto-
matic generated source-code for the fault tolerance layer
(e.g. OSEKtime compliant FTcom layer) and a node-de-
sign database. This node-design process can be done
using the tool TTPbuild.

6.2 Model Based Design

Figure 7 shows, how the TTPtools can be used in the case
of a model based design approach. TTPmatlink is a Mat-
lab/Simulink blockset, which enables a behavioral simula-
tion of the distributed system in the time- and value-do-
main. It partitions the system into subsystems and it parti-
tions these subsystems into tasks. Furthermore, it defines
the messages between the subsystems and the tasks.

For the sake of completeness, the tool TTPload is used to
download the communication schedule into the TTA-C2
controller's memory and to download the application files
into the host controller's memory. The tool TTPview is used
to monitor and debug the distributed system using a spe-
cific hardware (monitoring node), which is passively listen-
ing to all messages on the communication bus.

6.3 Example TTA Application

A Time-Triggered Car (TTcar) demonstrator (see Figure 8)
has been implemented during the last two years at CTl. The
TTcaris used for both educational purpose and to show drive-
by-wire principles. It consists of 11 subsystems (one of them
is triple redundant), 23 tasks and 11 nodes. The nodes are
built up using the TTA-C2 communication controller and an
Infineon C167CR (20 MHz) host microprocessor.

Figure 8:

TTcar Application

Figure @ shows host7, which is executing the funk and
drive_steer subsystems. Each of these subsystems con-
sists of two independent tasks. In Figure 10 the communi-
cation messages, which are exchanged between the
t_funk_receive and the t_drive_steer tasks, are shown.
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7. Proof of concept and
implementation

For the developers and users of TTA, the proof of concept
and implementation is of utmost importance since its main
application areas are safety critical and highly dependable
systems like airplanes or cars. Requirements, like failure
rates in the order of 107 failures per hour are beyond what
can be proofed using methods like testing or simulation.
According to this example, more than 100.000 years test-
ing time would be needed. These circumstances lead to
the increasing application of formal analysis and formal
verification. Both rely on a formal model, which represents
the systems properties. In the best case formal verification
leads to general and complete statements about the prop-
erties of a system as such whereas testing and simulation
leads to a probabilistic statement about its expected be-
havior (see Figure 11).

The combined usage of formal verification and experimen-
tal proof finally leads to a trustworthy statement about the
reliability and more general dependability of safety critical
systems build using the TTA.

7.1 Formal Proof of TTP

The clock synchronization algorithm used in TTA s a mod-
ification of the Welch-Lynch algorithm. The Welch-Lynch
algorithm is characterized by use of the fault-tolerant mid-
point as its averaging function. It tolerates a single arbi-

Testing / Simulation Formal Analysis

Formal Model

Real System

Figure 11:  Testing versus Formal Analysis

trary fault whenever equal to or more than four clocks are
present. Minor formally verified the Welch-Lynch algorithm
and Pfeifer, Schwier and von Henke formally verified its
TTA instantiation.

In keeping with the never give up philosophy that is appro-
priate for safety-critical applications, TTA remains opera-
tional with less than four good clocks however the applied
fault model changes. Rushby extended the fault model used
for the formal verification to support not only arbitrary faults

/10/.

The clock synchronization algorithm tolerates a single ar-
bitrary fault only. Diagnosing the faulty node and reconfig-
uring to exclude it tolerate additional faults. The group
membership algorithm of TTA, which ensures that each
TTA node has a record of which nodes are currently par-
ticipating correctly in the TTP/C protocol, performs this
diagnosis and reconfiguration. Pfeifer formally verified the
group membership algorithm in respect to its validity, agree-
ment and self-diagnosis /11/.

The transmission window timing guarantees that messag-
es sent by no-fault nodes do not collide on the bus. Afaulty
node, however, could broadcast at any time - it could even
broadcast constantly. This fault is countered by use of a
separate fault containment unit called guardian that has
independent knowledge of the time and the schedule: a
message sent by one noce will reach others only if the
guardian agrees that it is indeed scheduled for that time.
The transmission windows timing algorithm has been for-
mally verified by Rushby /12/.

7.2 Experimental Proof of TTP

The objectives of the European Commission (EC) spon-
sored project Fault Injection for TTA were to proof the
concepts and implementations of the TTA by means of fault-
injection experiments thoroughly. Six academic (Chalmers
University, CTI, TU Pilsen, TU Prag, TU Valenzia, and TU
Wien) and three industrial partners (Motorola, TTTech, and
Volvo) have been carrying out experiments on different lev-
els of abstraction (specification, chip, protocal, and node
level) for more than two years /13/:
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- Protocol Microcode Fault Injection (see Figure 12):
Systematic injection of illegal instructions and instruction
transformation of the TTP/C controllers protocol firmware

- Heavy-lon Fault Injection (see Figure 13): A Cali-
fornium-256 source causes internal and random faults
in the CMQOS structure of the TTP/C controller

- Hardware Implemented Fault Injection: Faults are
injected into 1/0 pins of the TTP/C controller

- C-Sim Fault Injection: Independent C-language ref-
erence-implementation of the TTP/C protocol to
check the consistency of the TTA specification

- VHDL-based Fault Injection: Injects faults into the
VHDL-model of the TTP/C controller

- Software Implemented Fault Injection: Black-box
and white-box fault injections into the code- and data-
area of the TTP/C controller

The FIT project showed that there are still improvements,
mainly at implementation level, possible and necessary. It
also displayed that the main concepts and algorithms of
TTA are correct and resist against brutal-force fault-injec-
tion experiments. As one of the most important conse-
guences the change from a bus- to a star-topology, using
a central guardian, needs to be mentioned. It does not
only improve the error detection coverage drastically but it
also separates the TTP/C controller and its guardian into
two spatially separated fault containment units.

Figure 12:

Figure 13:

Heavy lon Fi
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8. Conclusion

The Time Triggered Protocol (TTP/C) was implemented into
the first industrial single-chip communication controller at
Carinthia Tech Institute (CTl) in cooperation with austriami-
crosystems, Unterpremstatten and TTTech, Vienna.

An application specific RISC core supported by highly spe-
cialized peripheral units was evaluated as well suited ar-
chitecture to fulfill both cost and safety requirements. De-
sign flow and implementation not only had to focus on func-
tionality but also on system approval by safety authorities.

Furthermore, a complete simulation and programming en-
vironment useable for chip design as well as for system
level design was developed. Related research projects
were started in parallel to verify TTA principles and their
implementation at all levels of a distributed hierarchical
embedded system.

Consequently applying ‘best practice’ design techniques
and combining industry experience with academic research
spirit turned out to be a key factor of success in solving
such complex design problems. The necessity to cover a
widespread range of research subjects on one hand and
the fact of limited budget and resources of academic insti-
tutions on the other hand inevitably leads to the setup of
large multi partner projects. Whereas all partners benefit
from such interdisciplinary collaborative work, the profes-
sional technical and financial management of such big
projects is a new challenge to the academic community.

Resulting controller chips proved to be first time right and
were nominated as Top Product of the Year at 2002's SAE
(Society of Automotive Engineers) world congress in De-
troit. Beside other application fields, the TTA system re-
ceived approval by US FAA (Federal Aviation Administra-
tion) and is going to be used for airplane engine control,
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Abstract: Increasing complexity of electronic components and systems makes testing a challenging task. With the introduction of surface mount-
ed devices, traditional in-circuit test techniques utilizing a bed-of-nails to make contact to each individual lead on a printed circuit board are
becoming very costly and also inefficient. The need of an alternative test access fostered the development of novel test solutions like the JEEE
1149.1 boundary-scan architecture, recently extended to the mixed-signal test area by the IEEE 1149.4 Standard. At the chip level, technology
advances allow to integrate functions that have been traditionally implemented on one or more complex printed circuit boards into one single
integrated circuit. The development of such a System-on-Chip (SoC) is based on the design technique which integrates large reusable blocks (i.e.,
cores) that have been designed and verified in earlier applications in practice. This design technique introduces new extremely difficult test
problems due to the fact that the core user (SoC designer) in most cases does not have detailed knowledge about the core design. Further
difficulties represent the problem of test access of deeply embedded cores and portability of tests between core providers, SoC designers, as well
as final SoC users, Embedded system testing faces all the above problems hence it is imperative to be aware of the novel test techniques and
current trends in test standardization. The paper briefly summarizes current state-of-the-art and gives pointers for further research in this topic.

Sodobni pristopi k preizkuSanju vgrajenih sistemov

tzvleCek: Zaradi naraséajoce kompleksnosti elektronskih komponent in sistemov postaja njihovo preizkusanje vedno vecfi problem. S povrinsko
montazo komponent postajajo tradicionalne metode preizkuSanja osnovane na direktnem dostopu posameznih tock na tiskanini preko vzmetnih
kontaktov drage in neudinkovite. Polreba po drugaéni izvedbi dostopa do internih to¢k preizkudanca je vzpodbudila razvoj novih preizkusnih
metod, kot je na primer IEEE 1149.1 (robna preizkusna linija) in njena raz$iritev na podrocje preizku$anja medanih analogno-digitalnih vezij IFEE
1149.4. Tehnolo$ki razvoj omogoda integracijo funkcij, ki so bile v preteklosti izvedene na enem ali ve¢ v modulih sistema, v enem samem in-
tegriranem vezju. Razvoj tak$nega “sistema-v-Gipu” (angl. System-on-Chip, SoC) Je osnovan na nadrtovalskih pristopih, ki omogodajo integracijo
velikih Ze uporabljenih in v praksi preizkusenih logiénih blokov (jeder). Ta pristop pa hkrati prinada tudi nove, izredno tezke probleme pri preizkusa-
nju nacrtovanega produkta, saj razvijalec obicajno ne pozna do podrobnosti zgradbe uporabljenih jeder. Nadaljnje teZave predstavija dostop
globoko vgnezdenih jeder ter prenosijivost preizkusnih postopkov med dobavitelji jeder, nacriovalci sistemov-v-&ipu in konénimi uporabniki, Preiz-
kudanje vgrajenih sistemov se sreduje z vsemi navedenimi problemi, zato je pomembno, da so razvijalci seznanjeni s sodobnimi preizkusnimi
metodami in njihovo standardizacijo. V ¢lanku na kratko povzemamo sedanje stanje in podajamo glavne smernice za nadaljnje poizvedbe na tem
podrocju.

24 months. This trend, known also as Moore’s Law, con-
tinues to hold from the mid-1970s. Testing difficulty increas-
es due to the fact that the number of transistors in a chip

1. Introduction

Advances in deep submicron technology are increasing

the operating frequency and complexity of VLS| circuits
which makes the testing problem more and more difficult.
Complex  Systems-on-Chip (SoCs) with the working fre-
guency already in excess of 1 GHz require sophisticated
testers with comparable clock rate. High-speed clocks
employed in today's design require at-speed test to ad-
dress potential performance-related problems. Current test
systems are limited in signal generation and data capture
speed to about. 1.6 GHz and the cost of a tester capable of
applying test vectors at the above clock rate approaches
$10k per pin, not to count the additional cost of signal
generators and measurement instruments needed for test-
ing mixed-signal circuits. According to the SIA roadmap
/1/, the prices of ATE (automatic test equipment) system
are expected to continue toward > $20 million and may
reach $50 million by 2010.

Another feature that impacts on test complexity is increas-
ing transistor density of a chip which doubles every 18 to
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increases faster than the pin count. Consequently, inter-
nal chip modules become increasingly difficult to access.
As described in /2/, the increase of test complexity can
be expressed by the ratio ¥, /N/,, where N, denotes the
number of transistors and N, the number of input/output
pins. The two parameters are related by the expression

Np = Kﬁ,where K is a constant. This relation is known
as Rent's rule. Since modern technologies allow drastic
increase of transistor density in comparison with the
number of pins, ATE systems have to access a targer
number of complex logic blocks on a chip through a pro-
portionally smaller number of input/output pins.

Due to the costly ATE systems, currently many factories
around the word have installed test capability only at about
100 MHz clock rate which no longer fulfils the requirements
of at-speed test of current circuit designs. Furthermore,
the growing bandwidth gap as a result of the limited number
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of input/output pins prolongs the test time resulting in in-
creased test cost.

Presented problems fostered development of new design-
for-test (DFT) techniques with the goal of providing cost-
effective high-quality at-speed test. In order to avoid the
communication bottleneck between the high-performance
ATE and the device-under-test (DUT), the embedded test
approach /3/ implements ATE functions like high-speed
generation of test vectors and response analysis together
with some additional test control logic in the target DUT. In
this approach, at-speed test actions are performed by the
embedded test logic including pattern generation, test re-
sult compression and timing-generation. The remaining low-
speed operations required for the execution of the com-
plete test of the DUT are left to a low-cost external ATE, as
shown in Figure 1. Alternatively, they can be completely
integrated in the DUT in a built-in self-test (BIST) structure

/4/.

) Fuictional Blogk 1

Funstional black 2

: :‘I'g,is tRats
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| Furetional block 3

| TestConvil |t piteroonnedts

chip, board or system

Figure 1: Embedded test configuration

Very high scale of integration of ICs introduces test prob-
lems also at other levels. Nowadays, both printed circuit
board test and system test deal with very complex ICs which
are by default difficult to stimulate. In addition, printed cir-
cuit boards are increasingly difficult to test by the conven-
tional in-circuit test systems. Surface mounted devices
placed on both sides of a board and smaller pin-to-pin
spacing limit the access to the test points on the board,
which makes the implementation of the bed-of-nails fix-
tures difficult and costly. The need for an alternative ac-
cess of internal test points gave the idea of building the
test probes directly into the chips and to connect the probes
with the external ATE by simple serial line. The effort of
ATE manufacturers and EDA tool suppliers organized as
the Joint Test Action Group (JTAG) resulted in a boundary-
scan test technique for digital circuits and systems and
was approved as the IEEE Standard 1149.1 in 1990 /5/.
The main objective was to provide standardized approach-
es to board interconnect test and internal test of the devic-
es placed on it. As the standard gained popularity in prac-
tice, many other applications in test as well as in other are-
as have been reported. In 1999, IEEE Standard 1149.4
(Standard for a Mixed-Signal Test Bus) /6/ has been ap-
proved. This standard can be regarded as the extension of

the |IEEE Standard 1149.1 to the area of mixed-signal de-
vice test.

Let us finally mention the emerging IEEE P1500 Standard
for Embedded Core Test /7/ which offers standardized
DFT solutions for SoCs but will affect also board and sys-
tem test once the chips complying to the IEEE Standard
P1500 appear in practice.

2. DFT Standards

Many embedded test solutions in practice rely on the test
infrastructure imposed by the above-mentioned standards.
Standard test port features defined by these standards
provide standard way to deliver test data to the DUT and
capture test results. They also facilitate built-in self-test
(BIST) implementation and provide effective means to re-
use BIST and embedded test solutions at the board and
system level test. For this reason we shall in the following
briefly review the main features of IEEE Standards 1149 1,
1149.4 and P1500.

2.1 Boundary Scan Standard

The basic idea of the boundary-scan approach is to re-
place external probe or bed-of-nails pins by internal probes
placed on a chip between device pins and IC core logic.
During normal operation, the internal probes (i.e., scan
modules) are transparent while in the test mode additional
test logic is activated between the external pin and IC core
in order to perform the selected test. Scan modules are
serially interconnected and form a boundary-scan register
around the chip. The boundary-scan register allows the
application of test vectors to the IC’s pins or core circuit as
well as sampling of internal and external values at IC pins.
Test vectors/responses are serially shifted in and out of
the boundary-scan register through the device’s test ac-

scan

& TDO

A schematic of a chip complying to IEEE
Standard 1149.1

Figure 2:
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cess port (TAP). TAP consists of four mandatory connec-
tions: Test Clock input (TCK), Test Mode Select input
(TMS), Test Data Input (TDI) and Test Data Output (TDO)
and optional Test Reset input. A schematic of a chip with
included IEEE Standard 1149.1 test infrastructure is shown
in Figure 2. In a typical application, chips on a board are
configured into one or more boundary-scan chains with
common TCK and TMS connected to the external test sys-
tem.

A chip compliant with IEEE Standard 1149.1 includes TAP,
TAP controller and at least the following three test data
registers: Boundary-Scan Register, Instruction Register
and Bypass Register. TAP Controller generates control sig-
nals required for the operation of the Instruction Register
and the Test Data Registers. |EEE Standard 1149.1 pre-
scribes three mandatory instructions: Sample/Preload,
Bypass and Extest. The Sample/Preload instruction is used
to obtain a snapshot of the device input and output signals
during the normal operation. Its execution does not inter-
fere with circuit's normal operation, hence this option may
be very useful for system debugging. The purpose of the
Bypass instruction is to shorten the scan path through the
boundary-scan architecture when scan access of the test
data registers is not required. The Extest instruction allows
test of board interconnections (i.e., test of opens, shorts
or bridging faults). It can be also used to test non-bounda-
ry-scannable parts of the system. A chip compliant with
IEEE Standard 1149.1 may optionally include other types
of test data registers to perform non-mandatory instruc-
tions like, for example, Runbist (which runs a built-in self-
test of a circuit), Idcode (which allows reading of the cir-
cuit's identification code and thus permits blind interroga-
tion of the assembled components on a board), Intest
(which alfows slow speed testing of the core of a circuit),
and many others.

Conventional boundary-scan tests run at the test clock TCK
generated by a low cost external test system. Such config-
uration is primarily used for static interconnect test. How-
ever, as we shall see in the next section, one of the report-
ed embedded test solutions extends boundary-scan test
infrastructure to perform at-speed test.

2.2 Mixed-Signal Test Bus Standard

IEEE Standard 1149.4 defines the way to access the
mixed-signal chips on a board in order to perform inter-
connect test and parametric test of discrete components
connected to the chips. IEEE Standard 1149.4 provides
facilities that allow to detect opens in the interconnections
between chips, and to detect and localize bridging faults.
The defined test infrastructure allows interconnect testing
in full compatibility with IEEE Standard 1149.1. it also al-
lows measurements of the values of discrete components
such as pull-up resistors, filter capacitors, etc., that are
often interposed between integrated circuits on a board.
In addition, facilities to perform internal test of a mixed-
signal chip can be provided. This option is not mandatory.
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IEEE Standard 1149.4 can be regarded as an extension
of IEEE Standard 1149.1. The 1149.4 extensions are ana-
log boundary modules (ABMs) on analog functional pins
accessed via internal analog test bus (AB1, AB2). The bus
is connected to the Analog Test Access Port (ATAP) through
the Test Bus Interface Circuit (TBIC). Digital pins have
boundary cells as specified in IEEE Standard 1149.1. A
schematic of a chip with included |IEEE Standard 1149.4
test infrastructure is shown in Figure 3.

Four mandatory instructions are prescribed: Sample/
Preload, Bypass and Extest (since the digital part is com-
pliant with [EEE Standard 1149.1) and Probe. The Probe
instruction allows analog pins to be monitored on the ana-
log bus AB2, and/or stimulated from the analog bus AB1
while the chip is operating in its normal operation state.

2.3 Standard for Embedded Core Test

SoC design integrates large reusable blocks (i.e. cores)
that have been designed and verified in earlier applications
in practice. Embedded cores provide a wide range of func-
tions, like CPUs, DSPs, interfaces, controllers, memories,
and others. The cores put together in a SoC normally orig-
inate from different core providers. In order to protect their
intellectual property core providers do not completely re-
veal design and implementation details which makes the
problem of SoC testing rather challenging to the core user
(i.e., SoC designer). On the other hand, correct operation
of a core in the target SoC is of interest of both core user
and core provider. In order to provide an independent open-
ly defined design-for-testability method for integrated cir-
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cuits containing embedded cores, an initiative to develop
a standard has been taken by the IEEE P1500 Working
Group, /7/.

The main entity of the test architecture defined by IEEE
Standard P1500 is a test wrapper placed around each
core of a SoC. Test wrapper provides interface between
the embedded core and its environment. For testing a core,
a test source generating test vectors and a test sink col-
lecting the test responses must be provided. Test access
mechanism (TAM) transports test vectors from the source
to the core and test responses from the core to the test
sink. It also allows testing of interconnects between SoC
cores. Standard prescribes mandatory serial TAM and al-
lows optional user-defined parallel TAMs.

The test wrapper, shown in Figure 4, connects the termi-
nals of the core to the rest of SoC during the normal oper-
ation and to the test access mechanism in the test mode.

Wrapper operation is controlled by a set of control and

clock signals provided at the Wrapper Interface Port (WIP).

WIP also includes Wrapper Serial Input (WSI) and Wrap-

per Serial Output (WSO) which are used to shift-in and shift-

out serial test data. Test wrapper contains the following
mandatory registers:

- wrapper instruction register (WIR) which is similar to
[EEE 1149.1 instruction register and controls the op-
eration of the wrapper. WIR receives instructions via
wrapper serial input WSI.

- wrapper boundary register (WBR) to which the core
functional terminals are connected. It is a serial shift
register similar to the |[EEE 1149.1 boundary-scan
register.

- bypass register which is similar to IEEE 1149.1 by-
pass register. It is used to bypass the WBR. In a sin-
gle scan path configuration, bypass registers enable
to skip out the WBRs of the cores that are not being
tested.

IEEE Standard 1500 test wrapper structure

Figure 4:

Core-internal and core-external tests can be performed.
Core-internal test is based on the test information that the

core user gets from the core provider. It may consist of the
application of test patterns within a specified test protocaol,
or of initiation of a built-in self-test of the core. Core-exter-
nal test checks external connections between the cores
and additional glue logic designed by the SoC integrator.

For the core-internal tests, test stimuli are provided via TAM
to wrapper boundary at the core input terminals and test
results are read via TAM from the wrapper boundary at the
core output terminals. For the core-external tests, initial
logical values are set-up via TAM at the wrapper boundary
at the core output terminals and results are observed at
the wrapper boundary at the core input terminals.

|IEEE Standard P1500 prescribes three mandatory instruc-
tions: WS_BYPASS (which places wrapper bypass regis-
ter between the WSI and WSO of the wrapper),
WS_EXTEST (which allows testing of off-core circuitry and
interconnections between cores) and Wx_INTEST (a user
specified core test instruction).

2.4 Applications in practice

IEEE Standard 1149.1 is widely accepted standard sup-
ported by semiconductor industry and EDA tool providers.
Since its introduction, the availability of devices conform-
ing to the standard has increased steadily. Boundary-scan
is an efficient technique for detecting and localizing man-
ufacturing faults such as shorts, opens and component
misplacements. The same test infrastructure is used to
support built-in self-test (BIST) capabilities of complex de-
vices. Extensive number of papers and technical reports
are available on the web. For the newcomers, introducto-
ry book on boundary-scan /8/ may prove advantageous.
Ancther major application of the 1149.1 boundary-scan
infrastructure is the so-called In-System Configuration (ISC).
ISC is the ability to load configuration data into a program-
mable device, such as a CPLD or a FPGA, via boundary-
scan path. Standardization efforts in this area resulted in
the IEEE 1532 In-System Configuration of Programmable
Devices Standard /9/, approved in late 2000.

While the use of IEEE 1149.1 has become a prevalent
solution for board and system manufacturing test, its ana-
log counterpart IEEE 1149.4 still lacks the support of ma-
jor electronic manufacturers. The absence of IEEE 1149.4
compatible devices prevents the designers to include a
standardized mixed-signal test structure into their systems.
So far, only a few experimental test chips supporting the
standard have been reported /10/, /11/, /12/. On the
other hand, the standard attracted the attention in research
and academia. Beside the introductory book /13/, differ-
ent test and measurement methods using [EEE 1149.4
test infrastructure have been proposed /14/ - /17/.

IEEE Standard P1500 is about to enter ballot process in
the following months hence solutions in compliance with
the standard could not yet be reported. But according to
the expressed interest of core providers and SoC design-
ers we can expect that the standard will gain wide support
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in practice. Recently, numerous papers have been pub-
lished on P1500 related issues in the proceedings of the
International Test Conferences and the DATE Conferenc-
es. Papers /18/ - /22/ can serve as starting points for
further reading on this subject.

Described standards are not stand-alone solutions. They
are combined together with local DFT solutions to provide
an efficient test. The |EEE Standard P1500 test wrapper,
for example, provides means to perform internal core test
via the scan chains originally implemented in the given core.

Application of DFT standards in practice is, of course, sub-
ject to a thorough economic analysis. However, when as-
sessing the trade-off of a given DFT solution, testing should
be regarded primarily as a cost-avoidance strategy. The
well-known "Rule of Ten” indicates that the cost to locate a
faultincreases about ten times at each subsequent testing
stage. A DFT solution that facilitates the location of faults
at earlier testing stages reduces the product cost. The
author and his research group share the experience that
even a simple awareness of the DFT principles contrib-
utes to the system’s testability as well as dependability fea-
tures /23/.

3. Advanced embedded test
approaches

The basic principle of embedded test is the generation of
test stimuli and analysis of test results on the unit-under-
testinstead of using for this purpose an external ATE. Gen-
eration of test stimuli and collection of test results is spe-
cific to the type of the functional block under test.

Fortesting digital logic, pseudo-random pattern generator
(PRPG) as stimuli generator and multiple-input signature
register (MISR) for collection and compression of test re-
sults are normally employed. The pioneering work on sig-
nature analysis technique of R.A.Frohwerk /24/ has been
followed by a vast number of papers exploring theoretical
limits of pattern generation and compaction by this tech-
nique as well as different possibilities of its application in
practice.

Embedded memories represent another type of functional
block that requires specific test solutions. Conventional
ad-hoc methods use either additional logic to route the
embedded memory inputs and outputs to the external pins
of the chip or place a scan chain around the embedded
memory for shifting in and out the test patterns. The first
approach is not adequate due to extensive routing of extra
interconnects and to the restrictions in pin count of the
chip while the second exhibits prohibitive test time. An al-
ternative way is memory BIST approach /25/ with on-chip
{or on-board) generation of test patterns and compression
of test results. The requirement of generating determinis-
tic sequences of test patterns (i.e., marching test pattern)
for testing target memory structures resulted in different
test algorithms. Specific features of test problems and so-
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lutions have made embedded memory test a unique re-
search area.

Mixed-signal functional blocks are another group of sys-
tem parts that require different embedded test approach-
es. This heterogeneous group calls for specific measure-
ment-based solutions completely different from those de-
scribed so far. A concise introduction on this subject is the
book written by M.Burns and G.W.Roberts /26/. Any fur-
ther discussion on this topic is, however, beyond the scope
of this paper.

For any embedded test solution, either at chip or at board
level, it is advantageous to provide test data input/output
via standardized test port. In this way, communication with
external tester or implementation of system test is consid-
erably simplified. In addition, implementation of local em-
bedded test solutions in the frame of standard test infra-
structure complying to previously described DFT standards
allows portability and reuse of embedded tests at higher
system levels.

As mentioned before, IEEE Standard 1149.1 and 1149.4
test infrastructure originally supports low speed intercon-
nect test. However, with miner modifications of boundary-
scan cells and small additional control logic it is possible
to perform at-speed interconnect test /3/. Besides, novel
techniques that exploit IEEE Standard 1149.4 test struc-
tures in high frequency measurements have been recently
reported /12/, /27/, /28/.

4. Conclusion

Conventional test techniques are inadequate for testing
complex modern SoCs, boards and systems due to the
low bandwidth and low test speed, limited access of inter-
nal test points resulting in increased test time and test cost.
Alternative approaches with embedded test solutions pro-
vide several advantages including cost-effective at-speed
test, increased fault coverage and reuse of device test at
the board or system level. In practice, most current test
solutions rely on DFT standards. Basic knowledge of their
principles and possible use of their test infrastructure is
imperative for modern chip design. The paper gives a brief
overview of the above issues and offers a list of related
references.
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Abstract: New electronics products are being developed with a constantly growing pace today. The development must meet very tough criteria:
shorl time-to-market, continuous use of currently the best available technology in order to reach high performance requirements, etc. More and
more we see that the cost for this is a decreasing quality of the products, especially the low cost consumer electronics. The problems are most
often due to the insufficiently tested software of the embedded systems used. On the other hand there is no need to make the software optimized
for performance anymore, usually the more efficient way of optimizing the overall cost and resources is just to use more powerful hardware.

In order to increase the software quality in these hard development conditions some measures have to be taken into consideration: rigorous testing is one
of them, but a lot can also be achieved by using of high level programming languages wherever applicable, making code as portable and reusable as
possible, using tested other party software whenever accessible, etc.

Some technigues that can be used to make software more portable and reusable are presented. A common characteristic of these techniques is they use
some of the system resources like memory or CPU time in exchange for structural organization that makes the code much easier to maintain, distribute
between many developers and test. The technique of compiling and testing the code on strong personal computers or workstations before using it on a
real system is described. This technique takes up some additional development resources at the beginning but saves them lately because it makes
developing and testing a new code much easier, makes it portable and it is possible to have a large part of application completed even before the actual
hardware is obtained, etc.

Ucinkovit razvoj programske opreme za vgrajene sisteme

fzvledek: Zivimo v svetu, kjer elektronske naprave razvijajo z vedno hitrej$im tempom. Ta razvoj se odvija v tezkih pogojih: vstop na tr#isde mora biti hiter,
hkrati je potrebno slediti napredku na podrogju tehnologije z namenom ves ¢as delovati v optimainem podro¢ju. Vedno bolj je o¢itno, da to gre na raéun
kvalitete izdelkov, posebno to velja za nizkocenovne sirokopotrodniske naprave. Najpogosteje problemi nastanejo zaradi nezadostno preverjene program-
ske opreme vgrajenih sistemov. Po drugi strani se izkaze, da ni ved potrebe po pretirani optimizaciji programske kode, ampak je za bolj$o izkoris¢enost
razvojnih virov in manje skupne stroske bolise vzeti zmogliivejso strojno opremo.

Za povecanje kakovosti programske opreme v teh zaostrenih pogojih so potrebni doloGeni ukrepi. Natacno testiranje je najpomembnejse. Mnogo se da
doseci z uporabo visjih programskih jezikov, kjer je to mogoce, ter z izdelavo ¢imbolj prenosne programske kode in uporabo preverjene programske
opreme drugih proizvajalcev.

Prispevek prikazuje nekaj nacinov, kako programsko kodo narediti dobro prenosljivo in primerno za ponovno uporabo. Splodna znadiinost takih metod je,
da boljsa strukturiranost programa gre nekoliko na skodo porabljenih virov - pomnilnika, procesorskega ¢asa. Konéni rezultat je lazje vzdrzevanje kode,
preprostejsi prenos med razvijalci in ucinkovitej$e testiranje. Opisali smo postopek, kako na mocnih osebnih rac¢unainikin ali delovnih postajah prevestiin
preveriti programsko kodo brez uporabe konéne strojne opreme. Postopek zahteva dodatne razvojne vire na zaCetku, ki pa jih ve¢ kot prihranimo kasneje,
saj sta razvoj in testiranje nove kode mnogo preprostej$a, tako dobliena koda je sama po sebi dobro prenosijiva, vedino kode tahko dokondamo tudi v
primeru, da konéne strojne opreme $e nismo dobili, itd.

start until these two phases are finished and confirmed by
the customers and design team. Unfortunately, this almost
never is a case. The system analysis would usually take
too much effort if itis to be complete and all the facts about
the system are taken into account. This would also require
the customer to really study the analysis and to make all
necessary comments on time. Many customers are just
not prepared to do this and leave the important decisions
to the developers. The most frequent reason for omitting
the analysis steps are the deadlines. We just simply live in

1. Introduction

Many articles and books have been written on the soft-
ware crisis that has been continuously happening since
the first commercial computer applications /1/. They ad-
dress the huge problem of software quality, late time-to-
market, etc.

The reasoning in this article is based on real life situations,
which differ greatly from the theoretical situations. Theo-

retically the less expensive development would consist of
athorough problem analysis and after that, a complete de-
sign of software structure. The actual coding would not
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a world where time is money and the ‘theoretically less
expensive development would actually cost more because
of the lost opportunities on the market /4/.
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There exist possibilities, despite the real world require-
ments, to build up a better structured, more documented,
portable and less error-prone code. Early and frequent
integration /2/ does so with so-called front-loading - the
problems should be detected as soon as possible. De-
signers must meet earlier and resolve the conflicts earlier.
Following some guidelines ensures this to happen virtually
automatically while doing the ‘preferred’ work - the coding.

Thorough testing must be performed through the whole
development process. Some possibilities of how to set up
and use testing features are presented.

The presented ideas are directly applicable when using
standard programming languages like C, C++. They may
not always be useful if higher-level design tools, which au-
tomate code generation, are used since these tools may
already force the way the program is designed.

2. Relation between development
resources, time to market,
reliability and product price

The basic requirements for any development are:

- The final product must have a quality that is expected
by the customers /2/. This may differ largely from one
application to another. Mass consumer products like
cheap children toys need not to be veryreliable, some-
times it is even expected that they will be in use for
some days and then abandoned; on the other hand
the professional equipment is supposed to work with-
out any problems for a long period of time. The high-
est level of reliability must be assured when human
lives depend on the proper operation of the system.

- The production costs of the product tend to be mini-
mized although the effort of doing this depends on
application type. Very large quantity products are hard-
ware minimized to the highest possible limit, since
every cent is important. The software and hardware
development costs for such products are low and rep-
resent a negligible part of the final price. On the other
side high quality products need a lot of intensive de-
velopment. Being sold in much smaller quantities
means that every device incorporates in its price a
significant portion of the development costs. These
costs may be much higher than the hardware costs
and in this case hardware cost minimization is not so
important.

- Development resources are always limited. The most
important of these resources are developers. Addi-
tional money, development tools and equipment can
be obtained one way or another i case of time pres-
sure, but human resources are not trivial to add. This
fact was known long ago, as early as in year 1975
/1/. A lot of time is needed to find people that are
able to do the work; their training and getting to know
the project cause another delay. This is true even with
experienced developers. In case of tough deadlines

one usually does not have any other choice but to
count only on the available developers. The excep-
tions are possible in a case a very distinctive module
can be separated from the entire product, which has
asimple application programming interface (AP), eas-
ily describable black box functionality, and is at the
same time so complex that it takes a lot of work to
implement. The functionality and requirements for
such a module can be easily documented and pre-
sented to a new, skilled developet.

- Time to market is a bigissue /3, 4/. In the world where
the market competition is the main driving force, it is
absolutely necessary to get to the market as soon as
possible. Atthe beginning the demand for a new prod-
uct is at the strongest, there is less or no competition
and the prices are high. When the competition comes
to the market the prices may fall to production cost,
development may not be covered anymore and the
profit disappears. The applications also have short
tives. In some cases a fast development also decreas-
es development costs /3/.

The goal is to make a good compromise between these
issues of which each one generally contradicts the other.
Lower product price means weaker hardware, which needs
more development resources to get the work done, other-
wise the reliability will be worse or development time will
be unacceptable high. As a very simple approximation it
could be stated that a weighted sum of these parameters
is a constant value.

The use of better tools and equipment can help reducing
this value but may not always be affordable. On the other
hand, a better organization of the development process
can greatly improve the final guality of the product - the
number and the severeness of operation errors (bugs),
which are an inevitable part of the products, especially
complex ones.

For quality devices it usually turns out that it is better to use
more advanced platform than the minimal one (more mem-
ory, higher speed). Namely, despite good planning and
previous analysis the amount of system resources on the
platform needed is usually underestimated. With stronger
platform the programming is easier because the focus can
be put to the problem solving and not to the resource opti-
mization. The code can be written in a cleaner way, with
higher programming languages. Such a platform is easier
to maintain and upgrade later. Electronic elements nowa-
days are developed very quickly and one moment sophis-
ticated and expensive platform very quickly gets a succes-
sor, which is even more powerful. The price of the older
platform then decreases and when the device is in pro-
duction it is not so expensive anymore.

3. Design considerations

It is a good idea to take a lot of time at the beginning of the
project to split the system into smaller logically separated
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units. The most important part is to define good bounda-
ries between them. These are the so-called APls (applica-
tion programming interface). They should be as simple as
possible, but must,implement all the needed functionality.
The policy of how to use the APls must be as simple as
possible to avoid confusion and misunderstanding between
developers. The most important AP! is the one that delim-
its the platform independent from the platform dependent
code as shown in Figure 1. The simpler it is, the easier the
porting to a new system will be if this is needed in the fu-
ture. Additional well-defined APIs are used to delimit mod-
ules that will be assigned to different developers.

A good directory scheme of source code must also be
designed, which fits well to the structure of developers’
modules. In ideal case each module can be assigned a
special directory, which will be maintained by one devel-
oper only. This is rarely a case and to avoid confusion and
backup problems use of a version tracking system (CVS,
Microsoft SourceSafe) is needed.

e :
Application system |
independent code '

i

OSAPI | nhardware APl |

|

LRealplatform (O8] J<f~>t Real hardware [

APl used as a boundary between the
platform independent and the platform
dependent code.

Figure 1:

A common programming ‘technique’ is use of ‘copy and
paste’. While this gives good enough results very quickly,
it can be a source of hard to understand errors later. The
reason is that when some part of such a code must be
corrected, one usually forgets to make a correction on all
the places where this code was also used. It is better to
use functions performing the task (with parameters if the
task is not exactly the same everywhere), macros, which
will be expanded, or templates. Macros are deprecated
because they produce name spacing problems and are
hard to debug (breakpoints can usually not be set inside
macros).

The higher the level of the programming language, the
easier the programming is. The reason is that on the low
level, the: programmer must also focus on the correct use
of code. The result is the distraction from the main prob-
lem, which the developers try to solve.

Humans can easily understand complicated data struc-
tures, especially when hierarchically organized, on the oth-
erhand it is very hard to trace alf but the simplest program
flows. Object oriented programming languages are spe-
cifically designed to make programming easier by focus-
ing the programmers attention on data structures instead
of algorithms (a case in classical programming).
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Integrated debugging environments (IDE) with powerful
graphical user interface are ideal for making an applica-
tion very fast (rapid prototyping), but are less suitable when
it comes to maintaining the code, reusing the code, auto-
mating the process of compilation, source saving, etc. Typ-
ical such programs make a lot of auto-generated code,
which usually resides in predefined directories. Their con-
figurations are typically in binary form, so they are less
manageable then text based configurations. The only ac-
cess possible is by mouse (sometimes it is very frustrating
if alot of clicking is needed to make a lot of identical chang-
es, which could have been done with a simple ‘find and
replace’). Classical tools such as make, command line
compilers and powerful script shells offer much greater
flexibility but take a lot of time to learn how to use and set-
up. This time is very often saved later. They are very porta-
ble, flexible and easily automatically generated.

Data types used are very often a big problem when it comes
to code portability. Apart from big/little endian compatibil-
ity (not so hard to manage properly) the most problems are
caused by the difference of storage length and precision
for simple data types (in C programming language), espe-
cially integer and sometimes also floating point data types.
The same code that may work perfectly on one platform
would fail - during runtime usually - on the other. There
exist recommendations about this issue but care must al-
ways be taken to prevent problems. Using only specially
defined (typedef) types helps a lot (using types directly from
headers of different operating systems often introduces
more confusion than it solves), but the type promotion rules
in C always make problems.

The recommendations about the coding style and other
rules may differ very much from person to person and can-
not be generalized. Even related project teams do not al-
ways agree (/5/ and /6/). Itis a good idea to read a lot of
them so every valuable piece of information is taken into
account. Very often some largely accepted rules just are
not so efficient as generally thought, for example, exten-
sive use of comments usually just puts additional load on
developers, with no real benefit.

Multiple checking of the data validity takes additional ef-
fortto implement but may help reveal some errors. On both
sides of an API a different range of data may be valid. For
example, a key pressing is detected by the hardware and
processed by the driver, which always implements some
sort of glitch removal. At this stage typically only very quick
(some microseconds) changes are considered as a glitch.
This may or may not be suitable for the application, it de-
pends on what is the behavior required by the customer. It
therefore makes sense that the application implements its
own data check algorithm (longer glitch detection in this
case). Making so ensures the driver for the keyboard can
remain the same regardless of the application requirements
and is therefore useful also for future applications. Howev-
er, the excessive use of double-checking leads to bad ef-
ficiency.
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It is considered a bad programming technigue to:

- Use global variables; instead, all data should be put
locally on stack. This is slower and needs more mem-
ory but is much less error-prone. Even worse is reus-
ing global variables for more than one purpose in or-
der to save memory.

- Write code in an optimized way; it is better to concen-
trate on the clarity/readability of the code. That is es-
pecially true today when good compilers make much
better optimization than any programmer could, and
larger or slower final executable is not a problem ei-
ther.

- Not to use operating systems, multi-threading, etc.,
except for extremely simple applications.

To make the code compile on many platforms two basic
techniques are possible:

- Using the same modules with compilation switches.

- Using a common platform independent modules and
separate modules for each platform that implements
the dependent code.

The first approach is better only if the number of differenc-
es is very small (for example, using sockets under Unix or
Microsoft Windows). Usually the second approach results
in a more clear and easy to understand code. If the first
approach is used, it is better to code the differences as
macros or templates in a separate header in order to make
the main code more readable.

The software documentation is often a problem. It is some-
times updated only few times during the development, for
example, when explicitly required by the customer. Itis not
kept up-to-date when the changes in the software happen.
The reason is almost always the time pressure. When there
are not enough resources available to make the complete
documentation, the priorities must be set up. It is usually
sufficient to have a coarse description of the system archi-
tecture and algorithms used, which does not change much
during the development. The details in the code should be
commented in a way that the author, or any other normally
skilled programmer, would understand them at any time in

the future. Excessive use of comments is not a solution,
doing so can make the code harder to understand, itis also
very likely that the comments do not follow the code chang-
es, which renders them misleading and wrong.

The APls, on the other hand, deserve extremely detailed
documentation, which consists not only of software inter-
faces (function prototypes, macros, enumerations, etc.),
but also of detailed description of what conditions have to
be fulfilled for the code on both sides of the interface in
order to function properly (for example, thread safety poli-
cy, speed and processing capabilities limits). These con-
ditions must be kept in mind for all the developers: those
that implement the functionality should know what they must
implement and what they need not to (but are allowed to if
they can); those that use the functionality should be aware
of AP! usage limitations and use only the documented fea-
tures. It is very risky to count on the knowledge about the
other parts of the system and to use non-documented fea-
tures because they may change at any time. Any small
change in APIs must be documented immediately.

4. Device simulation

Almost no development is possible without first making the
product prototype. The same also applies for the embed-
ded system software development. A powerful way to do
this is simulating the behavior of the device and its envi-
ronment.

Very often there exist simulators for target CPU and pe-
ripherals, which allow testing of native executables. Using
one of them makes the debugging much easier. But the
first level of simulation can be done in an environment used
more generally by the developers.

The basic idea is to use a good compiler and debugger on
a strong personal computer or workstation, to produce the
first working prototype of the new application as a simula-
tion. The application code (the platform independent code)
is shared between this simulation and the real device that
will be developed later in the process with a new platform
as shown in Figure 2.

Application system
independent code

OS APl | hardware AP

| 0SAPI | hardware AP!I |

| OSAPI | hardware API |

i

} Real platform 08}4"1 Real hardware ‘

A L
\J v

] Simulation platform & OS @ Hardware simulation

Figure 2:
interchangeable.

Replacement of the platform dependent code, the real platform and the simulated platform are
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It must be noted that according to the general recommen-
dations the prototype code should not be used in the final
product, instead the code should be rewritten from scratch.
Due to usual time pressures this is only seldom feasible.

This technique has one strong drawback - it is necessary
to make an emulation of every part of the platform (operat-
ing system - OS, hardware, etc.) that will be presentin the
final product and set up one additional paralle! project en-
vironment, which takes some time and efforts at the start
of the project development. However, the simulation sys-
tem usually turns out to be very simple; for example, in the
real world sensing the state of a simple switch requires
using an I/O port and writing the driver to handle this infor-
mation, on the simulation that may be a simple button that
is incorporated in a matter of seconds. LCD driver in a real
world is complicated, but drawing bitmaps in any window
environment is much easier.

Virtually all the other outcomes of this technique have a
positive influence on the development, mainly because of
the so-called front-loading effect /3/.

The main application development may be started long
before the actual platform is available, tool packages set
up and all the necessary drivers for the product are com-
pleted.

AP! between the system dependent code and the applica-
tion, as well as any other APls, can be evaluated and opti-
mized. The API definition is more likely to be correct and
complete if tested on many platforms. Any weak points or
exceptions show up sooner and can be documented more
reliably. This operation also forces the project manager and
the programmers to think about how the code should be
organized and split between the platform dependent and
the platform independent part. The code organized this
way is much easier to split between the developers and to
port to a new hardware or OS platform if needed, since
only the dependent part of the code has to be rewritten.
This may happen sooner as predicted, because newer,
better and more suitable platform elements emerge on the
market very rapidly.

Debugging on the real platform is usually hard to do or is
poorly supported. The code has to be loaded to the tar-
get, run and then connected with the host application. The
ease of the debugging process depends on the debug-
ging tool maturity, communication channel bandwidth that
is established between the target and the host, etc. Avail-
able target simulators are platform oriented, which means
a new simulator is usually needed if a new processor is
chosen. In the case the producer remains the same, the
existing simulator may still be useful, but changing to an-
other producer usually means setting up an entirely differ-
ent environment, which may not even have the same need-
ed functionality.

Debugging the simulation on the personal computer or
workstation is easy because standard, powerful and well-
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known tools are used. It is much faster, simpler and allows
operations not possible on the real platform. Practically
only the platform dependent code must be debugged di-
rectly on the target.

Device simulation can be connected to environment simu-
lator, a program, which simulates the system where the
device will be operating, to check if the behavior of the
application is correct.

The simulation platform dependent code can be reused,
usually with slight changes and enhancements, for the
projects in the future.

Compiling the platform independent code on more than one
hardware or OS platform and with different compilers can
reveal warnings and errors that may only be discovered later
during run-time, when they are much harder to track down.
This way the code truly becomes independent.

It is very common that the development is started with in-
sufficient analysis of the problem and customer needs, and
continued with too weak emphasis on consistent software
design basement. Instead, the coding starts very soon,
usually because of tight schedule. This is hard to avoid.
The development for parallel platforms forces this coding
to be much more consistent and is thus less likely that cor-
rections in the future will be needed.

The developers must resist the temptation to quicken the
coding process by putting to the same module the parts of
the code that are different in nature. This largely extends
the complexity of such module and makes it much harder
to understand, document and especially maintain. Gener-
ally, unless ‘copy and paste’ is used, porting the code to
many platforms quickly discloses such coding style and
forces the programmers to organize their code properly.

5. Environment simulation

Any electronic device typically operates in three basic stag-
es;

- Capturing of the input data from the environment.
- Processing of the data.

- Making actions, returning the information to the envi-
ronment.

Usually, the most complex part of the device software is
the data processing. On the other side very often only small
amount of the data is captured from the environment. That
makes the simulation of such an environment extremely
simple and easy to implement.

Example:

Electricity power metering device can capture the follow-
ing input data:

- Voltage and current samples.

- Control inputs.
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- Recelving characters over a serial communication.
- Detection of pressed keys on the console.

The information that is trahsferred o the output is:
- Data for the LCD display.
- Sending characters over a serial communication.

- Control outputs.

In this case input and output interface are very simple,
compared to what this power meter device has to proc-
ess:

- Calibrating the input data and calculating many differ-
ent values: powers (active, reactive, apparent), volt-
ages and currents (effective, maximum, minimum,
harmonic analysis), frequency, etc.

- Tariffing and other processing of the data.

- Responding to input requests over communication
and keys: parsing input data, output data formatting.

- Real time clock, security, checking data validity, etc.

For this system it is very simple to make the simulation of
the environment. It consists of a simulating of the input
signal samples, key presses and the communication chan-
nel, and on the output, of the LCD simulation and commu-
nication channel responses.

It turns out that such simplicity is very often a case. There
may be some situations when simulating of the environ-
ment is hard to implement. For example, simulating the
sensor data to the walking robot would be a complex task
because of the strong feedback of robot's movements to
the input sensors; this feedback is not trivial to simulate.
But even in such cases the early simulation saves devel-
opment resources /3/. First simulation may be low-fidelity
and enhanced later, if needed. It can be made program-
mable and may support automated test procedures. This

is useful during development, to test the new functionality,
as well as for the device maintenance, when the device
program is being changed because of fixing errors and
sometimes adding new features. Namely, changing the
program of the device may cause side effects that are not
anticipated, and a complete system has to be tested as a
consequence to ensure quality.

Besides testing of the device simulation, the environment
simulator can be made to support the testing of the device
on the real platform as well. The same test procedure is
used; only the communication channel between the appli-
cation and the environment simulation must be replaced.
Pure simulation may run in the same executable as the
environment simulation, communicating directly through the
function calls. Real platform may connect to the environ-
ment simulator via one of available hardware communica-
tions (serial, Ethernet).

The general principle of how to incorporate the environ-
ment simulation to the system, is shown in Figure 3. The
remote channel support represents the used communica-
tion means for connection to the environment simulation.
In the Figure 3 the two hardware APls implement the same
functionality, which is identical to the general hardware API
in the Figures 1 and 2. This way, the expanded application
can directly replace the original application.

The switch can be realized as an object which all of the
used information paths use to make the registration to.
These information paths do not necessarily support all of
the functionality, so they register itself each one with its
own set of capabilities. Such implementation enables:

- Redirection of the output data from the application to
all the data paths that support that data.

- Gathering input data from the data paths that can pro-
vide that type of data and deciding which input data
path is in control at any given moment.

Application system
independent code

OSAPI | hardware API 1
A

Y

Expanded application code

Remote channe

i

Environment

- ) .
simulation

support

| 0SAPI

f Lwhardware API 2

|

Figure 3:
the remote environment simulation.

Insertion of a switch to support redirection of the data flow between the platform implementation and
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In Figure 3 only two data paths are shown, but thisis not a
limitation. For example, another path could be added to
test a particular piece of hardware through the simulation
environment.

Similar to the device simulation, using the environment sim-
ulation technique forces the developers to consider the
application functionality even more in details. Some new
ideas about how the input data could behave may be gath-
ered. The whole system can be very successfully used as
a demo that is presented to the customer. The customers
very often do not have a good notion of how exactly the
final system should behave and this is a good opportunity
to compare wishes and reality. Demo can be presented in
the earlier stages of the development when the changes
are more easily implemented and are thus less expensive.

6. Conclusion

A situation in the software development domain was brief-
ly described, stating that it is still far from reaching the point
where high quality software is developed and delivered on
time with all the promised functionality.

The simulation method of the application and the environ-
ment is particularly useful when developing the software
for the embedded systems, especially where the input and
output interface to the real world are not too complex, which
is usually a case. These simulations can serve as a design
aid during development and as a testing tool later.

All of these methods are not necessarily useful for every
programmer, but they may be taken into account if they
are found to fit into existing concepts of the development
group. At least they may serve as an idea that would help
produce newer, even better development methods. They
are not meant to answer to the hard question how to con-
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sistently produce a good and reliably software on time, in-
stead they provide some improvement in the case, which
is very usual, when not enough development resources
and time is available for the project.
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Abstract: The increasing complexity of signal, image and control processing algorithms in real-time embedded applications requires efficient system-
level design methodology to help the designer to solve the specification, validation and synthesis problems. Indeed the real-time and embedded
constraints may be so strong that the available high performant processors are not so enough. That leads to use, in complement of processor, the specific
component like ASIC or FPGA. Several projects have developed high-level design flow that translates high-level algorithm specification to an efficient
implementation for mapping onto multi-component architecture. In this paper, we present: 1. a unified model for hardware/software codesign, based on
the AAA methodology (Algorithm-Architecture Adequation). In order to exhibit the potential parallelism of algorithm to be implemented, the AAA methodol-
ogy is based on conditioned (conditional execution of computations) factorized (loop) data dependence graph, 2.Some simple rules that allow synthesiz-
ing both the data path and the control path of a circuit corresponding to an algorithm specified as a Conditioned and Factorized Data Dependence Graph
(CFDDG), 3. the optimized implementation of CFDDG algorithm onto FPGA circuit and Multi-FPGA (partionning), by using simulated annealing approach,
4. the resources and time delay estimation method. This method allows us to have a performance analysis for the implementation. The obtained results:
resource (gates, 10) and latency estimation are used by the optimization step to decide which implementation respects the constraints (real-time
implementation which minimises the resource utilisation), 5. the results of the implementation of the matrix-vector product algorithm onto a Xilinx Multi
FPGA and the software tool SynDEx which implements the AAA methodology.

Visokonivojska sinteza FPGA vezij na osnovi odvisnih grafov

lzvie€ek: Narascajoca zapletenost algoritmov za obdelavo signaloy, slike in opravijanje nadzora v vgrajenih sistemih v realnem ¢asu zahteva ucinkovite
metodologije nadrtovanja na nivoju sistema z namenom pomagati nadrtovalcu resevati probleme pri specifikaciji, validaciji in sintezi sistema. V resnici se
lahko zgodi, da so omenjene zahteve tako zahtevne, da omejijo uporabo obstojecih zmogliivih procesorjev. To navede na uporabo dodatnih specificnin
komponent, kot so ASIC vezja ali FPGA vezja. Pri nekaj projektih se je Ze zgodilo, da smo uspeli zahteve algoritmov na visokem nivoju prevesti na
implementacijo arhitekture zasnovane na sistemu z ve&imi komponentami. V tem prispevku predstavimo : 1. poenoten model za soCasno nadrtovanje
programske in strojne opreme zasnovane na metodologiji AAA (Algorithm-Architecture-Adequation), ki je zasnovana na pogojnem podatkovno odvisnem
grafu s dimer lahko izkoristimo potencialno paralelno izvajanje algoritma. 2. nekaj osnovnih pravil, ki omogocajo sintezo podatkovnih in kontrolnih poti za
vezie, ki odgovarja algoritmu definiranemu kot CFODG graf. 3. optimizirano implementacijo CFDDG algoritma z enim ali ve¢ FPGA vezji z uporabo metode
simuliranega ohlajanja. 4. sredstva in metodo za oceno dasovnih zakasnitev. Ta metoda omogocéa analizo delovanja za doloceno implementacijo. Dobljeni
rezultat : sredstva (vrata, 10} in oceno latentnosti uporabimo pri koraku optimizacije za odlo¢anje, katera implementacija spostuje omejitve (implementacija
v realnem €asu, ki minimizira uporabo sredstev). 5. rezultate implementacije algoritma matri¢nega produkta na Xilinx Multi FPGA vezje in programsko
orodje SynDex s katerim je izvedena AAA metodologija.

To fulfill the ever increasing requirements of embedded
real-time applications, system designers usually require
mixed implementation that blends different types of pro-
grammable components (RISC or CISC processors,

1. Introduction

As the size and complexity of high performance signat, im-
age and control processing algorithms is increasing con-

tinuously, the implementations cost of such algorithms is
becoming an important factor. This paper addresses this
issue and presents an efficient rapid prototyping method-
ology to implement such complex algorithms using recon-
figurable hardware. The proposed methodology is based
on an unified model of conditioned factorized data depend-
ence graphs where both data and control flow are repre-
sented as well to specify the application algorithm, than to
deduce the possible implementations onto reconfigurable
hardware, in terms of graphs transformations. This work is
part of the AAA methodology and has been implemented
in SynDEx (CAD software tool that support AAA, a system
level CAD software tool.

DSP,..Jcorresponding to software implementation, with
specific non-programmable components (ASIC, FPGA,...)
corresponding to hardware implementation.

This makes the implementation task a complicated and
challenging problem, which implies a strong need for so-
phisticated CAD tools based on efficient system-level de-
sign methodologies to cope with these difficulties and so
to simplify the implementation task from the specification
to the final prototype.

Inthis field, several system-level design methodologies and
their associated tools have been suggested during the last
years. SPADE /1/ methodology enables modelling and

267



Informagije MIDEM 33(2003)4, str. 267-275

M. Akil:

Hligh-level Synthesis Based Upon Dependence Graph for Multi-FPGA

exploration of signal heterogeneous processing systems.
The result is the definition of a heterogeneous architec-
ture able to execute these applications with respect real-
time constraints. SPARK /2/ is high-level synthesis frame-
work that provides a number of code transformations tech-
nigues. The back-end of the SPARK system generates
synthesizable RTL VHDL (control synthesis is a finite sate
machine controller). GRAPE-II /3/ is a system-level devel-
opment environment for specifying, compiling, debugging,
simulating and emulating digital-signal processing applica-
tions on heterogeneous target platforms consisting of DSPs
and FPGAs. After specification, resources requirement,
mapping architecture, the last phase generates C or VHDL
code for each of the processing devices. POLIS /4/ sys-

tem implements a HW/SW codesign using the CFSM (the -

Codesign Finite State Machine formal model). A complete
codesign environment, based on POLIS system, which
combines automatic partitioning and reuse of a module
database is presented in polis. The SPARCS design sys-
tem /5/ is an integrated design environment for automat-
ically partitioning and synthesizing behavioural specifica-
tions (in the form of task graphs) on multi-FPGA architec-
ture. The SPARCS contains a temporal partitioning tool to
temporally divide and schedute the tasks on the architec-
ture and high-level synthesis tool to synthesize
register_transfer level designs for each set of tasks.

Each of the above tools has its own features (for example
several models can be used for application and architec-~
ture specification) and innovative aspects but none of them
support the entire implementation process onto mixed ar-
chitecture using an unified model as well to specify the
application algorithm, as to deduce the possible implemen-
tation onto multicomponent architecture.

To achieve this goal, we have developed, in the one hand,
the AAA (Algorithm-Architecture Adequation) rapid proto-
typing methodology /6/ which helps the real-time applica-
tion designer to obtain rapidly an efficient implementation
of his application algorithm onto his heterogeneous multi-
processor architecture and to generate automatically the
corresponding distributed executive /7/. This methodolo-
gy uses an unified model of graphs as well to modelize the
application algorithm, the available architecture as to de-
duce the implementation which is formalized in terms of
transformations applied on the previous graphs. In the other
hand we aim to extend our AAA methodology to the hard-
ware implementation onto specific integrated circuits in
orderto finally provide a methodology allowing to automate
the implementation of complex application onto multicom-
ponent architecture using an unified approach.

This paper presents the design methodology based upon
graph transformation from algorithm specification to hard-
ware implementation. This methodology automates the hard-
ware implementation of an application algorithm specified
as a Conditioned Factorized Data Dependence graph in the
case of reconfigurable integrated circuits (FPGA). This meth-
odology is illustrated through all the sections with a condi-
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tioned matrix-vector product case study that involve a mod-
erately complex control flow involving both conditioning and
loops. We first present the conditioned factorized data de-
pendence graph model proposed to specify the application
algorithm in section 2. In section 3 we present the imple-
mentation model describing the result obtained by applying
a set of rules that allows to automate the synthesis of data
and control paths from the algorithm specification. Follow-
ing that, the principles of optimization by defactorization are
described in section 4. In this section we present the using
of the simulated annealing technigue to obtain an optimized
implementation on mono and multi circuit architecture. The
proposed algorithms guided by the cost functions find the
best solution that respects the real time constraint while
minimizing the resources consumption.

2. AAA methodology: Algorithm
model

According to the AAA methodology, the algorithm model is
an extension of the directed data dependence graph,
where each node models an operation {(more or less com-
plex, e.g. an addition or a filter), and each oriented hyper-
edge models a data dependence, where the data produced
as output of a node is used as input of an other node or
several other nodes (data diffusion). The set of data de-
pendences defines a partial order relation on the execu-
tion of the operations, which may be interpreted as a “po-
tential parallelism’.

This extended data dependence graph, called Conditioned
Factorized Data Dependence Graph (CFDDG) allows to
specify loops through factorization nodes, and conditioned
operations (operation executed, or not, depending on its
conditioning input) through conditioning edge. In this CFD-
DG graph, each oriented dependence edge is either a data
dependence or a conditioning dependence, and each node
is either a computation operation, an input-output opera-
tion, a factorization operation or a selection operation.

This algorithm graph may be specified directly by the user us-
ing the graphical or textual interface of the SynDEx software /
7/ oritmay be generated by the compiler from high level spec-
ification languages, such as the synchronous languages, which
perform formal verifications in terms of events ordering in order
to reject specifications including deadlocks /8/.

2.1 Conditioned Factorized Data
Dependence Graph

Typically an algorithm specification based on data depend-
ence contains regular parts (repetitive subgraph) and non-
regular parts. As described in /9/, these spatial repeti-
tions of operation patterns (identical operations that oper-
ate on different data) are usually reduced by a factorization
process to reduce the size of the specification and to high-
light its regular parts. Graph factorization consists in re-
placing a repeated pattern, i.e. a subgraph, by only one
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instance of the pattern, and in marking each edge cross-
ing the pattern frontier with a special “factorization” node,
and the factorization frontier itself by a doted line crossing
these nodes. The type of factorization nodes depends on
the way the data are managed when crossing a factoriza-
tion frontier; 1. A Fork F node factorizes array partition in
as many subarrays as repetitions of the pattern. 2. AJoin J
node factorizes array composition from results of each rep-
etition of the pattern. 3. A Diffusion D node factorizes dif-
fusion of a data to all repetitions of the pattern. 4. An lter-
ate | node factorizes inter-pattern data dependence be-
tween iterations of the pattern.

Moreover, the user may want to specify that some opera-
tions will be executed depending on some condition. In
our CFDDG model, we provide a conditioning process such
that the execution of operations of the algorithm graph
may be conditioned by a conditioning dependence, which
is represented on the algorithm graph by a dashed edge.
In this case, the conditioned operation is executed only if
its inputs data are present and its condition of activation is
satisfied. In order to indicate the end of the conditioned
sub-graph in the algorithm graph that corresponds to the
‘Endlf’ of the typical control primitive IF-THEN-ELSE, we
need a specific node ‘select’. It allows to select among the
data it receive the one that will be sent to its output. The
input data of a select node correspond to the data pro-
duced by the conditioned operations with their condition
of activation satisfied. As the parallel execution of these
conditioned operations, that are not necessarily exclusive,
can lead to simultaneous presence of several input data at
the select node, we introduced priorities between its data
which will be specified in an explicit way with labels on the
input edges (p+, P2, ...,Pn). The input data having the high-
est priority pi will be selected and sent to its output.

2.2 Specification of Conditioned Matrix-
Vector by using Conditioned
Factorized Data Dependence Graph

Figure 1 represents use a Conditioned Matrix-Vector Prod-
uct example (C-MVP) specifying by CFDDG model: de-

pending on the value of the input data C, this algorithm will
compute either the product of the matrix Me R™ x R by
the vector Ve R and will return the resulting vector or will
directly return the input vector V. The computation of the
product of the matrix M (composed of m vectors M;: M=
(M ,),ic,n Y the vector V can be decomposed into m sca-
lar products PS =(M iV )i<i<w (loop for i) each PS can then
be decomposed into a sum of n products
MV =MuoVi+....+MuV: (|OOD for J)

This decomposition process generates repetitions of op-
erations patterns; that we often prefer to specify in a fac-
torized form as described in Fig.1. Therefore, the final con-
ditioned Factorized Data Dependence Graph (CFDDG) will
include the two imbricated frontiers FF2 and FF3 corre-
sponding to the two imbricated for loops, in addition to the
factorization frontier FF1 which correspond to the factori-
zation of the infinitely repeated pattern of the graph since
we deal with reactive applications that interact infinitely with
the physical environment.

3. AAA methodology: Implementation
model

Implementing applications onto specific integrated circuits
requires system designers to generate the data path re-
sponsible for the core of the computation as well as the
control path to provide the appropriate control signals for
the computations. The resulting RTL design containing both
data and control paths is then characterized in order to
estimate time and area performance. This allows the ex-
ploration of different hardware implementations, seeking
for an ideal compromise between the area and the re-
sponse time of the circuit.

Then, we propose a seamless flow based on graph trans-
formation to transform the algorithm graph into an imple-
mentation graph containing both data-path graph and con-
trol-path graph. As will see, data-path transformations are
quite simple, but control-path transformations are not triv-
ial and require to build first a neighborhood graph.

Figure 1:

Conditioned and Factorized Data Dependence Graph of C-MVP
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3.1 Neighborhood graph

Every factorization frontier may be a consumer (located
downstream) or/and a producer (located upstream) rela-
tively to another frontier according to the data dependenc-
es relating them. Two frontiers are neighbors if there is at
least one relation of direct dependence that does not cross
a third frontier. Based on these neighborhood relations,
we build a neighborhood graph. The nodes of such graph
represent the factorization frontiers and the oriented edg-
es represent the data flow between factorization frontiers.

The edge orientation describes the consumption/produc-
tion relation: an edge starts at a producer and ends at a
consumer. As producing/consuming frontiers may be them
selves conditioned (e.g. FF2 on Fig.1), data production/
consumption between frontiers are consequently condi-
tioned. To take into account such conditioned data flow,
we will represent conditioned consumption/production by
dashed edges.

In the case of a sequential implementation of factorization
nodes, every factorization frontier, called FF, separates two
regions, the first one called “fast” (f), being repeated rela-
tively to the second one, called "slow” (s). These slow and
fast sides of a frontier are due to the difference of the data
transfer rate on each side of the frontier. Every node of the
neighborhood graph is then subdivided in four parts (slow-
downstream, fast-upstream, fast-downstream and slow-
upstream) /10/. The neighborhood graph is deduced au-
tomatically from the CFDDG and it is used during the im-
plementation in order to establish the control relationships
between frontiers leading to a part of the control-path.

The neighborhood graph built from the CFDDG specifying
the C-MVP algorithm (Fig.1) comprises three nodes corre-
sponding to the three factorization frontiers FF1, FF2, FF3.
The factorization frontier FF1 is infinite, it does not have
neighbors on its “slow” side which corresponds to the
physical environment. FF1 is, either a producer compared
to the conditioned frontier FF2 or a producer to itself and
a consumer compared either to itself or to the conditioned
frontier FF2. FF2 is also a producer and a consumer com-
pared to FF3. FF3 is a producer and a consumer, com-
pared to itself through the arithmetic operations mul and
add.

3.2 Data-path graph generation

The hardware implementation of the Conditioned Factor-
ized Data Dependence Graph consists in providing a
matching operator for every node, and a matching con-
nection between operators for each data dependence
edge relating the corresponding operations. The resulting
graph of operators and their interconnections compose
the data path of the circuit. This hardware translation proc-
ess defines then a graph isomorphism between Condi-
tioned Factorized Data Dependence Graph and the data
path graph.
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The matching operator node is a logic function in the case
of a computation operation node, or it is composed of a
muitiplexer and/or registers in the case of a factorization
node (i.e: F, I and J nodes) or it is composed of a priority
encoder and a multiplexer for the select node to encode
priority and to select data.

3.3 Control-path graph generation

The control path corresponds to the logic functions that
must be added to the datapath, in order to control the
multiplexers and the transitions of the registers compos-
ing the operators. It is then obtained by data transfer syn-
chronization between registers. However, two conditions
must be satisfied to allow a register to change state: the
new upstream data to the register must be stable, and all
downstream consumers of the register must have finished
the utilization of previous data. Moreover, if upstream data
of a circuit comes from various producers with different
propagation time, it is necessary to use a synchronized
data transfer process. This synchronization is possible
through the use of a request/acknowledge communica-
tion protocol. Consequently, the synchronization of the cir-
cuit implementing the whole algorithm is reduced to the
synchronization of the request/acknowledge signals of the
set of factorization operators.

These operators are gathered in factorization frontier and
their data consumption and production are done in a syn-
chronous way at the level of the frontier. We propose then
a local control system where each factorization frontier will
have its own control unit.

This delocalized control approach allows the CAD tools
used for the synthesis to place the control units closer to
the operators to control rather then a centralized control
approach,

Control units and their interconnections: As mentioned
above (section 3.1), each factorization frontier has upstream
and downstream relations on both sides, “slow” and “fast”.
The relations between upstream/downstream and request/
acknowledge signals on both sides of a frontier are imple-
mented by the "control unit” of the factorization frontier. This
control unit contains a counter C with d states (correspond-
ing to the d factorized repetitions) and an additional logic
function in order to generate, in the one hand the communi-
cation protocol between frontiers (the slow/fast, request/
acknowledge signals at the upstream and downstream
sides), and in the other hand the counter value (cpt) and the
enable signal (en), that control the frontier operators.

Thus, the control path will mainly be composed of the set
of control units associated to the corresponding frontiers
nodes of the neighborhood graph. These control units are
then inter-connected in a systematic way as follows: for
each oriented dependence edge, we generate a request
signal transmitted between the corresponding control units.
And for each generated request signal, the associated
acknowledge signal is transmitted, in the opposite direc-
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Figure 2:

tion. When several signals occur at the same input of a
control unit, the conjunction of these signals is performed
by a logical AND gate. Note that, the generated request
signals associated to conditioned dependences must first
be send to a multiplexer controlled by a priority encoder
which will send in turn the request signal with the highest
priority to its output /11/.

4. AAA methodology: Implementation
optimization

4.1 Optimization principle based upon
defactorization process

If the implementation of the factorized specification onto
an application specific integrated circuit or an FPGA does
not meet the real time constraints, we need to defactorize
the implementation graph corresponding to the specifica-
tion. The defactorization process is the reverse transfor-
mation of the factorization and therefore it does not change
the operational semantic of the data dependence graph.
The goal is to obtain a more parallel implementation in or-
der to reduce the latency and improve the temporal per-
formances in spite of increasing hardware resources. Thus
the optimized implementation of a conditioned factorized
algorithm graph onto the target architecture is formalized
in terms of graph defactorization transformation.

Figure 3 represents a defactorized by a factor 2 of C-MVP
graph. Defactorized solution allows to reduce the latency
of the implementation, but increase the number of required
hardware resources. FF2 is defactorized in two frontiers
FF2a and FF2b, and FF3 is then duplicated in FF3a and
FF3b.

The implementation space which must be explored in or-
der to find the best solution is then composed of all the
possible defactorizations of a factorized graph specifying
the algorithm. For instance, for a given algorithm graph
with n frontiers, we have at least 2" defactorized imple-
mentations. Moreover, each frontier can be partially de-
factorized: a factorization frontier of r repetitions can be
decomposed in f factorization frontiers of r/f repetitions.
Consequently, for a given algorithm graph, there is a farge,

Neighborhood graph of defactorized C-MVP (see paragraph 2.2)

but finite, number of possible implementations which are
more or less defactorized, and among which we need to
select the most efficient one, i.e. which satisfies the real-
time constraints (upper bound on latency), and which uses
as less as possible the hardware resources, logic gates
for ASIC and number of Configurable Logic Blocks CLB
for FPGA. This optimization problem is known to be NP-
hard, and its size is usually huge for realistic applications.
This is why we use heuristic guided by a cost function, in
order to compare the performances of different defactori-
zations of the specification. This heuristic allows us to ex-
plore only a small subset of all the possible defactoriza-
tions into the implementation space. The heuristic needs
to define a cost function based on the critical path length
metric of the implementation graph: it takes into account
both the latency and the resources consumption of the
implementation which are obtained by a preliminary step
of characterization.

4.2 Architecture characterization: area
and latency estimation
To estimate the total area we use the neighborhood graph

to calculate the data path area and control path area. This
total area used by the implementation is given by:

SI(FF,FG)ZZDP:IM(ﬁ)"‘ESCpalh(fi) (1)
i=1

i=1
Where f; designs the frontier i.

The total area is calculated in term of FF (Flip Flop) and FG
(Function Generator). One can use equation 2 to deduce
the area in terms of CLB (Control Logic Block):

max(S:(FF),S5:(FG)
2

For the calculation of latency, one deduces from neigh-
bourhood graph the various relations between the fron-
tiers (frontiers in series, parallel, inclusive). These rela-
tions enable us to determine the number of cycles, thus
the number of cycles multiplied by the time cycle gives the
execution time of the algorithm.

S(CLB)= 2)
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Figure 3:

4.3 Algorithm of the proposed Simulated
annealing heuristic for mono-FPGA
architecture

4.3.1 Simulated annealing principle

This is a technique /12/ for solving combinatorial optimi-
sation problems such as minimising functions of many var-
iables. The conventional ANNEALING algorithm operates
by starting with an initial solution to the combinatorial opti-
mization problem and improving the solution through a se-
ries of changes. This involves finding some configuration
of parameters that minimises some objective function. It is
based on a modification of iterative improvement, which
involves starting with some existing suboptimal configura-
tion and perturbing it in some small way. If this new config-
uration is better than the old one the new configuration is
accepted and we start again. Unlike a greedy algorithm
which only accepts system configuration resulting from
better changes, annealing probabilistically accepts inferi-
or changes.
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A defactorized implementation graph of C-MVP

4.3.2 Application the simulated annealing technique
in the AAA methodology

The application of simulated annealing consists in finding
the global minimum (i.e. the optimized implementation
graph) of an objective function by avoiding its local minima
(metastable states of the system). This function has two
variables: resources used for the hardware implementa-
tion and execution time of the algorithm.

Letavector containing a set of variables, each one of these
variables indicates the state of each component of the sys-
tem. In our case the system is represented by the CFGDD
of the algorithm to be implemented, each frontier of this
graph defines a component of the system and a variable X
defines the defactorization factor. The defactorization proc-
ess implies a change of the system. For example: if the V1
vector = {X1=3, X2=1, X=3,X4=2) changes into in V1 =
{X1=3, X2=2, X3=3, X4=2), the new state of V1 means
that the frontier which is defined by X2 was defactorized
by 2. As we described in paragraph 4.1, this defactoriza-
tion process generates an increasing/diminution of the
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execution time of the algorithm (i.e. latency of the circuit)
and thus a diminution/increasing of the surface of the cir-
cuit. We defined a cost function F(X) for a given state X of
the system. This function estimates the variations of the
system for a given state X. It permits to choose the defac-
torization which satisfies the time constraint while minimiz-
ing the resources consumption (i.e. CLB in case FPGA):

_ S if ¢<T
F(X)= lS+/c(t—T) if T ©)

Where:

- T indicates the time constraint,

- tis the execution time for a given defactorization,

- S is the surface of the hardware implementation for a
given defactorization,

- k defines the penalty factor.

Based on the technigue of simulated annealing, the algo-
rithm that we propose starts with the calculation of the
control parameter Co, then one starts by gradually decreas-
ing his value and for each one of these values one carries
out a certain number of changes of states of the system
(defactorization). With each reduction of the control pa-
rameter of control, one increases the number of changes
of states of the system by a factor 3.

In the algorithm below:

- Xo presents the initial solution of the system,

- Lo is the initial value of a number of changes of sys-
tem state,

- iter defines the number of change of a control pa-
rameter,

- Ly is the modification number of system state for a
given control parameter ¢y,

- X; is a given solution or given state vector of the sys-
tem,

- X; is state vector after a defactorization process, it is
a solution close to X;,

- cx isindicates the value of a control parameter during
the kth iteration, is the initial value of a control param-
eter,

- F(X) indicates the cost function for a system state X.

S, 110, if

S+ 0, Akt ~T.0) if

S, +e !0, -110,,)+kt, ~T,.) if

IS, =S )+ 110, vk, —T,.) if

FX) =S, ~S,,,)+gd/10,-1/0, )+k, -T,.) i
WS, =S, )+gd/0.-110,,.) if

(S, =S, m)t 110, if

S, +gll/0,-1/0,,,) if

2T

Algorithm: simulated annealing for mono circuit architecture

1. initialize (co,Lo,Xo )
2. foriter =1 to num_iter do
3. for n-modif to Lx do

4, X=V(Xi)

5. if (FOXi)<F(X) then Xi=X;

6. else

7. if(exp(-(FOG)-FOX)/
c)>-Random.float(0,1)) then X=X

8. endif

9. endif

10. endfor

11. Cxn=Cx*Q

12, Len=Lc*[}

13. endfor

The simulated annealing algorithm returns the optimized
implementation graph which satisfies real-time constraints
and uses as less as possible the hardware resources. The
algorithm begins by performing the initial value of Xo, Lo
and co(co is equal to 2*n, where n defines the number of
defactorizable frontiers) and then decreases gradually a
control parameter. For each control parameter, the state
system is modified and for each control parameter reduc-
tion, the number of the system change is increased by B
One chooses B equal to the edges number of the CFD-
DG. The algorithm must find and accepts the solution close
to X; if itis not possible another solution is accepted with
certain probability.

4.4 Algorithm of the proposed Simulated
annealing heuristic for Multi-FPGA
architecture

Let the number of frontiers composing the graph algo-
rithm CFGDD, each frontier border of this graph contains
a set of edge and has a factor of factorization.

A X vector defines the different states of the frontier defac-
torization. Let FF2 frontier which is defined by X2 variable.
If FF2 frontier has a factor defactorization equal to 3 then
X2 contains three elements: X21, X22 and X23. Each of
these elements corresponds to a defactorization state. For

o and NS <S o and  VI/0.<I/0,,,
2T, and VS <S.. and NIIO <I/0,,
e and NS <S. . and 310,21/0,,,

‘o and 38,28, and N[0 .<I/0,k,, )
t,, 2T, and 3S2S. . and 31/0,z21/0,,
. and 3828 and 31/021/0,,
T, and 3S2S_ . and NIJO,<I/0,,

and VS <S§ and  3110,21/0

contr contr contr
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example, if one defactorises FF2 by 2 then X22 is equal to
2 and X21 and X23 are equal to 0. X22 contains a set of
frontiers which their edges.

To each frontier, one associates in random way a given
circuit of the architecture by applying the simulated anneal-

We applied this algorithm to an example which describes
a five Conditioned Product Matrix Vector calculation (the
CFDD graph contains 60 edges). The hardware implemen-
tation uses two circuits: Xilinx XC4013E/X2. The parame-
ters bellow defines the main characteristics of XC 4012 £/
X2 circuit:

Device Logic |Max |Max Typical Gate CLB Total Number | Max User
Cells Logic | RAM | Range Matrix | CLBs of Flip -|I/O
Gates | bits Flops
XC4013E/X2 1,368 13,000 | 18,432 | 10,000 - 30,000 |24x24 |576 1,536 192

ing method. In order to estimate the partionning we de-
fined a cost function:

Where :

- tior is the execution time of the algorithm after apply-
ing defactorization,

- Siot is the area occupied by all the circuits after the
defactorization process

- Si defines the area used in the circuit i,

- k,l,g are the penalty coefficients (varying from 10 to
100) used if respectively  the time, area and 1/0
constraint are not respected,

= Teontr isthe time constraint,

- Scontr and [/ Ocontr define respectively the time and
I/0 constraints for every implementation,

- I/ Ot is the total number of the 1/0 used for all the
circuits used by a given implementation,

- 1/0; is the I/O number for the circuit /.

The proposed algorithm is similar than the mono circuit
case, we only change the cost function. This algorithm
takes the neighbourhood graph as an input and returns
the partionning graph. This partinoning graph corresponds
to muli-circuit implementation which respects the real time
constraints and uses as less possible the hardware resourc-
es (i.e. area and 1/0).

To compare the optimisation results, we applied the simu-
lated annealing algorithm for 5 different time constraints:
1000, 1500, 2000, 2500 and 3000 ns. The table below
presents the results for each time constraint. The hard-
ware implementation needs two circuits: circuit 1 and cir-
cuit 2. For each circuit table 1 gives the CLB and I/0 used
at different time constraint.

5. Conclusion

We showed that from an application algorithm specified
with a conditioned factorized data dependence graph it
is possible to obtain a hardware implementation onto a
reconfigurable integrated circuit following a set of graphs
transformations, leading to a seamless design flow. These
transformations allow to automatically generate the data-
path and the control-path for designs with moderately
complex control flow involving both conditioning and
loops. The proposed delocalized control approach allows
the CAD tools used for the synthesis to place the control
units closer to the operators to control, We have present-
ed an optimization heuristic based upon simulated an-
nealing and we applied this technique for Conditioned
and factorized Data Dependence Graph by using a de-
factorization process guided by cost function. We defined
two cost functions for mono and multi Circuit architec-
tures. We used these two algorithms to obtain automati-

TIME Constraint 1000 1500 2000 2500 3000
[ns]
circuit 1 60 433 298 202 306
CLB used
Circuit 2 458 114 210 317 172
CLB used
circuit 1 34 30 41 35 43
1/0 used
Circuit 2 37 27 39 30 47
1/0 used
Total latency 397 1231 985 1280 1231
[ns]
Total CLB 518 547 508 519 478
Total I/O 71 57 80 65 90

Table 1: number of circuit, CLB and I/O used at different time constraint.
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cally the best solution at the given time constraint. The
optimization heuristics will address both defactorization
and partitioning issues. Moreover, this extension of the
AAA methodology to the hardware implementation of al-
gorithm onto integrated circuit, provides a global meth-
odology in order to tackle complex hardware/software
co-design problems involved by multicomponent archi-

tecture.
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Abstract: ubiquitous or pervasive computing environment needs to offer an important amount of essential features like proactivity, transparency, ease-of-
use, high-level performance and energy management, cyber foraging and surrogate request suppott, location and context awareness, scalability, and so
forth. Such environment-correlated attributes pose significant requirements on the employed hardware plat-forms. This works highlights the emerging
hardware design paradigms supposed to comply with those strict requirements. Prior to this, we give a brief insight in the main evolutionary steps of
pervasive computing, analyse the primary characteristics of calm technologies, and point out emerging hardware architectures and design methodolo-
gies. As a case study, an approach for the integration of reconfigurable hardware and computer applications is discussed.

Sistemsko nacrtovanje in integracija v pervazivnih sistemih

fzvle€ek: Povsodno in prodomo racunalnisko okolie naj ponudi pomembno stevilo bistvenih lastnosti, kot so proaktivnost, transparentnost, enostavnost
uporabe, visok nivo storitev in energijskega obvladovanija, odvisnost od lokacije in vsebine itd. Takéni atributi odvisni od okolja postavijajo pomembne
zahteve za delovanje strojnih platform. V prispevku opisujemo prihajajoce nacrtovalske zglede, ki naj bi ugodili vsem tem strogim zahtevam. Pred tem
podamo kratek pregled pomembnih razvojnih korakov prodornega ra¢unanja, analiziramo osnovne lastnosti novih tehnologij ter opozorimo na prihajajoéo
arhitekturo strojne opreme in nacrtovalske metodologije. Kot primer smo prikazali pristop K integraciji rekonfiguracijske strojne opreme in racunalniske

aplikacije.

1.  Introduction

Mark Weiser imagined the forthcoming ubiquitous com-
puting systems as specialized elements of hardware and
software, connected by means of both wired and wireless
technologies /1/. Eventually, such elements should grace-
fully melt into the environment and become so ubiquitous
that no one will notice their presence. By weaving them-
selves in an indistinguishable and diffuse fashion into the
everyday life, pervasive technologies allow users to focus
on tasks rather than tools /2/.

On one hand, as technology shrinks and the maximum die
size enlarges, integrating complete systems of continuously
increasing complexity becomes possible /3/. Moreover,
new materials like organic semiconductors and plastic la-
sers, progress in communication technologies (especially
wireless ones), as well as enhanced pattern recognition
capabilities due to increasingly performant sensors offer
the possibility to develop platforms and appliances only
dreamt of a couple of decades ago.

On the other hand, technology improvements bring with
them several challenges and drawbacks regarding in-
creased delay, higher time-of-flight, strict requirements in
clock and power distribution, higher noise, associated
capacitive and inductive effects, increased leakage, rela-
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tive power consumption, and heat dissipation /4/. In or-
der to cope with those problems, a multitude of design
paradigms like reconfigurable architectures, platform based
design, IP reuse, orthogonalization of concerns, and com-
munication abstraction emerged during the last years.

In a world composed of advanced communication com-
ponents, highly sophisticated sensors, smart pens and
tabs, such gadgets and the design thereof have to comply
with a multitude of characteristics discussed in the sequel
like proactivity, transparency, ease-of-use, energy manage-
ment, cyber foraging, context awareness, scalability, and
so forth.

2.  Computing ages evolution

The term of ubiquitous computing, more recently also called
pervasive computing, is subject to an impressive amount
of redefinitions and variations and thus, a terminology lab-
yrinth emerged. Terms like calm technology, ambient in-
telligence, proactive computing, invisible computing, dis-
appearing computing, augmented reality, sentient comput-
ing, smart dust depict one and the same thing stated by
Weiser in his seminal paper /1/: “The most profound tech-
nologies are those that disappear, They weave them-
selves into the fabric of everyday life until they are indis-
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tinguishable from it. ... A good tool is an invisible tool. ...
The tool does not intrude on your consciousness; you
focus on the task, not the tool.”

2.1 The “Third Wave” of Computing

The first age of computing was the so-called Main-frame
Era. At that time, each mainframe was shared by a group
of people. The deserved group gradually reduced and a
transition era marked by minicomputers fused with the sec-
ond age of computing, that of the personal computer which
allows a one-to-one connection user-PC. However, the PC
is too attention demanding, too complex and hard fo use
by untrained or little trained users, isolating thus the user
from people and activities. Consequently, the human be-
came a peripheral of the computer and not vice-versa.
Some drawbacks have been partly remedied through In-
ternet and distributed computing. This second transition
era is alleviating the evolution towards the third age of com-
puting, the age of calm technology, the ubiquitous or per-
vasive computing era, in which the nowadays dominating
desktop metaphor receives only a secondary importance
and every person is served and attended by a gradually
increasing number of embedded processors. Figure 1
depicts the evolution of the computing ages envisioned by
Weiser.
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A Fooani i :

Evolution of computer ages (Source: Mark
Weiser, http://www.ubicomp.com)

Figure 1:

2.2 Related Research Fields

Satyanarayanan observed two distinct earlier steps in the ev-
olution of pervasive computing, namely distributed systems
and mobile computing /5/ as represented in figure 2. Thus,
the technical problems induced by pervasive computing can
be classified in two main categories: those related to the pre-
vious evolution steps which have been already identified - the
solutions thereof can be easily mapped or adapted to the
new needs; and those introduced by the ubiquitous comput-
ing paradigm requiring different solutions /2/.

Distributed systems emanated from the overlap of person-
al computers and local area network, belonging thus to
the previously mentioned first transition era. Some of the

fundamental issues addressed in this field are quintessen-
tial for pervasive computing: remote communication, fault
tolerance in transactions, remote information access (dis-
tributed file systems and distributed databases), and secu-
rity (authentication and privacy) /5/.

The requirements of distributed systems enhanced with
the appearance of a new degree of freedom, i.e. mobile
clients. Consequently, some key constraints posed by
mobility arose: unpredictable network quality variation and
local resource restriction entailed by weight, size, and bat-
tery power consumption constraints. The research issues
in mobile computing have been focusing onto the follow-
ing areas: mobile networking, mobile information access,
adaptive application support, high-level energy saving tech-
niques, and location sensitivity /5/.
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Distboted
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Remote information access
dist. file systems, dist. databases. caching..
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Mobiie mformation acess
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" Smiart spaces
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Energy-aware systems
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Location sensiwvity s
GPS, Wavelan tangulation, context-awareness..

Related fields to pervasive computing
(Source: M. Satyanarayanan /5/)

Figure 2:

For a user not being acutely aware of the employed tech-
nologies, pervasive computing needs to subsume mobile
computing. Nevertheless, the emphasis of pervasive com-
puting lies in four further additional research directions iden-
tified by Satyanarayanan /5/: smart space use, localized
scalability, invisibility and uneven conditioning masking.

A smart space can be a local area network, an infrastruc-
ture-enhanced room, or even a body area network - the
so-called wearable computing environment /8/. While such
smart spaces enhance their functionality, the degree of
interaction with users increases, and thus easy scalable
spaces are required. Not only must scaling be invisible,
but also must the use of such spaces be user transparent,
or at least minimally distracting. Finally, masking uneven
conditioning refers to reducing the amount of variation seen
by the users. Thus, the personal computing space coun-
tervails against the low-capable space.

3. System design challenges

Since the late 1980s, when the first ubiquitous computing
project started in the Electronics and Imaging Laboratory
of the Xerox Palo Alto Research Center /7/, various per-
vasive computing projects based on several scenarios
emerged /8, 9, 10/. Early industrial ubiquitous comput-
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ing projects included the Active Badge from Olivetti and
later Xerox PARC, the Active Bat - an ultrasonic-based lo-
cation system of AT&T's emerged out of Olivetti's project,
the CoolTown Project of Hewlett Packard, the Pathfinder
GPSwatch of Casio, or Lancaster's handheld city tour guide
system. Lately, numerous universities have also initiated
pervasive computing projects.

3.1 Features and Requirements

Every user will be immersed in a personal computing space,
which is accompanying her or him everywhere. This smart
personal space, actually a set of interacting intelligent de-
vices is an invisible interface with the surroundings. Such
a personal space should support some missing features
like proactivity, user-intent recognition, context-awareness,
inter-layer knowledge exchange, and seamless task mo-
tion among platforms /5/.

In order to shift the desktop metaphor in the background,
appropriate physical interactions have to be defined. Im-
plicitinputs like GUls are replaced or at least enhanced by
handwriting, tactile, speech, and motion recognition. Data
will be send to or acquired by a collection of devices and
sensors that can process it in various ways. With an aug-
menting number of devices in a personal smart space, it
gets increasingly difficult to provide ease-of-use. For an
easy-to-use multi-modal user interface it is crucial to find
the right balance between proactivity and transparency. A
non proactive gadget will be “dumb”, while a highly pro-
active one might get annoying.

A pervasive device entering into a smart space must be
able to detect services and potential surrogates. Thus,
surrogates - resources belonging to the infrastructure of
the smart space - can temporarily assist a portable unit
and dynamically augment the resources of a wireless de-
vice.

Open research points deal with discovery of and level-of-
trust setting up with surrogates, balanced surrogate load-
ing, low-intrusive integration of surrogates. Additionally,
adaptation is highly necessary whenever major disequilibria
between the demand and supply of resources appear.

Among other features, context awareness is fundamental
for developing minimally intrusive pervasive appliances.
Context awareness builds upon location awareness, a prob-
lem tackled for example by services as GPS.

Privacy and security are already painstaking problems in
distributed systems. Furthermore, due to the intrinsic in-
teraction of personal computing spaces with other personal
spaces or the fixed infrastructure, those issues are of in-
creased complexity in pervasive computing /5/.

Smart spaces can deploy themselves into user transpar-
ent or at least user-friendly environments if crucial features
like reliability, availability, maintainability, and scalability are
present /11/.
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Last but not least, it is worth noticing that the overall power
consumption increases because of proactivity and self-tun-
ing. Due to the continuous pressure to make devices small-
er, lighter, and more independent, stringent requirements
on battery capacity is posed /2/. Low power circuitry is
hereby insufficient, and high-level power management tech-
niques like energy-aware tuning (applications switch to less
power hungry modes of operation when possible) and
memory management, or user intend deduction and re-
mote task execution, i.e. the use of computational surro-
gates to increase battery life.

3.2 Impact on Layering

The impact on layering of pervasive appliances is of para-
mount importance. The merging of information from differ-
ent layers for proactivity, adaptation, and dynamic power
performance management seem to require much more
information exchange between layers in ubiquitous com-
puting environments than in typical systems up to present
/5/. The layer decomposition is a very tedious task, and
the classical information hiding principle might not prove
to be an efficient approach regarding ubiquitous comput-

ing.

Based on a simplified OSl| layer model, one can generally
talk aboutthree super-layers /12/: the abstract layer - deal-
ing with services, environment and soft-ware issues; the
resource layer - comprising middle-ware, network con-
trol, and protocols; and the physical layer - focusing on
flexible platforms, electronic design automation, low pow-
er issues.

Although the hardware appears to become more reliable,
the software seems to grow more fragile while getting more
powerful /2/. Furthermore, novel services have to be pro-
vided by an ubiquitous computing environment /13/. New
services have to be informed about the local context of the
user through a collection of sensors. Moreover, those serv-
ices have to be enabled to affect the environment through
a set of actuators.

Inanintelligent space, communication and networking build
the heart of the pervasive computing environment
/14,1516/.

Generally, the identified key communication challenges
refer to the heterogeneity and topology of the networks, to
short-lived and intermittent connectivity, and to the evolu-
tion and up-grade of long-lived systems /15/.

There are two fundamental approaches for designing a
communication network, which must be carefully analysed
for pervasive computing environments: infrastructured -
with base stations, and infrastructure less - mobile ad-hoc
networking. The latter seems to be very attractive for smart
spaces, but nevertheless, the challenges regarding rout-
ing, security, reliability, QoS, and so on, increase in com-
plexity.
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4. Hardware design issues

As previously mentioned, pervasive computing is technol-
ogy driven. For almost forty years, silicon integration has
actually followed a rule that started as a speculation, i.e.
Gordon Moore's Law /17/.

4.1 Orthogonalization of Concerns

Driven by the simultaneous demand of both performance
and flexibility, platform-based design and reconfigurable
architectures are getting an increasing interest in recent
times /18,19/. Thus, a remarkable variety of different plat-
forms have been proposed to trade energy-efficiency, cost
and performance (see /20/ for a survey).

The SIA Roadmap /3/ predicts for the future 50 nm tech-
nology the integration of more than 4 billion transistors on
a single chip running at 10 GHz and operating below 1V.
Under these circumstances, one of the mostimportant lim-
iting factors for system performance, die area, and power
consumption will be generated by the on-chip intercon-
nect networks. Not only functional modules, or so-called
IP blocks, have to be reused, but also the communication
architecture and the interfaces between such blocks must
be standardised. Therefore, orthogonalization of concerns
/18/ and communication centric design /21/ emerged
as possible solutions to fill the design gap.

Abstracting the physical interconnections through Networks-
on-Chip (NoC) based design, will offer the possibility to cope
with problems like distributed traffic monitoring and control,
unavoidable data failures on the physical layer, synchroniza-
tion, scalability, re-use, reliability, global asynchronous and
local synchronous (GALS) communication /22/.

4.2 Interconnection Structures of
Reconfigurable Architectures

Driven by the simultaneous demand of both performance
and flexibility, reconfigurable architectures (see /20/ for a
survey) are getting an increasing interest in recent days. For
example, in the DSP context, the capacity of these devices
to select the more appropriate data path for computing a
task represents a significant advantage in terms of perform-
ance and power efficiency. Different platforms have been
proposed to trade energy-efficiency, cost and performance.
In /23/ a template for a heterogeneous reconfigurable ar-
chitecture is proposed and used to instantiate a wireless
base-band. A generic platform is presented in figure 3.

e ASSPs o« primitive ARSFy
pASEPs || M Ovaig E‘lonitocing Module
A{s : Arithunetic Units
Tnte ceanvection Network 1508 s InpubAutput Blocks
] pFs L EHTTORIOCRS S OKs
e 187 : Mewmory Units
MU || eFpGAs : cL ¢FPGAs : enbedded FRGAs
. <L : Configuration Loader

Figure 3: Reconfigurable template /30/

in both fine- and coarse-grained reconfigurable devices,
the programmable interconnect architecture has a deci-
sive influence in the total area, performance and power
consumption of the system /24/.

To achieve high computational performance and flexibility,
the different composing processing elements have to be
richly interconnected. But since powerful interconnections
imply large chip area and consume more energy, estima-
tion procedures working at high level of abstraction are
required to select the sufficient communication structure
for a given application domain.

Several interconnection strategies for coarse-grained
reconfigurable architectures have been reported. Accord-
ing to the degree of shareness, communication architec-
tures can be classified into shared or dedicated structures.
Dedicated architectures are generally composed by point-
to-point like structures devoted to provide high perform-
ance communication of closed units. They use to be re-
stricted to the first level of neighbours (e. g DReAM, Kres-
sAray) or they can include a second level as in MATRIX.
The shared interconnection structures can be divided into
three categories: multi-bus (e.g RaPID), crossbar (e.g.
PADDI-2), and mesh; either regular (e.g. DReAM, Kres-
sArray, MATRIX, Garp) or irregular (Plefades). A crossbar
is the simplest way of interconnecting a given number of
units and it guarantees full and arbitrary connectivity among
elements. Thus, the mapping of any given network is at-
tainable but the area requirement is of order O(n?). Con-
sequently, for large crossbars, wire size dominates chip
area.

The mesh structure reduces the total number of switches
needed by limiting the connections to fixed distances. This
type of network requires a smaller amount of area, but it
makes distant communication slower and more expensive.
This enforces a detailed performance analysis of the ar-
chitecture before implementation /25/.

Another important communication issue is the connection
between the reconfigurable computing elements and the
host computer. There are two main approaches: either the
reconfigurable unit is integrated into the processor core
as a functional unit (e.g. PRISC, CHIMAERA); or the recon-
figurable unit is placed as a coprocessor close to the host
unit, sharing the cache unit (e. g Garp, REMARC, Mor-
phoSys). Although theoretically, itis also possible to place
the reconfigurable unit as an attached processing unit out-
side the processor, the low performance of this solution
made this solution impractical.

Further on, in /26/ the possibility of integrating switching
network concepts within a reconfigurable architecture has
been analysed. At the physical layer, the communication
architecture is based on a simple point-to-point structure
conforming a 2-D mesh of routers. The functionality of the
data-link and network layers defines a packet protocol that
can be used as a virtual connection between all the
processing units of the configurable architecture.
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4.3 Power Estimation and Optimisation

In portable appliances, batteries are a significant source
of size, weight, and mechanical inflexibility /27/. There is
still a significant need to improve and optimise batteries
even though the energy of the human body is envisaged to
be used for personal computing spaces. Nevertheless,
power consumption must be reduced due to rapidly in-
creasing thermal dissipation issues (packaging costs).

Benefiting from the non-uniformity of the workload in vari-
ous signal processing applications, several dynamic pow-
er management policies have been developed /28/. Nev-
ertheless, the integration of on-line power, performance
and information-flow management strategies based on traf-
fic monitoring in (dynamically) reconfigurable templates has
yet to be explicitly tackled /29/. Similar strategies will be
an in-separable part of pervasive devices /30/.

A hierarchy of increasing complexity stochastic data mod-
els that effectively exploits the knowledge about the exci-
tation of the system was developed in /31/ order to esti-
mate the power consumption in digital circuits by model-
ling the effects of the high level signal characteristics on
the power consumption. The hierarchy of models includes
a Gaussian ARMA model for linear systems, a cyclic multi-
plexing of Gaussians for folded and multiplexed architec-
tures, a general uncorrelated model for memoryless non-
linear architectures, and a general correlated model for
non-linear circuits with reconvergent paths. Such tech-
nigues can also be integrated in the design flow of recon-
figurable platforms.

5. Ubiquitous access to
reconfigurable hardware

An approach for the integration of reconfigurable hardware
and computer applications based on the concept of ubig-
uitous computing is presented in /32/. The goal is to al-
low a network of reconfigurable hardware modules to be
transparently accessible by client applications. The com-
munication between them is done at the AP! level, and a
Jini-based infrastructure is used to provide an interface for
the client applications to find available reconfigurable hard-
ware modules over the network. A DES-based cryptogra-
phy system was implemented as a case study.

The aim is to reduce the integration overhead of reconfig-
urable hardware modules and computer systems. Such
overhead can be reduced by raising the level of abstrac-
tion of the integration architecture, allowing the communi-
cation to be done via message passing, as proposed in
the object-oriented paradigm. By using this approach, each
reconfigurable hardware module can be seen by the rest
of the system as an object. Thus, it should be reconfig-
ured and used through method calls. This can make a sig-
nificant difference for the system designer, because he/
she can abstract the internal details of the reconfigurable
module - a typical result of the encapsulation feature of
object-oriented systems - and can design the whole Sys-
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tem communication at the APl level. In such approach, all
the subsystems depending on the reconfigurable hardware
module can call a configuration method to set up the de-
sired functionality, and then call methods to pass the data
to be processed and receive the results. Figure 4 depicts
such possibility.

In order to cope with the demands of the current applica-
tion scenarios - where the computation is performed by
several interconnected appliances - one also has to sup-
port the integration of reconfigurable hardware modules
into distributed computer systems. We can expectthat each
subsystem could be in a different location, connected to
the others by a heterogeneous network. So, the approach
should allow those subsystems to interact with any number
of encapsulated reconfigurable hardware modules. The
minimum infrastructure to do so comprehends distributed
resource localization and remote method invocation. The
first technique provides means for the distributed objects
to locate other objects according to their needs, while the
second one is responsible for the common dialect used
by the objects to exchange messages once they have es-
tablished communication.

Many of the applications of reconfigurable hardware can
benefit from the proposed approach. For instance devices,
which were already deployed - such as an ad-hoc network
of sensors - could be located and upgraded by method calls
if they have encapsulated reconfigurable hardware support-
ed by an infrastructure for localization and remote method
invocation. Another application scenario would be the use
of reconfigurable hardware modules as accelerators for spe-
cific computational tasks. For instance, a mobile device,
which needs to decode a stream of data and does not have
the computational power to do so could use the resource
localization feature to search for a reconfigurable hardware
module which is able to decode the data stream.

configuration bank. |

A 4

Figure 4. Reconfigurable hardware encapsulation
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A third application could be found on the use of reconfig-
urable hardware as a prototyping platform. Let's imagine a
system design specification done in the functional level.
Once that specification fulfils the functional requirements,
it should be submitted to successive synthesis steps in
order to be implemented as a physical entity. Reconfigura-
ble platforms are often used as an intermediate stage with-
in such process, allowing system designers to verify the
correctness of their designs prior to the final implementa-
tion. Our approach could provide a simpler way to inte-
grate the functional specification with the prototyping plat-
form, in such a way that they can interoperate. This would
allow a mixture of simulation and emulation in the function-
al level, because one could synthesize and implement part
of the functional specification in the reconfigurable hard-
ware and still be able to perform the functional simulation,
as the rest of the specification would communicate with
the prototype in the same way it did before with the func-
tional description.

Similarly to the prototyping platform scenario, a distributed
IP core validation system could benefit from the proposed
approach. In simulation systems a designer access remote-
ly an IP core so it can be simulated together with the rest of
the design. The approach could provide a layer between
the IP core repository and the client, so the cores could
be accessed seamlessly, without a previous connection
to a predefined server. Another advantage would be the
possibility of simulating an actual core implemented in a
reconfigurable module, instead of the simulation models.

6. Conclusions

This work discussed the main features of pervasive appli-
ances, described the evolution of computing ages, and
highlighted the primary requirements and constraints posed
especially on the hardware platforms and the design there-
of.

Moreover, an approach for the integration of reconfigura-
ble hardware and computer applications based on the
concept of ubiquitous computing was discussed. The goal
was to reduce the integration overhead of reconfigurable
hardware modules and computer systems.

FEven though pervasive computing is rather driven by tech-
nology, it is not to be successful only if technology does,
but also if it can support and ease social life. By becoming
a larger part of human existence, pervasive devices might
promote but also inhibit social relationships /33/, thus sys-
tem designers should be ready to deal additionally with
such non-technical constraints.
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CONFERENCE MIDEM 2003 - REPORT

The 39" International Conference on Microelectroni-
cs, Devices and Materials, MIDEM 2003, was held in
Ptuj, from the first to the third of October 2003. Wonderful
architecture of the castle and pleasant conference accom-
panying events added a special touch to the already very
interesting presentations.

This conference continued the tradition of annual interna-
tional conferences organised by MIDEM, Society for Mi-
croelectronics, Devices and Materials, Ljubljana, Slovenia.

49 papers and nine invited presentations in six sessions
and in included workshop on Embedded Systems was pre-
sented during three days from Wednesday to Friday. The
presentations at the Conference were grouped in the fol-
lowing Sessions: Ceramics Metals and Composites; Inte-
grated Circuits; Sensors; Optoelectronics; Device Phys-
ics and Modelling, and Device Physics, Modeling and Tech-
nology.

All invited papers are presented in this issue of the Jour-
nal.

This year, the workshop was focused on the embedded
systems which are rapidly becoming one of the driving fac-
tors in the electronic industry. The workshop covered a
broad scope of embedded systems, including embedded
systems architecture, systems-on-chip (SoC) embedded
systems, embedded systems design cases and applica-
tions, current trends in embedded systems configurabili-
ty, embedded systems testing and software development
cycle. It is important to note, that in addition to five distin-
guished lecturers from the abroad, several researchers
from the national electronic and telecommunications indu-
stry presented their latest results and achievements, and
thus stimulated the discussion with real industrial case stu-
dies. The workshop was organized by the Electronics De-
partment of the Faculty of Electrical Engineering, Univer-
sity of Ljubljana.

We hope that you will be able to remember this event not
only for the importance of the papers and discussions, but
also for the many new friendships and pleasant memories
of the country.

NAME COMPANY - INSTITUTION ADDRESS P.CODE  CITY

1 AKIL MOHAMED ESIETE 2 BLVD.PASCAL BP GG 93162 NOISY LE GRAND F

2 ALJANCIC UR0S FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
3 AMON SLAVKO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
4 ARTICEK JURE ISKRAEMECO SAVSKA LOKA 4 4000 KRANJ SLO
5  BECKER JUERGEN KARLSRUHE UNIVERSITY D-76128 KARLSRUGE 76128 KARLSRUHE D

6  BELAVIC DARKO HIPOT-HYB d.0.0 TRUBARJEVA 7 8310  SENTJERNEJ SLO
7 BERNIK SLAVKO INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
8  BOCK HOLGER INFINEON TECHNOLOGIES BABENBERGERSTR. 10 9500  VILLACH A

9 BRECL KRISTIJAN FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
10 CVIKL BRUNO GRADBENA UNIVERZA V MARIBORU ~ SMETANOVA 17 2000  MARIBOR SLO
11 CADEZ BORUT ISKRATEL LJUBLJANSKA C.24A 4000  KRANJ SLO
12 CAKARE SAMARDZIJA LAILA  INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
13 CELAN STEFAN MESTNA OBCINA PTUJ MESTNI TRG 1 2250 PTUJ SLO
14 DEDIC JOZE FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
15 DRAZIC GORAN INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
16 FETIH MATEJ ISKRAEMECO SAVSKA LOKA 4 4000 KRANJ SLO
17 FROECHLICH HUBERT ISKRA TRANSMISSION STEGNE 11 1000 LJUBLJANA SLO
18 GLAZAR BOSTJAN FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
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19 GRADISNIK VERA SVEUCILISTE U RIJECI PRIMORSKA 42 51410 OPATIJA CRO
20 GRAMC JANEZ HIPOT-HYB d.o.0 TRUBARJEVA 7 8310  SENTJERNEJ SLO
21 GRUDEN STANISLAV ISKRAEMECO SAVSKA LOKA 4 4000  KRANJ SLO
22 HARTENSTEIN REINER UNIV. KAISERSLAUTERN POSTFACH 1744 76607 KAISERSLAUTERN D

23 HROVAT MARKO INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
24 JANKOVEC MARKOQ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
25  JOVANOVIC VLADIMIR FAKULTETA ZA ELEKTROTEHNIKO UNSKA 3 10000 ZAGREB CRO
26 KORICIC MARKO FAKULTETA ZA ELEKTROTEHNIKO UNSKA 3 10000 ZAGREB CRO
27  KOROSAK DEAN FAKULTETA ZA GRADBENISTVO SMETANQVA 17 2000  MARIBOR SLO
28 KOSEC MARIJA INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
29 KOZELJ MATJAZ INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
30  KRAMER JANJA FAKULTETA ZA GRADBENISTVO SMETANQOVA 17 2000  MARIBOR SLO
31 KRC JANEZ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
32 KRSNIK ZORAN ISKRAEMECO SAVSKA LOKA 4 4000  KRANJ SLO
33 LEY MANFRED CTI EUROPASTR. 4 9500  VILLACH A

34 MAGEK SRECKO INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
35 MERC UROS FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
36 MOZETIC MIRAN INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
37 MOZEK MATEJ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
38 MURGAN TUDOR DARMSTADT UNIV.OF TECHNOLOGY ~ KARLSTR.15 64283 DARMSTADT D

39 NOVAK FRANC INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
40 PAVLIN MARKO HIPOT-HYB d.0.0 TRUBARJEVA 7 8310  SENTJERNEJ SLO
41 PERNE JOZEF ISKRAEMECO SAVSKA LOKA 4 4000  KRANJ SLO
42 PIGNATEL GIORGO UNIVERSITY OF PERUGIA VIA G. DURANTI 93 6125 PERUGIA (TA
43 PINTERIC MARKO FAKULTETA ZA GRADBENISTVO SMETANQOVA 17 2000 MARIBOR SLO
44 PLETERSEK ANTON FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
45  POLANSEK GREGOR ISKRATEL LJUBLJANSKA C.24A 4000  KRANJ SLO
46 RAIC DUSAN FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
47 RESNIK DRAGO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
48  ROCAK DUBRAVKA INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
49 ROJAC TADEJ INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
50  SANTO ZARNIK MARINA INSTITUT JOZEF STEFAN JAMOVA 39 1000 LJUBLJANA SLO
51  SEDLAKOVA VLASTA BRNO UNIVERSITY OF TECHNOLOGY ~ TECHNICKA 8 61600 BRNO CZ
52 SERNEC RADOVAN {PS C.LJUBLJANSKE BRIGADE 171000 LJUBLJANA SLO
53 SESEK JANEZ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
54 SIKULA JOSEF BRNO UNIVERSITY OF TECHNOLOGY ~ TECHNICKA 8 61600 BRNO 4
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55  SITEK JANUSZ TELE AND RADIO RESEARCH INSTITUTERATUSZOWA 11 3450  WARSZAW PL
56  SMOLE FRANC FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
57  STARASINIC SLAVKO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
58 STEPANIC JOSIP FACULTY OF MECHANICAL ENG. AND  ILUCICA 5 10000 TAGREB CRO
NAVAL ARCHITECTURE
59  STRLE DRAGO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
60 SUHADOLNIK ALOJZ FAKULTETA ZA STROJNISTVO ASKRCEVA 6 1000 LJUBLJANA SLO
61 STEMBERGER IGOR ISKRA TRANSMISSION STEGNE 11 1000 LJUBLJANA SLO
62 STERN ANTON FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
63 TEZAK OTO FAKULTETA ZA ELEKTROTEHNIKO IN -~ SMETANOVA 17 2000 MARIBOR SLO
RACUNALNISTVO
64 TOPIC MARKO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
65 TRONTELJ JANEZ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
66  TRONTELJ JANEZ JR. FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
67 TROST ANDREJ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
68 VRTACNIK DANILO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
69  VUKADINOVIC MISO FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
70 ZUPANCIC SRECKO ISKRATEL LJUBLJANSKA C24A 4000  KRANJ SLO
71 ZEMVA ANDREJ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
72 ZUNIC ANDREJ FAKULTETA ZA ELEKTROTEHNIKO TRZASKA 25 1000 LJUBLJANA SLO
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potrebno vstaviti.

3. Delo je lahko napisano in bo objavljeno v slovensdini
ali v anglescini.

4. Uredniski odbor ne bo sprejel strokovnih prispevkov,
ki ne bodo poslani v dveh izvodih skupaj z elektronsko
verzijo prispevka na disketi ali zgos&enki v formatih AS-
Cli ali Word for Windows. Graficne datoteke naj bodo
priloZzene lo¢eno in so lahko v formatu TIFF, EPS,
JPEG, VMF ali GIF.

5. Avtorji so v celoti odgovorni za vsebino objavlijenega
sestavka.

Rokopisov ne vratamo. Rokopise posljite na spodnji naslov.

Uredni$tvo Informacije MIDEM
MIDEM pri MIKROIKS

Stegne 11, 1521 Ljubljana, Slovenia
Email: Iztok.Sorli@guest.arnes.si

tel. (01) 5133 768, fax. (01) 5133 771

286

INSTRUCTIONS FOR AUTHORS

Informacije MIDEM is a scientific-professional-social publica-
tion of Professional Society for Microelectronics, Electronic
Components and Materials - MIDEM. In the Journal, scientific
and professional contributions are published covering the field
of microelectronics, electronic components and materials.
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tion of their contribution such as : original scientific paper,
review scientific paper, professional paper...
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of manuscript (figures not included) is 12-15 pages
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tions, of appropriate length | are also welcome.
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table or photograph should be numbered and with leg-
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3. Contributions may be written and will be published in
Slovene or English language.

4. Authors must send two hard copies of the complete
contributon, together with all files on diskette or CD, in
ASCIl or Word for Windows format. Graphic files must
be added separately and may be in TIFF, EPS, JPEG,
VMF or GIF format.

5. Authors are fully responsible for the content of the paper.
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