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A B S T R A C T A R T I C L E   I N F O	

The	complex	and	changeable	external	social	and	economic	environment	has	a	
significant	 impact	on	 the	sustainable	development	of	 the	closed‐loop	supply	
chain.	 In	 particular,	 the	 occurrence	 of	 uncertain	 emergencies	 increases	 the	
risk	of	 interruption	of	 the	closed‐loop	supply	chain,	making	 it	 insufficient	 to	
analyze	 its	 complex	 changes	 from	 the	 perspective	 of	 material	 flow	 alone.
Based	on	this	analysis,	the	paper	constructs	a	closed‐loop	supply	chain	mate‐
rial	flow	and	capital	flow	coupling	system	composed	of	manufacturers,	sellers	
and	recyclers	 to	explore	 the	 impact	of	material	 flow	sudden	 interruption	on	
the	closed‐loop	supply	chain	system	when	an	uncertain	emergency	occurs.	In	
this	paper,	based	on	the	closed‐loop	supply	chain	system	coupled	with	logis‐
tics	and	capital	flow,	a	system	dynamics	simulation	model	was	established	by	
using	Vensim	simulation	software	to	analyze	the	impact	of	COVID‐19	epidem‐
ic	 on	manufacturers,	 sellers	 and	 recyclers	 under	 five	 scenarios.	 The	 results	
show	 that	when	COVID‐19	 outbreaks	 occur,	 the	material	 flow	of	 each	main	
enterprise	in	the	closed‐loop	supply	chain	is	more	easily	influenced	than	the	
capital	 flow.	At	the	same	time,	 it	can	be	found	that	the	recyclers	 in	the	main	
enterprises	of	the	closed‐loop	supply	chain	are	more	easily	influenced	by	the	
material	 flow.	The	model	constructed	in	this	paper	has	applicability	and	can	
be	used	for	related	studies	of	closed‐loop	supply	chain	under	other	emergen‐
cies,	but	the	scene	design	should	be	carried	out	according	to	the	characteris‐
tics	of	emergencies	themselves.	
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1. Introduction

With	 the	 rapid	development	of	 social	 economy,	many	products	 fail	 to	meet	 the	 increasing	de‐
mands	of	 consumers	which	 to	a	 large	extent,	 accelerate	 the	replacement	of	products	and	pro‐
duces	a	 large	number	of	waste	products	 [1].	The	emergence	of	a	 large	number	of	 these	waste	
products	has	brought	great	pressure	on	social	and	environmental	benefits	and	economic	bene‐
fits,	which	has	become	the	focus	of	people’s	attention.	People	start	to	turn	their	attention	to	Cir‐
cular	 economy	 and	 Sustainable	Development	 [2].	 Therefore,	 manufacturers	 and	 sellers	 in	 the	
supply	chain	system	and	recyclers	outside	the	system	start	to	 form	a	closed‐loop	supply	chain	
system	jointly,	and	the	closed‐loop	supply	chain	is	such	a	unity	of	the	forward	supply	chain	and	
reverse	supply	chain	[3].	The	emergence	of	the	closed‐loop	supply	chain	makes	the	subject	en‐
terprise’s	material	 flow,	 information	 flow	and	capital	stream	flow	inside	the	closed	circulation	
system,	to	strengthen	the	main	body	of	the	relationship	between	the	enterprise	and	the	coopera‐
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tion.	It	not	only	makes	the	enterprise	to	reduce	logistics	cost,	to	enhance	logistics	efficiency	and	
economic	benefit	of	ascension	into	a	reality,	but	also	improves	the	environmental	benefits	and	
economic	benefits	of	society	as	a	whole,	and	it	has	become	the	focus	of	the	current	enterprise	[4,	
5].	 However,	 some	 uncertain	 emergencies	 may	 pose	 great	 challenges	 to	 the	 stability	 of	 the	
closed‐loop	 supply	 chain	 system.	 Most	 enterprises	 shut	 down	 and	 stop	 production,	 and	 the	
closed‐loop	supply	chain	appears	to	run	poorly	or	even	interrupt,	which	is	undoubtedly	a	major	
challenge	to	enterprises	and	the	supply	chain	itself	in	the	closed‐loop	supply	chain	[6,	7].	
Based	on	the	background	of	the	COVID‐19	outbreak,	this	paper	constructed	a	dynamics	model	

for	closed‐loop	supply	chain	system,	and	studied	the	impact	of	the	COVID‐19	outbreak	on	each	
main	enterprise	of	the	closed‐loop	supply	chain	from	the	perspective	of	the	coupling	of	material	
flow	and	capital	 flow.	In	this	paper,	a	total	of	5	scenarios	are	set	up,	and	the	system	dynamics	
model	constructed	is	simulated	by	using	Vensim	software,	so	as	to	observe	the	changes	of	inven‐
tory	and	capital	of	each	main	enterprise	in	the	closed‐loop	supply	chain.	In	addition,	suggestions	
are	advanced	according	to	the	simulation	results	to	promote	the	normal	operation	of	the	closed‐
loop	 supply	 chain	 system.	This	 study	 consists	 of	 three	main	 contributions:	 Firstly,	 system	dy‐
namics	 enabled	 us	 to	 analyze	 the	 changes	 of	 each	main	 enterprise	 in	 the	 closed‐loop	 supply	
chain	in	a	visual	way.	Secondly,	this	study	abandoned	the	previous	analysis	of	closed‐loop	sup‐
ply	chain	only	from	the	perspective	of	material	flow,	and	introduced	capital	flow	to	realize	the	
coupling	of	material	 flow	and	capital	 flow.	Thirdly,	 the	analysis	 results	of	 this	paper	provided	
evidence	 for	 maintaining	 the	 normal	 operation	 of	 the	 main	 enterprises	 and	 systems	 of	 the	
closed‐loop	supply	chain.	
The	rest	of	this	paper	is	organized	as	follows.	Section	2	is	a	literature	review.	Section	3	intro‐

duces	the	constructed	closed‐loop	supply	chain	coupling	system.	Section	4	studies	the	affected	
situation	 of	 each	main	 enterprise	 of	 the	 closed‐loop	 supply	 chain	 by	 simulating	 the	 dynamic	
model	of	the	closed‐loop	supply	chain	system	under	five	scenarios.	Section	5	is	related	discus‐
sion,	and	Section	6	summarizes	main	conclusions.	

2. Literature review 

At	present,	many	scholars	have	conducted	numerous	studies	on	the	impact	of	uncertain	emer‐
gencies	on	the	closed‐loop	supply	chain.	In	this	section,	we	introduce	some	high‐quality	litera‐
ture	related	to	the	topic	of	this	paper	on	some	aspects	of	impact,	content	and	research	methods.	
Through	literature	analysis,	we	know	that	various	uncertain	factors	or	events	will	have	a	sig‐

nificant	 impact	on	the	closed‐loop	supply	chain.	Morakabatchiankar	et	al.	 [8]	and	Cao	et	al.	 [9]	
analyzed	 the	 impact	 of	 uncertain	 demand	 on	 the	 closed‐loop	 supply	 chain,	 and	 improved	 the	
overall	 environmental	 and	 economic	 benefits	 of	 the	 closed‐loop	 supply	 chain	 by	 integrating	
product	management	or	supporting	retailers.	Liao	et	al.	[10]	concluded	that	by	running	optimal	
remanufacturing	theories	and	policies	to	guide	the	remanufacturing	activities	of	scrapped	con‐
struction	machinery	products	in	the	context	of	uncertain	procurement	and	demand,	the	goal	of	
resource	 utilization	 and	 profit	maximization	 in	 the	 closed‐loop	 supply	 chain	 can	 be	 achieved.	
Almaraj	et	al.	[11]	designed	a	multi‐cycle,	multi‐echelon	closed‐loop	supply	chain	method	to	deal	
with	the	impact	of	production	quality	uncertainty	on	the	closed‐loop	supply	chain.	Vandani	et	al.	
[12]	also	designed	a	closed‐loop	supply	chain	network	with	integrated	decision‐making	to	alle‐
viate	the	negative	impact	of	uncertain	delivery	time	on	the	closed‐loop	supply	chain.	Chen	et	al.	
[13]	argued	that	increasing	government	subsidies	could	reduce	the	incidence	of	income	uncer‐
tainty	on	the	closed‐loop	supply	chain.	Jessica	et	al.	[14]	found	that	the	disruption	at	the	down‐
stream	 level	 has	 a	 greater	 influence	 on	 the	 production	 capacity,	 inventory	 status,	 orders	 and	
other	 performance	 of	 the	 supply	 chain	 than	 the	 disruption	 at	 the	 upstream	 level	 by	 planning	
multilevel	 supply	 chain	 disruptions.	 Chen	 et	al.	 [15]	 built	 a	 closed‐loop	 supply	 chain	 network	
physical	 system	 that	 can	 obtain	 information	 such	 as	 production,	 inventory	 and	 demand,	 etc.	
They	believed	that	when	the	system	was	interrupted	by	interference	in	the	interaction	process,	
the	elasticity	measurement	of	supply	chain	was	of	great	significance	for	reducing	order	 loss	 in	
the	supply	chain.	Cuauhtemoc	et	al.	[16]	studied	the	impact	of	production	process	interruption	
caused	 by	mechanical	 failure	 on	 order	 transportation	 and	 company	 inventory	 level	 by	 taking	
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order	transportation	as	the	key	performance	index.	Shao	et	al.	[17]	took	lithium	supply	chain	as	
an	example	to	analyze	the	impact	of	demand	shock	of	new	energy	vehicles	and	supply	disruption	
of	 lithium	resources	on	 lithium	raw	material	 inventory,	 lithium	product	 inventory	and	 lithium	
social	 use	 inventory	 in	 lithium	 supply	 chain.	 Taking	 agricultural	 supply	 chain	 as	 an	 example,	
Wang	et	al.	[18]	studied	the	dynamic	impact	of	COVID‐19	on	China’s	live	pigs	market	price,	con‐
sumption	and	pork	inventory,	and	designed	five	supply	chain	disruption	scenarios.	
From	 the	 above,	 we	 know	 that	 the	 occurrence	 of	 various	 uncertain	 factors	 and	 uncertain	

events	will	have	an	impact	on	the	closed‐loop	supply	chain,	and	these	impacts	are	often	negative.	
As	a	large	network	system,	the	closed‐loop	supply	chain	is	influenced	and	connected	by	various	
enterprises	and	elements	within	the	system.	The	occurrence	of	negative	influences	is	bound	to	
affect	the	robustness	of	the	closed‐loop	supply	chain	system.	Therefore,	in	order	to	improve	the	
ability	of	the	closed‐loop	supply	chain	system	to	cope	with	external	uncertainties	and	maintain	
the	overall	robustness	of	the	closed‐loop	supply	chain	system,	the	research	on	the	robustness	of	
the	closed‐loop	supply	chain	system	cannot	be	ignored.	
Kim	et	al.	[19]	believed	that	the	uncertainty	of	reverse	logistics	would	affect	the	stability	of	the	

closed‐loop	supply	chain,	and	proposed	a	hybrid	holistic	model	and	robust	corresponding	model	
to	improve	the	response	ability	and	stability	of	the	closed‐loop	supply	chain	system.	Hassanpour	
et	al.	[20]	designed	a	robust	closed‐loop	supply	chain	network	model,	and	verified	its	effective‐
ness	in	the	robustness	of	closed‐loop	supply	chain	through	evaluation.	Taking	lead	acid	supply	
chain	as	an	example,	Fazli	et	al.	 [21]	proposed	an	effective	robust	programming	model.	Polo	et	
al.	[22]	established	a	robust	programming	model	of	the	closed‐loop	supply	chain	with	finance	as	
the	measurement	 index,	 and	 reflected	 the	 robustness	of	 the	 closed‐loop	 supply	 chain	 through	
performance.	 Abdolazimi	 et	al.	 [23]	 studied	 the	 robust	 design	 of	 the	 three‐stage	 closed‐loop	
supply	 chain	 network	 under	 multiple	 objectives	 by	 taking	 the	 tire	 factory	 as	 an	 example.	
Gholizadeh	et	al.	[24]	proposed	a	robust	feasible	optimization	method	for	the	closed‐loop	supply	
chain	network	of	disposable	electrical	appliances	to	maximize	the	value	of	waste	electrical	ap‐
pliances.	Mohammed	et	al.	 [25]	 and	Nayeri	et	al.	 [26]	designed	 a	 robust	model	 of	 closed‐loop	
supply	chain	in	the	context	of	uncertainty	in	the	external	business	environment.	Through	sensi‐
tivity	analysis	of	parameters	in	the	model,	the	robustness	of	the	model	was	verified,	and	the	in‐
fluence	 of	 increased	 uncertainty	 level	 at	 the	 robustness	 of	 closed‐loop	 supply	 chain	 was	 ob‐
tained.	
In	the	study	of	the	robustness	of	closed‐loop	supply	chain,	most	scholars	focused	on	robust‐

ness.	They	designed	a	robust	programming	model	of	closed‐loop	supply	chain,	or	propose	some	
robust	optimization	methods	to	deal	with	the	impact	of	uncertainties	or	emergencies	on	closed‐
loop	supply	chain,	so	as	to	maintain	the	robustness	of	closed‐loop	supply	chain	system.	
At	the	same	time,	according	to	literature	reading,	there	are	also	various	methods	to	study	the	

closed‐loop	supply	chain	system	based	on	uncertainty.	
Game	 theory	 has	 been	 used	 by	many	 scholars	 as	 a	way	 to	 study	 the	 interrelationships	 be‐

tween	system	structures.	Tan	et	al.	[27]	used	a	fuzzy	bargaining	game	to	solve	the	order	alloca‐
tion	problem	of	each	main	enterprise	in	the	closed‐loop	supply	chain	system	when	the	economic	
market	 is	 uncertain,	which	not	 only	 improves	 the	 operation	 efficiency	 of	 the	 system,	 but	 also	
ensures	 the	 provision	 of	 high‐quality	 service	 for	 customer	 service.	 Hosseini	 et	al.	 [28]	 took	 a	
pharmaceutical	company	as	an	example,	proposed	a	coordination	model	based	on	the	game	the‐
ory	method,	and	proved	that	the	coordination	model	could	improve	the	system’s	adaptability	to	
damage.	Based	on	the	uncertainty	of	product	quality,	Minyue	et	al.	[29]	constructed	a	game	the‐
ory	model,	believing	that	it	is	harmful	to	force	manufacturers	to	adopt	warranty	premium	poli‐
cies.	Wakhid	et	al.	[30]	established	the	Stacklberg	game	model	and	proves	that	centralized	deci‐
sion‐making	under	uncertain	economic	environment	can	benefit	 the	whole	closed‐loop	supply	
chain	system.	
In	 addition	 to	 game	 theory,	 some	 linear	 or	 nonlinear	 programming	methods	 have	 become	

common	methods	 for	 scholars	 to	 study	 closed‐loop	 supply	 chain	 systems.	Hao	et	al.	 [31]	pro‐
posed	a	random	mixed	integer	programming	model	for	the	sustainable	reverse	logistics	network	
of	waste	electronic	equipment	in	an	uncertain	environment,	and	verified	the	effectiveness	of	the	
random	model	by	solving	the	optimal	solution.	Pourjavad	et	al.	[32]	built	a	multi‐echelon,	multi‐
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period	fuzzy	multi‐objective	mixed	integer	linear	programming	model	based	on	the	uncertainty	
of	decision	factors	to	study	the	degree	of	environmental	and	cost	 impact,	and	designed	a	non‐
dominant	sorting	genetic	algorithm	to	solve	 the	model.	Dehghan	et	al.	 [33]	proposed	a	 robust	
fuzzy	planning	method	for	the	closed‐loop	supply	chain	network	of	general	edible	oil,	and	veri‐
fied	the	 feasibility	and	effectiveness	of	 the	method	 in	 the	case	of	mixed	uncertainty	of	various	
parameters	 through	 simulation.	 Ghomi	 et	al.	 [34]	 designs	 a	 closed‐loop	 supply	 chain	network	
multi‐objective	model	considering	random	interruption	and	shortage,	and	meets	customer	de‐
mand	 by	 adopting	 different	 elastic	 strategies.	 Fakhrzad	 et	 al.	 [35]	 proposed	 a	 production‐
distribution	fuzzy	multi‐objective	programming	method	based	on	the	green	closed‐loop	supply	
chain	to	study	how	to	reduce	carbon	emissions	from	vehicle	movement	under	uncertain	condi‐
tions.	 Santander	et	al.	 [36]	 constructed	a	mixed	 integer	 linear	programming	model	 for	 the	3D	
printing	plastic	closed‐loop	supply	chain	network.	Through	analysis,	 it	 can	be	known	 that	 this	
plastic	recycling	method	can	produce	better	environmental	and	economic	benefits.	
However,	whether	it	is	game	theory	or	linear	or	nonlinear	programming,	we	can	see	that	there	

are	still	 limitations	in	the	study	of	closed‐loop	supply	chain	under	the	influence	of	uncertainty.	
These	methods	can	only	analyze	the	relationship	between	the	system	structure	to	study	the	in‐
fluence	of	various	uncertainties	on	the	closed‐loop	supply	chain	 in	the	current	scenario	or	the	
future	in	a	short	time	and	provide	various	methods	and	suggestions	for	reducing	such	influence,	
but	cannot	study	the	development	trend	of	the	closed‐loop	supply	chain	system	in	the	future	for	
a	long	time	from	a	long‐term	perspective.	
Based	on	this	analysis,	the	advantages	of	the	system	dynamics	approach	appear	and	are	used	

by	many	scholars.	From	a	 long‐term	perspective,	 system	dynamics	 is	 a	discipline	 to	 study	 the	
relationship	 between	 the	 internal	 and	 external	 structures	 and	 elements	 of	 the	 system,	 and	 to	
solve	 the	 problems	 existing	 in	 the	 system	 from	 a	 long‐term	 perspective.	 Taking	 agricultural	
waste	as	the	research	object,	Zhao	et	al.	[37]	built	a	closed‐loop	supply	chain	system	dynamics	
model,	and	simulated	the	model	with	carbon	emission	as	the	index,	in	order	to	improve	the	eco‐
logical	efficiency	of	the	closed‐loop	supply	chain	system.	Goltsos	et	al.	[38]	explored	how	differ‐
ent	 fields	and	disciplines	adapt	 to	 the	performance	of	uncertainty	 in	 terms	of	supply,	process,	
demand	and	control	by	building	a	closed‐loop	supply	chain	system	dynamics	model,	and	provid‐
ed	research	ideas	for	enterprises.	Based	on	the	demand	and	return	of	the	incentive	dependence	
of	 the	 closed‐loop	 supply	 chain,	 Zhao	 et	al.	 [39]	 constructed	 a	multi‐stage	 closed‐loop	 supply	
chain	system	dynamics	model	to	study	the	benefits	of	the	closed‐loop	supply	chain	system	under	
the	 condition	of	providing	 incentives.	Miao	et	al.	 [40]	 took	waste	 e‐waste	 as	 an	example,	 con‐
structs	 a	dynamic	model	of	 a	 closed‐loop	 supply	 chain	 system	 for	mixed	 recycling,	 and	deter‐
mines	the	optimal	proportion	of	recycling	distribution	among	various	main	enterprises	through	
simulation,	thus	improving	the	recovery	rate	of	e‐waste.	Xue	et	al.	[41]	also	took	waste	e‐waste	
as	an	example	and	constructs	a	closed‐loop	supply	chain	system	dynamics	model	dominated	by	
retailers	to	study	the	impact	of	waste	e‐waste	recovery	in	the	closed‐loop	supply	chain.	
In	addition,	there	are	many	other	methods	to	study	the	closed‐loop	supply	chain	under	uncer‐

tain	 environment.	 Huang	 et	al.	 [42]	 proposed	 an	 uncertain	 representation	 method	 based	 on	
modal	interval	in	the	case	of	product	quality	uncertainty,	and	confirmed	the	effectiveness	of	this	
method	 in	 terms	 of	 collection	 strategy	 by	 comparing	 it	 with	 the	 traditional	 scenarie‐based	
method.	Sahebjamnia	et	al.	[43]	proposed	a	hybrid	element	heuristic	algorithm	based	on	the	tire	
closed‐loop	 supply	 chain	network	 to	 find	 the	optimal	 solution	 for	 the	 total	 cost	of	 the	 closed‐
loop	 supply	 chain	model.	 Zarbakhshnia	 et	al.	 [44]	 also	 proposed	 a	 non‐dominant	 sequencing	
genetic	 algorithm	 by	 building	 a	 sustainable	 closed‐loop	 supply	 chain	model	 to	 help	 solve	 the	
problem	of	carbon	dioxide	emission	cost	 in	 the	operation	process	of	closed‐loop	supply	chain.	
Michael	 et	al.	 [45]	 developed	 a	 two‐stage	 reverse	 supply	 chain	 multi‐objective	 optimization	
model	to	study	the	performance	of	closed‐loop	supply	chain	in	the	case	of	uncertain	supply	and	
demand.	By	solving	the	model	using	the	ε‐constraint	method,	it	was	found	that	the	model	could	
promote	the	improvement	of	performance	level	of	closed‐loop	supply	chain.	
Through	 the	 analysis	 of	 literature,	 it	 is	 found	 that	 although	 scholars	 have	 done	 a	 lot	 of	 re‐

search	on	the	closed‐loop	supply	chain	in	uncertain	emergencies,	 they	mainly	analyze	the	per‐
formance	of	the	closed‐loop	supply	chain	from	the	perspective	of	material	flow,	and	seldom	con‐
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sider	and	analyze	the	capital	 flow	of	the	main	enterprises	of	 the	closed‐loop	supply	chain	[46‐
50].	 In	many	cases,	 the	hidden	research	hypothesis	of	 the	main	enterprises	of	 the	 closed‐loop	
supply	chain	in	the	case	of	sudden	uncertainty	shows	that	the	capital	flow	of	enterprises	will	not	
be	greatly	affected,	but	this	is	greatly	deviated	from	the	actual	situation.	The	capital	flow	of	an	
enterprise	not	only	directly	determines	the	operation	of	a	single	manufacturer,	but	also	affects	
the	operation	of	other	main	manufacturers	in	the	closed‐loop	supply	chain.	Therefore,	the	capi‐
tal	flow	of	the	main	enterprises	in	the	closed‐loop	supply	chain	should	not	be	ignored	in	the	case	
of	an	uncertain	emergency.	Therefore,	from	the	perspective	of	the	coupling	of	material	flow	and	
capital	 flow	 in	 the	 closed‐loop	 supply	 chain,	 this	 paper	 studies	 the	 short‐term	 interruption	of	
material	 flow	 in	 the	 closed‐loop	 supply	 chain	 under	 the	 influence	 of	 COVID‐19	 epidemic,	 the	
impact	on	the	fluctuations	of	all	main	enterprises	in	the	closed‐loop	supply	chain	and	the	recov‐
ery	of	enterprises.	

3. Construction of a closed‐loop supply chain coupling system model 

3.1 Causal analysis 

Causal	analysis	is	a	way	of	showing	the	causal	relationship	between	phenomena	or	things,	and	is	
an	important	part	of	system	dynamics.	Using	Vensim	simulation	software,	complex	system	rela‐
tionships	can	be	represented	in	a	simple	and	clear	way.	Fig.	1	is	the	causal	diagram	of	the	closed‐
loop	supply	chain	system.	
M	Inventory‐M	Delivery	rate‐R	Inventory‐R	Sales	rate‐Weekly	output	of	waste	products‐T	Re‐

covery‐T	Inventory‐M	Remanufacturing	rate‐MN	Order	rate‐M	Manufacturing	rate‐M	Inventory.	
In	the	feedback	loop,	manufacturers’	inventories	will	improve	their	delivery	rate,	and	make	the	
dealer	inventories.	Dealer	inventory	will	increase	their	sales,	increase	the	circulation	of	products	
on	the	market,	further	increase	in	the	number	of	waste	products	will	be	produced	per	week,	to	
reduce	market	pressure,	recovery	of	chamber	of	commerce	to	increase	recycling	of	waste	prod‐
ucts,	thus	recyclers	inventories	will	make	recyclers	to	provide	manufacturers	for	remanufactur‐
ing	product	quantity	increase,	which	will	increase	the	rate	of	manufacturers	of	remanufacturing,	
new	product	 remanufacturing	rate	 increase	would	make	manufacturers	order	 rate	 is	 reduced.	
Lower	order	rate	of	new	products	will	lead	to	lower	manufacturing	rate	of	manufacturers,	and	
eventually	lead	to	lower	inventory	of	manufacturers.	
M	Capital‐M	New	product	manufacturing	capacity‐MN	Order	rate‐M	Manufacturing	rate‐M	In‐

ventory‐M	Delivery	rate‐R	Inventory‐R	Sales	rate‐Weekly	waste	product	production‐T	Recovery	
rate‐T	 Inventory‐M	Remanufacturing	rate‐Remanufacturing	cost‐M	Cost‐M	Capital.	 In	 the	 feed‐
back	 loop,	 the	 funds	would	 increase	manufacturers	on	new	product	manufacturing	 capability,	
which	will	 increase	the	rate	of	manufacturers	order	new	products.	New	product	order	rate	 in‐
crease	would	lead	to	manufacturers	manufacturing	rate	increases,	and	this	will	enable	manufac‐
turers	inventories	and	shipping	rates	increased.	Thereby	sellers	increase	sales,	and	this	will	lead	
to	increase	in	the	number	of	market	products,	produce	a	large	number	of	waste	products,	there‐
fore	improve	the	recovery	rate	of	waste	products	recycling	chamber	of	commerce,	and	lead	to	
recyclers	to	raise	the	level	of	inventory.	The	increase	in	the	inventory	of	recyclers	will	improve	
the	quantity	of	products	provided	by	recyclers	to	manufacturers	for	remanufacturing,	which	will	
enhance	 the	remanufacturing	rate	and	remanufacturing	cost	of	manufacturers.	Thus	 it	will	 in‐
crease	the	production	cost	of	products	for	manufacturers,	and	finally	affects	the	capital	level	of	
manufacturers.	
T	Capital‐T	Recovery	ability‐T	Recovery	rate‐T	Product	recovery	cost‐T	Cost‐T	Capital.	In	this	

feedback	loop,	the	improvement	of	the	fund	level	of	the	recycler	will	encourage	the	recycler	to	
have	more	money	to	recycle	the	waste	products	in	the	market,	and	improve	its	recovery	capacity	
and	 recovery	 rate.	 The	 improvement	 of	 the	 recovery	 rate	 of	waste	 products	will	 increase	 the	
product	recovery	cost	and	overall	cost	of	the	recycler,	and	thus	reduce	the	fund	level	of	the	recy‐
cler.	
Similarly,	the	causal	feedback	relationship	between	M	capital	and	R	capital	is	similar	to	that	of	

T	capital.	Due	to	the	limited	space	of	this	article,	too	many	details	will	not	be	described	here.	
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Fig.	1	Causal	diagram	of	the	closed‐loop	supply	chain	system 

3.2 Construction of the system dynamic flow diagram model 

According	to	the	above	causal	relationship	analysis	diagram,	 it	can	be	observed	that	there	 is	a	
causal	relationship	between	variables.	By	using	Vensim	simulation	software	and	the	principle	of	
system	dynamics,	a	closed‐loop	supply	chain	system	flow	diagram	with	the	coupling	of	material	
flow	and	capital	flow	was	constructed,	which	was	divided	into	the	material	flow	subsystem	flow	
diagram	and	capital	flow	subsystem	flow	diagram,	as	shown	in	Fig.	2	and	Fig.	3.	
As	can	be	seen	from	the	flow	diagram	of	the	material	flow	subsystem	in	Fig.	2,	the	subsystem	

mainly	simulates	the	flow	of	products	between	the	main	enterprises	of	 the	closed‐loop	supply	
chain	and	 the	 changes	of	 the	 inventory	of	 each	main	 enterprise.	Among	 them,	M	 Inventory,	R	
Inventory	 and	T	 Inventory	 are	 the	 state	 variables,	which	mainly	 reflect	 the	 inventory	 level	 of	
each	main	enterprise	in	the	system.	M	manufacturing	rate,	M	remanufacturing	rate,	M	delivery	
rate,	R	sales	rate	and	T	recovery	rate	are	rate	variables,	which	mainly	reflect	the	change	rate	of	
product	inventory	quantity	of	each	main	enterprise.	M	Ordering	rate,	MN	Ordering	rate,	R	Order‐
ing	rate,	C	Quantity	demanded	and	MR	Ordering	rate	are	auxiliary	variables.	M	Production	delay,	
M	Delivery	delay,	M	Remanufacturing	delay,	T	Recovery	delay	and	so	on	are	constant	variables.	
In	 the	material	 flow	subsystem,	manufacturers	mainly	 engage	 in	production	activities	by	pur‐
chasing	raw	materials	or	recycled	waste	products	 from	recyclers.	According	to	 the	market	de‐
mand,	 the	 seller	determines	 its	own	order	 rate	 and	 issues	order	 request	 to	 the	manufacturer.	
The	manufacturer	sends	 the	goods	according	 to	 the	seller's	order.	When	 the	product	 is	 trans‐
ported	from	the	manufacturer’s	warehouse	to	the	seller's	warehouse,	the	seller	starts	to	sell	the	
product	to	the	market.	After	the	end	of	the	product	life	cycle	in	the	market,	waste	products	will	
be	recovered	by	the	recycler,	who	will	sell	the	waste	products	recovered	in	the	warehouse	to	the	
manufacturer	for	remanufacturing,	so	as	to	realize	the	circulation	of	products.	
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Fig.	2	Material	flow	subsystem	flow	diagram	

	
It	can	be	seen	from	the	fund	flow	subsystem	in	Fig.	3	that	this	subsystem	mainly	simulates	the	

change	of	the	fund	level	of	each	main	enterprise	in	the	closed‐loop	supply	chain.	As	the	closed‐
loop	supply	chain	system	based	on	the	coupling	of	material	flow	and	capital	flow	is	constructed	
in	this	paper,	the	subsystem	is	greatly	affected	by	the	material	flow	subsystem	and	changes	with	
the	change	of	material	flow.	In	the	subsystem	of	capital	flow,	the	state	variables	mainly	include	
M	 capital,	R	 Capital	 and	T	Capital,	which	mainly	 reflect	 the	capital	 status	of	 each	subject.	Rate	
variables	 include	M	Cost	and	M	Revenue,	R	Cost	and	R	Revenue,	T	Cost	and	T	Revenue,	which	
mainly	reflect	the	changes	of	cost	and	revenue	of	each	main	enterprise.	M	New	product	manufac‐
turing	capacity,	M	Reproduct	manufacturing	capacity,	R	Sales	capacity,	T	Recovery	capacity	and	
so	on	are	auxiliary	variables;	M	Fixed	expenditure,	R	Fixed	expenditure,	T	Fixed	expenditure	and	
commodity	depreciation	rate	are	constant	variables.	 In	the	fund	flow	subsystem,	the	manufac‐
turer	mainly	generates	costs	by	purchasing	raw	materials	or	waste	products	from	recyclers	and	
earns	revenue	by	selling	new	products	or	reproduce	to	distributors.	For	sellers,	the	purchase	of	
products	 from	manufacturers	 is	 their	 cost	 expenditure,	 and	 their	 source	 of	 income	 is	mainly	
obtained	by	selling	products	to	the	market.	After	the	end	of	the	product	life	cycle	in	the	market,	
the	recycler	collects	waste	products	and	generates	costs.	After	that,	the	recycler	sells	the	recov‐
ered	waste	products	to	the	manufacturer	to	obtain	income.	Manufacturers	buy	waste	products	
from	recyclers	for	remanufacturing,	and	the	money	start	a	new	cycle.	The	capital	of	each	main	
enterprise	in	the	subsystem	is	mainly	expressed	as	the	difference	between	its	income	and	cost.	
By	analyzing	the	relationship	between	the	income	and	cost	of	each	main	enterprise,	the	capital	
status	of	the	enterprise	is	analyzed	to	realize	the	flow	of	capital	in	the	closed‐loop	supply	chain	
system.	
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Fig.	3	Capital	flows	subsystem	flow	chart 

3.3 Design of main model parameters and equations 

Notations	

Some	variables	are	set	in	this	paper,	and	the	symbol	setting	is	shown	in	Table	1.	
	

Table	1	Symbol	settings	
Variable	 Explain	 Variable Explain	
M	 Manufacturers	 MN The	new	product	
R	 Sellers MR Remanufactured	product
T	 Recyclers	 C Consumer	demand	
Msc	 M	Safety	stock	coefficient Ri R Inventory	
Mit	 M	Inventory	adjustment	time Rsr R sales	rate	
Mpd	 M	Production	delay	 Rss R Safety	stock	
Mdd	 M	Delay	in	delivery	 Ts T Stock	
Mrd	 M	Remanufacturing	delay Tr T Recovery	
Trd	 T	Recovery	delay	 Mr M Recovery	
Tsc	 T	Safety	stock	coefficient Rr R Recovery	
Tit	 T	Inventory	adjustment	time Mc M Capital	
Br	 Benchmark	recovery	ratio Tc T Capital	
Crt	 C	Requires	smoothing	time Rc R Capital	
Rsc	 R	Safety	stock	coefficient Mco M Cost	
Rit	 R	Inventory	adjustment	time Tco T Cost
Mi	 M	Inventory	 Rco R Cost
Mrr	 M	Remanufacturing	rate Er Expected	remanufacturing	rate
Mmr	 M	Manufacturing	rate	 Ti T Inventory	
Mdr	 M	Delivery	rate	 MNo MN Ordering	rate	
Mss	 M	Safety	stock	 Cd C Demand	
rc	 Rework	cost	 Mfe M Fixed	expenditure	
nc	 New	product	cost	 Mpc M Product	cost	
Tpc	 T	Product	recovery	cost Rfe R Fixed	expenditure	
wp	 Weekly	waste	product	production Tfe T Fixed	expenditure	
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Parameter	setting	

The	main	constant	parameter	settings	in	this	model	are	shown	in	Table	2.	Among	them,	Mpd,	Mdd,	
Mrd	and	Mrd	are	all	within	a	reasonable	time,	which	conforms	to	the	situation	that	there	are	some	
delays	among	all	main	enterprises	in	the	closed‐loop	supply	chain	system	under	the	normal	so‐
cial	and	economic	environment.	According	to	the	relevant	research	of	Professor	Zhang	Yuchun’s	
team,	[51]	Msc	and	Tsc	are	0.2,	Rsc	is	0.3,	Tit	and	Rit	are	3,	Mit	is	5,	Br	is	0.2,	and	Crt	is	3.	
	

Table	2	Main	constant	parameter	settings	

Main	equation	design	

In	order	to	describe	the	impact	and	recovery	of	each	entity	in	the	closed‐loop	supply	chain	under	
the	short‐term	interruption	of	material	flow	during	COVID‐19	outbreak,	this	paper	simulated	the	
model	based	on	the	original	model	data	of	Professor	Zhang	Yuchun	and	his	team	[51].	Through	
the	 above	 causal	 relationship	 analysis,	 the	 relationship	 between	 the	 variables	 in	 the	model	 is	
clarified	and	the	equation	is	constructed.	Formula	settings	for	the	main	variables	are	shown	be‐
low.	

4. Simulation and results 

The	relevant	settings	of	this	model	are	as	follows:	INITIAL	TIME	=	0;	FINAL	TIME	=	300;	TIME	
STEP	=	1,	that	is,	the	initial	TIME	of	model	simulation	is	0,	the	end	TIME	is	300,	and	the	simula‐
tion	TIME	STEP	is	1.	In	this	paper,	the	Vensim	simulation	software	is	mainly	used	to	model	and	
simulate,	 and	 the	model	 inspection	and	unit	 inspection	 functions	 inherent	 in	 the	 software	are	

Variable	 Numerical Variable Numerical
Msc	 0.2 Tsc 0.2	

Mit	 5 Tit 3	
Mpd	 5 Br 0.2	
Mdd	 1 Crt 3	
Mrd		 3 Rsc 0.3	
Trd		 2 Rit	 3	

Mi	ൌ	INTEG	ሺMAX	ሺMrr		൅	Mmr – Mdr,	0ሻሻ; Initial	Value ൌ Mss (1)

Ri	ൌ	INTEG	ሺMdr			–	Rsr	ሻ;		Initial	Value ൌ Rss (2)

Ts	ൌ	INTEG	ሺMAX	ሺTr		–	Mrr		,	0ሻሻ;		Initial	Value ൌ T Initial	inventory	Value	 (3)

Mc	ൌ	INTEG	ሺMAX	ሺMr			–	Mco , 0ሻሻ; 	Initial	Value ൌ 0 (4)

Rc		ൌ	INTEG	ሺRr		–	Rcoሻ;		Initial	Value ൌ 0	 (5)

Tc		ൌ	INTEG	ሺTr			–	Tcoሻ;		Initial	Value ൌ 0	 (6)

Mmr		ൌ	DELAY3I	ሺMAX	ሺMNo, 0ሻ, Mpd, Initial	value	1 ሻ (7)

Mrr	ൌ	MIN	ሺEr ,	Ti	ሻ	 (8)

Mdr	ൌ	MIN	ሺMi	,	Expected	delivery	rateሻ (9)

Rsr	ൌ	MIN	ሺCd ,	Riሻ	 (10)

Mco	ൌ	MIN	ሺMc		,	Mfe		൅	rc		൅	ncሻ (11)

Mr	ൌ	Mdr		൉	R Ordering	unit	price (12)

Rco	ൌ	MIN	ሺRc ,	Mpc		൅	Rfeሻ	 (13)

Rr	ൌ	Rsr	൉	Sales	unit	price	 (14)

Tco	ൌ	MIN	ሺTc ,	Tpc		൅	Tfeሻ	 (15)

Tr		ൌ	rc	;		Cd		ൌ	ሺRANDOM	UNIFORM ሺ5000,	7000,	0ሻ ൅	3000 ൉ Time		 (16)
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used	to	test	and	verify	the	model,	so	as	to	realize	the	real	reproduction	of	the	real	closed‐loop	
supply	chain	system	in	the	simulation	software. 

4.1 Original base scenario 

Closed‐loop	 supply	 chain	 is	 the	organic	unity	 of	 the	 forward	 supply	 chain	 and	 reverse	 supply	
chain.	Its	existence	promotes	the	circulation	flow	of	products	from	production	to	sales,	and	then	
to	recycling	and	remanufacturing.	However,	when	COVID‐19	outbreak	occurs,	all	kinds	of	delays	
in	the	closed‐loop	supply	chain	will	increase,	and	the	circulation	flow	of	products	within	the	sys‐
tem	will	be	affected,	and	the	operation	of	major	enterprises	will	also	be	severely	hit.	Based	on	
this,	5	scenarios	were	set	up	to	simulate	the	response	of	the	closed‐loop	supply	chain	in	the	case	
of	COVID‐19	outbreak.	The	5	scenarios	are	the	original	baseline	scenario,	the	burst	base	scenar‐
io,	the	burst‐recovery	time	for	10	weeks	scenario,	the	burst‐recovery	time	for	20	weeks	scenar‐
io,	and	the	burst‐recovery	time	for	30	weeks	scenario.	Various	delay	time	settings	under	differ‐
ent	situations	are	shown	in	Table	3.	
	

Table	3	Various	delay	times	under	different	situations 
Scenario	 Mpd Mdd Mrd	 Trd
Original	baseline	scenario	 5 1 3	 2
Burst	base	scenario	 10 6 8	 7
Burst‐Recovery	time	10	weeks	scenario 10 6 8	 7
Burst‐Recovery	time	20	weeks	scenario 10 6 8	 7
Burst‐Recovery	time	30	weeks	scenario 10 6 8	 7

Original	baseline	scenario	

Original	 baseline	 scenario	 mainly	 simulates	 the	 normal	 social	 economic	 environment	 closed‐
loop	 supply	 chain	 enterprises’	 operation	 and	 subjects	 to	 the	 closed‐loop	 supply	 chain	 system	
under	this	situation	was	not	affected	by	the	presence	of	COVID‐19	outbreak,	each	kind	of	delay	
time	to	keep	within	a	reasonable	time	range,	is	set	to	Mpd	for	5	weeks,	Mdd	for	1	week,	Mrd	for	3	
weeks	and	Trd	for	2	weeks.	At	the	same	time,	under	the	original	baseline	scenario,	the	manufac‐
turer’s	manufacturing	rate	and	remanufacturing	rate	as	well	as	the	recovery	rate	of	waste	prod‐
ucts	of	the	recycler	are	relatively	stable.	The	specific	variable	formula	is	designed	as	follows.	

Burst	base	scenario	

The	burst	base	scenario	is	mainly	to	simulate	the	impact	of	the	main	enterprises	in	the	closed‐
loop	supply	chain	system	when	COVID‐19	outbreak	occurs.	In	this	scenario,	the	material	flow	of	
the	closed‐loop	supply	chain	begins	to	be	interrupted	from	the	COVID‐19	outbreak	at	week	120	
for	a	duration	of	10	weeks,	and	all	kinds	of	delay	times	are	increased	by	5	weeks	under	the	influ‐
ence	of	the	outbreak.	When	the	interruption	ends,	the	delay	time	returns	to	normal	until	the	end	
of	the	model	operation.	The	specific	variable	formula	is	designed	as	follows.	

Mmr		ൌ	DELAY3I ሺMAX ሺMNo ,	0ሻ,	Mpd ,	Initial	value	1ሻ	 (17)

Mrr		ൌ	MIN	ሺEr , Tiሻ (18)

Tr		ൌ	Expected	recovery (19)

Mmr		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	DELAY3I ሺMAX ሺMNo , 0ሻ,	Mpd ,	Initial	value	1ሻ,	
IF	THEN	ELSE	ሺTime	൐	130,	DELAY3I ሺMAX ሺMNo , 0ሻ,	Mpd ,	Initial	value	1ሻ,	0ሻሻ		

(20)

Mrr		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	MIN ሺEr ,Tsሻ,	IF	THEN	ELSE ሺTime ൐ 130,	MIN	ሺEr	,	Tsሻ,	0ሻሻ	(21)
Tr		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	Er	,	IF	THEN	ELSE ሺTime ൐ 130,	Expected	recovery,	0ሻሻ		 (22)

Mpd		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	5,	IF	THEN	ELSE	ሺTime ൐ 130,	5,	10	ሻሻ (23)

Mdd			ൌ	IF	THEN	ELSE	ሺTime	൏	120,	1,	IF	THEN	ELSE ሺTime ൐ 130,	1,	6ሻሻ (24)

Mrd		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	3,	IF	THEN	ELSE	ሺTime ൐ 130,	3,	8ሻሻ (25)

Trd		ൌ	IF	THEN	ELSE	ሺTime	൏	120,	2,	IF	THEN	ELSE ሺTime ൐ 130,	2	,	7ሻሻ (26)
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Burst‐Recovery	time	10	weeks	scenario	

Burst‐Recovery	time	10	weeks	scenario	on	the	closed‐loop	supply	chain	system	in	the	burst	base	
scenario	 on	 the	 basis	 of	 further	 research,	 the	 situation	 is	 not	 only	 assume	 120	weeks	 to	 130	
weeks	 between	 the	 closed‐loop	 supply	 chain	 system	due	 to	 short‐term	 disruptions	 COVID‐19	
outbreak	material	flow,	considerate	and	hypothesis	from	the	130‐th	to	140‐th	week	between	10	
weeks	of	 recovery,	 at	 the	 same	 time	affected	by	 the	epidemic,	 increase	5	weeks	of	delay	 time	
starting	 from	 the	 interrupt,	 continue	 to	 the	 end	 of	 the	 recovery	 period.	 The	 specific	 variable	
formula	is	designed	as	follows.	

Burst‐Recovery	time	20	weeks	scenario	

Burst‐Recovery	time	20	weeks	scenario	is	also	studied	on	the	basis	of	the	burst	base	scenario,	
which	differs	from	the	burst‐recovery	time	10	weeks	scenario	mainly	in	the	material	flow	recov‐
ery	period.	In	this	scenario,	the	material	flow	recovery	period	is	longer,	from	130	to	150	weeks,	
and	the	recovery	period	 is	20	weeks.	At	 the	same	time,	 the	duration	of	all	kinds	of	delay	 time	
increase	in	the	closed‐loop	supply	chain	system	is	10	weeks	longer	than	the	previous	scenario,	
and	other	relevant	scenario	settings	are	the	same.	The	specific	variable	 formula	is	designed	as	
follows.	

Burst‐Recovery	time	30	weeks	scenario	

Burst‐Recovery	time	30	weeks	scenario	is	similar	to	the	previous	two	scenarios,	except	for	the	
difference	 in	 the	 recovery	 period.	 In	 this	 scenario,	 the	 recovery	 cycle	 of	 material	 flow	 is	 30	
weeks,	from	130	to	160	weeks.	The	longer	the	delay	time,	the	longer	the	phenomenon	lasts.	The	
settings	for	other	scenarios	are	the	same.	The	specific	variable	formula	is	designed	as	follows.	

4.2 Analysis of the impact of manufacturer changes 

It	can	be	seen	from	Fig.	4	that	the	manufacturer's	inventory	changes	were	relatively	stable	under	
the	burst	base	scenario.	Under	the	burst	base	scenario,	 the	manufacturer's	 inventory	began	to	
decline	 from	 the	 short‐term	 interruption	 of	 COVID‐19	outbreak	material	 flow	 in	week	120	 to	
zero,	followed	by	a	sharp	rise,	peaked	at	week	141,	then	began	to	decline	sharply,	and	gradually	
returned	to	normal	after	a	small	 fluctuation.	At	the	same	time,	it	can	be	observed	in	the	figure	
that	when	the	recovery	period	 is	10	weeks,	20	weeks	and	30	weeks,	 there	 is	a	 lag	 in	 the	 time	
when	the	manufacturer	inventory	reaches	its	peak.	

Mpd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	5,	IF	THEN	ELSE	ሺTime ൐ 140,	5,	10ሻሻ	 (27)

Mdd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	1,	IF	THEN	ELSE ሺTime ൐ 140,	1,	6ሻሻ	 (28)

Mrd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	3,	IF	THEN	ELSE	ሺTime ൐ 140,	3,	8ሻሻ	 (29)

Trd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	2, IF	THEN	ELSE ሺTime ൐ 140,	2	,	7ሻሻ	 (30)

Mpd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	5,	IF	THEN	ELSE	ሺTime ൐ 150,	5,	10ሻሻ	 (31)

Mdd		ൌ	IF	THEN	ELSE	ሺTime		൏ 120,	1,	IF	THEN	ELSE ሺTime ൐ 150,	1,	6ሻሻ	 (32)

Mrd		ൌ	IF	THEN	ELSE	ሺTime		൏ 120,	3,	IF	THEN	ELSE	ሺTime ൐ 150,	3,	8ሻሻ	 (33)

Trd		ൌ	IF	THEN	ELSE	ሺTime		൏ 120,	2, IF	THEN	ELSE ሺTime ൐ 150,	2	,	7ሻሻ	 (34)

Mpd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	5,	IF	THEN	ELSE	ሺTime ൐ 160,	5,	10ሻሻ	 (35)

Mdd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	1,	IF	THEN	ELSE ሺTime ൐ 160,	1,	6ሻሻ	 (36)

Mrd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	3,	IF	THEN	ELSE	ሺTime ൐ 160,	3,	8ሻሻ	 (37)

Trd		ൌ	IF	THEN	ELSE	ሺTime	൏ 120,	2, IF	THEN	ELSE ሺTime ൐ 160,	2	,	7ሻሻ	 (38)
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Fig.	4	Changes	of	M	inventory	under	different	scenarios.	

	

Fig.	5	shows	the	variation	of	manufacturer's	revenue	under	different	scenarios.	It	can	be	ob‐
served	in	the	figure	that,	compared	with	the	original	baseline	scenario,	when	COVID‐19	outbreak	
occurred,	 the	manufacturer's	revenue	showed	a	downward	trend	under	the	base	scenario	and	
the	outbreak‐recovery	period	of	10	weeks,	20	weeks	and	30	weeks,	respectively.	After	the	end	of	
the	 epidemic,	 the	manufacturer's	 income	 in	 the	 burst	 base	 scenario	 rose	 sharply,	 reached	 its	
peak	in	the	133rd	week,	then	began	to	decline	and	gradually	returned	to	normal,	while	the	time	
of	 the	 outbreak	 and	 recovery	was	 10	weeks,	 20	weeks	 and	 30	weeks	 respectively.	 The	 time	
when	the	manufacturer’s	income	began	to	rise	and	reached	its	peak	showed	different	lags.	At	the	
same	time,	it	can	be	seen	from	the	figure	that	the	peak	value	of	the	manufacturer’s	revenue	in	
the	burst‐recovery	period	of	10	weeks,	20	weeks	and	30	weeks	is	higher	than	that	in	the	burst	
base	scenario.	

	
	

Fig.	5	Changes	of	M	income	under	different	scenarios	

4.3 Analysis of the impact of seller changes 

As	can	be	seen	from	Fig.	6,	compared	with	the	original	baseline	scenario,	under	the	burst	base	
scenario,	retailer	stocks	began	to	decline	from	the	short‐term	interruption	of	COVID‐19	epidem‐
ic	material	flow,	and	began	to	rise	and	return	to	normal	after	the	outbreak.	However,	under	the	
circumstances	of	10	weeks,	20	weeks,	and	30	weeks	of	the	emergency‐recovery	period,	the	sell‐
er’s	inventory	began	to	increase	significantly	after	the	end	of	the	recovery	period,	but	the	inven‐
tory	level	began	to	rise	at	different	times	under	different	circumstances.	
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Fig.	6	Changes	of	R	inventory	under	different	scenarios	

	
Fig.	7	shows	that	compared	with	the	original	baseline	scenario,	although	the	seller	capital	in	

the	burst	base	scenario	and	convalescence	respectively	for	10	weeks,	20	weeks,	30	weeks	sce‐
nario,	in	short‐term	COVID‐19	outbreak	phase	material	flow	interruption	of	a	slight	decline,	but	
generally	speaking,	the	capital	level	of	sellers	fluctuates	relatively	uniformly.	

	
Fig.	7	Changes	of	R	funds	under	different	scenarios	

4.4 Analysis of the impact of changes in recyclers 

As	can	be	seen	from	Fig.	8,	under	the	burst	base	scenario,	the	inventory	changes	of	recyclers	are	
relatively	 stable	 and	 show	an	upward	 trend.	But	 in	 the	 burst	 base	 scenario,	when	 short‐term	
COVID‐19	outbreak	material	flow	is	interrupted,	dealer	inventory	levels	after	balance	short,	be‐
gan	to	decline	and	volatility,	starting	from	the	138‐th	week	inventory	increase	and	keep	nearly	
20	weeks	of	steady	state,	after	the	stock	has	fallen	dramatically,	after	several	fluctuations	gradu‐
ally	returned	to	normal.	At	the	same	time,	it	can	be	observed	in	the	figure	that	when	the	recov‐
ery	period	is	10	weeks,	20	weeks	and	30	weeks	respectively,	the	inventory	level	of	sellers	will	
change	 significantly.	 In	 addition	 to	 lagging	 behind	 the	 burst	 base	 scenario	 in	 terms	of	 change	
time,	the	most	obvious	change	is	that	the	inventory	level	in	the	recovery	period	scenario	is	sig‐
nificantly	higher	than	that	in	the	burst	base	scenario.	
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Fig.	8	Changes	of	T	inventory	under	different	scenarios	

It	can	be	seen	from	Fig.	9	that	the	funds	of	recyclers	have	the	most	obvious	changes	compared	
with	the	funds	of	manufacturers	and	sellers.	When	the	material	flow	of	the	COVID‐19	outbreak	is	
interrupted	for	a	short	period,	the	recycler’s	funds	do	not	rise	and	remain	at	a	relatively	stable	
level.	Starting	from	week	160,	the	funds	start	to	rise,	which	is	similar	to	the	tendency	of	the	fund	
level	under	the	original	baseline	scenario,	but	the	fund	level	is	lower	than	the	original	baseline	
scenario	until	the	end	of	the	model	operation.	At	the	same	time,	when	recovery	for	10	weeks,	20	
weeks,	respectively	at	30	weeks,	vendors	for	capital	movements	and	burst	base	scenario	chang‐
es	is	roughly	same,	but	due	to	the	existence	of	the	recovery	time	and	recovery	time	is	different,	
began	from	160	weeks	in	sellers	money	difference,	the	longer	the	recovery	time,	rise	time,	the	
lag	of	funds,	the	lower	the	capital	levels.	

	
Fig.	9	Changes	of	T	funds	under	different	scenarios	

5. Discussion 

Through	the	closed‐loop	supply	chain	model	simulation	results,	it	can	be	seen	that	the	changes	
of	material	flow	related	factors	are	more	obvious	than	those	of	value	flow	related	factors,	espe‐
cially	the	outbreak	and	recovery	stage	of	COVID‐19	epidemic.	When	COVID‐19	outbreaks	occur,	
inventory	levels	are	significantly	lower	in	the	outbreak	phase,	whether	for	manufacturers,	ven‐
dors,	or	 recyclers.	This	was	mainly	due	 to	 the	outbreak	of	 the	epidemic,	manufacturers	 in	 the	
closed‐loop	supply	chain	system	stopped	production,	and	manufacturers	reduced	their	produc‐
tion	activities,	so	that	their	inventories	were	significantly	reduced	or	even	to	zero.	The	inventory	
level	of	the	manufacturer	decreases,	so	that	the	quantity	of	goods	that	the	seller	buys	from	the	
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manufacturer	decreases,	and	the	inventory	level	of	the	seller	also	drops	sharply.	Dealer	invento‐
ry	levels	to	reduce	the	decrease	in	the	number	of	sales	made	to	the	market	to	sell	products,	the	
decrease	 in	 the	 number	 of	 the	 circulation	 of	 products	 on	 the	market,	 a	week	will	 reduce	 the	
number	of	waste	products.	This	makes	 the	 recyclers	 recycling	 to	 reduce	 the	number	of	waste	
products	from	the	market,	causing	recyclers	inventories	fell	likewise,	further	affect	the	manufac‐
turer.	
In	the	recovery	phase	after	the	epidemic,	the	inventory	level	of	all	major	enterprises	increased	

significantly.	This	is	mainly	because	manufacturers,	in	order	to	make	up	for	the	losses	during	the	
epidemic	period,	resumed	production	capacity	as	soon	as	possible	and	began	to	 increase	their	
own	production	activities,	which	caused	a	huge	 impact	on	the	 inventory	and	showed	a	signifi‐
cant	increase.	In	order	to	make	up	for	the	loss,	the	seller	will	 increase	the	purchase	order	vol‐
ume,	the	inventory	level	also	appears	the	sharp	rise,	the	quantity	of	products	sold	to	the	market	
increases.	More	 products	 in	 circulation	 on	 the	market,	 the	more	waste	 products	will	 be	 pro‐
duced.	 In	 order	 to	 recover	 their	 own	operations	 as	 soon	 as	possible,	 recyclers	 recycle	 a	 large	
number	of	waste	products	from	the	market,	which	also	brings	a	huge	impact	on	inventory,	and	
thus	affects	manufacturers.	
With	the	 increase	of	operation	time,	 the	COVID‐19	epidemic	has	 less	and	 less	 impact	on	the	

main	enterprises	of	the	closed‐loop	supply	chain,	and	the	inventory	of	the	main	enterprises	also	
starts	to	gradually	return	to	the	normal	level.	
At	the	same	time,	it	can	also	be	found	from	the	simulation	results	that	the	influence	of	recy‐

clers	in	the	closed‐loop	supply	chain	system	is	obviously	greater	than	the	change	of	manufactur‐
ers	 and	 distributors.	 Mainly	 because	 the	 collector	 is	 different	 from	 the	 manufacturers	 and	
sellers,	sellers	when	expanding	sales,	increased	numbers	of	the	product	to	circulate	on	the	mar‐
ket,	because	the	life	cycle	of	the	products	is	different,	become	a	waste	product	of	the	time	is	not	
the	same,	and	the	cargo	is	handled	by	recyclers	the	recycling	of	waste	products	from	the	market,	
recyclers	are	not	only	affected	by	COVID‐19	outbreak	also	influenced	by	the	product	 itself,	 the	
most	obvious,	so	changes	in	the	recyclers	are	also	the	most	far‐reaching.	

6. Conclusion  

In	this	paper,	the	closed‐loop	supply	chain	system	is	analyzed	from	the	coupling	angle	of	materi‐
al	flow	and	capital	flow,	and	the	system	dynamics	simulation	model	of	closed‐loop	supply	chain	
system	 is	built.	 In	 the	 context	of	 the	COVID‐19	epidemic,	 the	 closed‐loop	supply	 chain	 system	
dynamics	simulation	model	was	constructed	to	simulate	the	affected	situation	of	each	main	en‐
terprise	in	the	context	of	short‐term	material	flow	interruption	of	the	closed‐loop	supply	chain.	
Through	the	model	analysis,	the	following	conclusions	can	be	drawn:	
In	the	study	of	closed‐loop	supply	chain,	in	addition	to	studying	the	change	of	material	flow,	it	

is	also	necessary	to	consider	the	change	of	capital	flow	associated	with	material	flow.	Since	this	
paper	mainly	studies	the	coupling	of	material	flow	and	capital	flow,	and	such	coupling	situation	
has	 the	 influence	 feedback	relationship	between	 flows,	 it	 is	necessary	 to	choose	a	 suitable	 re‐
search	tool,	and	system	dynamics	is	exactly	the	tool	that	can	realize	the	coupling	transfer	influ‐
ence	relationship	between	the	two	flows.	
The	 integrated	model	 results	 can	be	 seen,	when	COVID‐19	outbreak	 short‐term	disruptions	

caused	by	material	flow,	different	delay	time	to	produce	a	great	impact	on	the	closed‐loop	sup‐
ply	chain	enterprises	are	different	subjects,	but	can	be	 found	 that	 the	main	body	of	 the	enter‐
prise	financial	conditions	are	relatively	stable,	the	most	obvious	change	of	every	main	body	en‐
terprise	inventory	level.	
On	the	whole,	when	the	material	flow	of	the	COVID‐19	outbreak	is	interrupted	for	a	short	pe‐

riod,	regardless	of	the	scenario,	recyclers	in	the	main	enterprises	of	the	closed‐loop	supply	chain	
are	most	affected,	indicating	that	recyclers	are	most	affected	by	the	COVID‐19	outbreak	and	have	
a	weak	ability	to	cope	with	the	uncertainty	of	the	external	environment.	
Based	on	the	conclusions	drawn	from	the	above	analysis	of	the	closed‐loop	supply	chain	sys‐

tem	dynamics	model,	this	paper	proposes	the	following	suggestions:	
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(1) In the context of COVID-19 outbreak, attention should be paid not only to the impact of 
material flow interruption on the closed-loop supply chain, but also to the impact of material 
flow recovery after the interruption on the inventory and capital of all main enterprises in the 
closed-loop supply chain. 

(2) As far as the main enterprises of the closed-loop supply chain are concerned, recyclers are 
the most affected by the COVID-19 epidemic and have the weakest anti-risk capability. There-
fore, in the three main enterprises of the closed-loop supply chain system in this paper, more 
attention should be paid to the recyclers, so as to ensure the stable operation of recyclers and 
maintain the normal operation of the closed-loop supply chain system. 

In this paper, by using system dynamics under the influence of the Vensim software to build 
COVID-19 outbreak of closed-loop supply chain system model has universality, can be applied to 
other cases study of closed-loop supply chain, but the incident itself should be considered when 
applying the model, the characteristics of emergency and the impact on the closed-loop supply 
chain for scenario settings. 
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A B S T R A C T	   A R T I C L E   I N F O	

Ideally,	 the	 solution	 to	 job‐shop	scheduling	problem (JSP)	 should	effectively	
reduce	the	cost	of	manpower	and	materials,	thereby	enhancing	the	core	com‐
petitiveness	 of	 the	manufacturer.	 Deep	 learning	 (DL)	 neural	 networks	 have	
certain	advantages	in	handling	complex	dynamic	JSPs	with	a	massive	amount	
of	historical	data.	Therefore,	this	paper	proposes	a	dynamic	job‐shop	schedul‐
ing	model	based	on	DL.	Firstly,	 a	data	prediction	model	was	established	 for	
dynamic	job‐shop	scheduling,	with	long	short‐term	memory	network	(LSTM)	
as	 the	basis;	 the	Dropout	 technology	and	adaptive	moment	estimation	 (AD‐
AM)	 were	 introduced	 to	 enhance	 the	 generalization	 ability	 and	 prediction	
effect	of	the	model.	Next,	the	dynamic	JSP	was	described	in	details,	and	three	
objective	 functions,	 namely,	maximum	makespan,	 total	 device	 load,	 and	key	
device	 load,	were	 chosen	 for	optimization.	Finally,	 the	multi‐objective	prob‐
lem	 of	 dynamic	 JSP	 scheduling	was	 solved	 by	 the	 improved	multi‐objective	
genetic	 algorithm	 (MOGA).	 The	 effectiveness	 of	 the	 algorithm	 was	 proved	
experimentally.	
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1. Introduction 

With	the	advent	of	the	new	industrial	era,	the	old	production	model	has	gradually	been	replaced	
by	the	flexible,	highly	integrated,	and	automated	production	model	of	modern	intelligent	manu‐
facturing.	In	modern	intelligent	manufacturing,	the	production	process	focuses	on	the	coordina‐
tion	and	balance	of	various	links,	such	as	production,	supply,	sales,	transportation,	and	storage,	
and	attaches	equal	importance	to	economic	benefits	as	well	as	the	efficiency,	quality,	and	safety	
of	production	[1‐4].	

The	rational	allocation	of	job‐shop	resources	can	effectively	reduce	manpower	and	material	
costs	of	manufacturers.	To	enhance	its	core	competitiveness,	every	manufacturer	needs	to	look	
for	an	effective	way	to	solve	the	job‐shop	scheduling	problem	(JSP)	[5‐8].	In	actual	production,	
the	processing	performance	is	greatly	affected	by	various	uncertainties	and	instabilities.	There‐
fore,	it	is	urgent	to	solve	the	job‐shop	scheduling	model	under	disturbance	factors.	

The	JSP	is	mostly	solved	by	evolutionary	algorithms,	swarm	optimization	algorithms,	and	ar‐
tificial	 intelligence	algorithms.	The	optimal	solution	 is	usually	obtained	 through	 iterations	and	
group	search,	with	the	aim	to	minimize	the	makespan	and	energy	consumption	[9‐13].	Shokouhi	
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[14]	classified	the	dynamic	events	in	actual	production	process	into	four	categories	according	to	
processing	strategies	and	processes,	namely,	addition	events,	device	occupation	events,	delaya‐
ble	events,	and	exchangeable	events,	provided	the	mathematical	model	and	constraints	for	two	
typical	dynamic	times	(i.e.,	device	 failure	and	early	delivery),	and	solved	the	dynamic	 JSP	with	
the	adaptive	genetic	algorithm.	Somashekhara	et	al.	 [15]	 introduced	the	local	search	algorithm	
to	speed	up	the	discrete	PSO,	and	designed	a	task‐driven	rolling	window	scheduling	strategy	to	
cope	with	the	dynamic	events	like	the	shutdowns	caused	by	device	failure,	order	placement,	and	
order	 cancelation.	 Shahrabi	 et	al.	 [16]	 analyzed	 the	 properties	 of	 three	 typical	 dynamic	 JSPs,	
including	 the	 shutdown	 caused	 by	 staged	 arrival	 of	 single	workpieces,	 that	 caused	 by	 staged	
arrival	of	workpiece	batches,	and	that	caused	by	device	failure,	designed	a	scheduling	simulation	
test	with	the	scheduling	rules	as	independent	variables,	and	verified	that	the	genetic	algorithm	
with	 adaptive	 variable	neighborhood	 search	 is	 feasible	 and	 effective	 in	 solving	 these	dynamic	
JSPs.	Gondran	et	al.	[17]	explored	the	JSP	under	the	background	of	multi‐agent	technology	appli‐
cation:	 the	 multi‐agent	 collaboration	 contract	 network	 protocol	 was	 improved	 to	 control	 the	
excessively	 high	 traffic	 and	 increase	 the	 cooperation	 efficiency;	 then,	 a	 job‐shop	 scheduling	
model	was	 constructed	 for	multiple	 agents	 and	objectives	and	specific	 constraints;	 finally,	 the	
performance	of	the	adaptive	PSO	in	solving	the	JSP	was	tested.	

The	traditional	genetic	algorithm	and	its	improvements	face	several	problems	in	optimizing	
job‐shop	 scheduling	 plans:	 slow	 convergence,	 lack	 of	 population	 diversity,	 and	 proneness	 to	
local	 optimum	 trap	 [18‐20].	 From	 the	perspectives	of	parallel	 structure	and	multiple	 swarms,	
Marzouki	et	al.	[21]	constructed	a	modularized	dynamic	job‐shop	scheduling	model,	which	con‐
tains	a	dynamic	database	module,	a	genetic	algorithm	module,	and	a	re‐scheduling	program	ap‐
plication	module;	their	model	integrates	the	advantages	of	the	elite	population	protection	strat‐
egy	 in	 the	 hierarchical	 evaluation	 system	 in	 improving	 crossover	 and	mutation	 probabilities.	
Keddari	et	al.	[22]	adopted	bee	colony	optimization	to	improve	a	solving	algorithm	for	the	multi‐
objective	 JSP	 in	 actual	 production.	Reddy	et	al.	 [23]	 adopted	 the	 improved	weed	 algorithm	 to	
deal	with	the	multi‐objective	JSP,	with	device	load,	unit	device	load,	and	scheduling	cycle	as	op‐
timization	goals.	

Many	have	 conducted	valuable	 research	 into	 the	 dynamic	 JSP	 in	 actual	 production	process	
[24‐26].	Danielsson	et	al.	[27]	combined	demand	prediction	with	scheduling	plan	to	build	a	neu‐
ral	network‐based	prediction	model	for	manhour	realization	rate,	and	applied	intelligent	group	
optimization	algorithm	to	optimize	the	multiple	objectives	in	job‐shop	scheduling	and	stabilize	
the	manhour	 realization	 rate.	 Teymourifar	et	al.	 [28]	 integrated	 second‐order	 oscillation	with	
optimal	 network‐bandwidth	 allocation	 (ONBA)	 algorithm	 to	 obtain	 the	 scheduling	data	 of	 dy‐
namic	job‐shop	model,	and	greatly	shortened	the	prediction	time	by	improving	the	learning	rate	
of	deep	learning	(DL)	network.	Facing	the	optimization	of	multiple	objectives,	resource	schedul‐
ing	 in	 cloud	manufacturing	 extends	 the	 time	 to	 solve	 cloud	manufacturing	 tasks.	To	 solve	 the	
problem,	Teymourifar	et	al.	 [28]	 improved	 the	ONBA	algorithm	by	differential	 evolution	 algo‐
rithm	to	obtain	the	scheduling	data	of	the	cloud	manufacturing	model.	The	data	were	applied	to	
train	the	improved	deep	belief	network	(IDBN).	The	learning	rate	of	DL	was	improved	to	realize	
rapid	prediction	of	 the	scheduling	results	of	 cloud	manufacturing	model.	Experimental	 results	
show	that	their	method	can	accurately	predict	the	scheduling	results,	and	shorten	the	schedul‐
ing	time,	opening	a	new	path	to	multi‐objective	group	optimization.	

In	summary,	the	existing	algorithms	for	dynamic	JSP	boast	strong	applicability,	and	good	op‐
timization	effect.	However,	they	often	converge	to	the	local	minimum,	and	behave	stochastically.	
Compared	with	 traditional	shallow	neural	networks,	DL	neural	networks	are	excellent	 in	han‐
dling	complex	dynamic	JSPs	with	a	huge	amount	of	historical	data.	Therefore,	the	authors	devel‐
oped	a	dynamic	job‐shop	scheduling	model	based	on	DL.	

In	the	following	parts	of	the	paper:	Section	2	establishes	a	data	prediction	model	for	dynamic	
job‐shop	scheduling	based	on	long	short‐term	memory	network	(LSTM),	and	improves	the	gen‐
eralization	and	prediction	performance	of	 the	model	by	Dropout	 technology	and	adaptive	mo‐
ment	estimation	(ADAM).	Section	3	describes	the	dynamic	JSP	in	details,	chooses	three	objective	
functions,	namely,	maximum	makespan,	 total	device	 load,	 and	key	device	 load,	 and	constructs	
the	 corresponding	 mathematical	 model.	 Based	 on	 the	 predicted	 data	 on	 dynamic	 job‐shop	
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scheduling	obtained	in	Section	2,	Section	4	improves	the	multi‐objective	genetic	algorithm	(MO‐
GA)	 to	 handle	 the	multi‐objective	 dynamic	 JSP,	 and	 describes	 the	 improved	MOGA.	 Section	 5	
verifies	the	effectiveness	of	the	improved	MOGA	in	solving	dynamic	JSP.	Section	6	summarizes	
the	findings	of	this	research.	

2. Data prediction model 

As	a	multi‐layer	 representation	 learning	algorithm,	DL	has	a	deeper	network	structure,	 solves	
more	 complex	 problems,	 and	 achieves	 better	 prediction	 accuracy,	 than	 ordinary	 neural	 net‐
works.	The	LSTM	can	effectively	overcome	the	vanishing	or	exploding	gradients	of	traditional	DL	
neural	networks.	Fig.	1	illustrates	the	structure	of	the	LSTM.	The	typical	feature	of	the	LSTM	is	
that	the	hidden	layer	nodes	are	replaced	with	a	storage	unit,	and	four	modules,	i.e.,	input	door,	
control	door,	forget	door,	and	output	door,	are	added	to	the	conventional	recurrent	neural	net‐
work.	
	

	
Fig.	1	Structure	of	the	LSTM	

	
Let	ܥ௧ିଵ	be	the	output	of	the	control	door	at	time	ݐ െ 1,	which	reflects	whether	to	discard	the	

current	data;	 ௜ܹ ,	 ௙ܹ,	 ஼ܹ ,	 and	 ௢ܹ	be	 the	 coefficient	matrices	 of	 input	door,	 forget	door,	 control	
door,	 and	 output	 door,	 respectively;	 σ	 be	 the	nonlinear	 activation	 function	sigmoid.	 Then,	 the	
output	of	the	forget	door	can	be	calculated	by:	

௧݂ ൌ ൫ߪ ௙ܹ ⋅ ሾ݄௧ିଵ, ௧ሿܫ ൅ 	௙൯ߝ (1)

The	input	door	determines	which	data	to	be	updated	by	the	LSTM	cell.	The	output	of	the	in‐
put	door	can	be	calculated	by:	

݅௧ ൌ ሺߪ ௜ܹ ⋅ ሾ݄௧ିଵ, ௧ሿܫ ൅ 	௜ሻߝ (2)

The	new	candidate	value	vector	can	be	created	by	the	tanh	function:	

ሚ௧ܥ ൌ tanhሺ ஼ܹ ⋅ ሾ݄௧ିଵ, ௧ሿܫ ൅ 	஼ሻߝ (3)

The	control	door	determines	which	data	to	be	updated	by	the	LSTM	cell.	The	value	of	ܥ௧	can	
be	calculated	by:	

௧ܥ ൌ ௧݂ ൉ ܿ௧ିଵ ൅ ݅௧ ൉ 	ሚ௧ܥ (4)

The	output	door	completes	the	state	update	of	the	LSTM	cell,	and	its	output	can	be	calculated	
by:	

௧݋ ൌ ሺߪ ௢ܹ ⋅ ሾ݄௧ିଵ, ௧ሿܫ ൅ 	௢ሻߝ (5)

The	input	of	LSTM	cell	at	time	t	can	be	expressed	as:	

݄௧ ൌ ௧݋ ൉ tanhሺܥ௧ሻ	 (6)
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Fig.	2	LSTM‐based	data	prediction	model	for	dynamic	JSP	

	
In	a	DL	network	model,	the	parameters	will	increase	exponentially	with	the	increase	of	net‐

work	 layers	 and	 that	 of	 layer	 nodes.	 The	 exponential	 increase	 of	 parameters	will	weaken	 the	
generalization	 ability	 and	 prediction	 performance	 of	 the	model,	 increasing	 the	 probability	 of	
overfitting.	

This	problem	was	solved	by	the	Dropout	technology.	Firstly,	half	of	the	hidden	layer	nodes	in	
the	network	were	 randomly	 chosen,	 and	 their	 inputs	 and	outputs	were	 set	 to	 zero.	 Then,	 the	
input	ܫ	was	propagated	forward	through	the	new	network,	and	the	resulting	loss	was	propagat‐
ed	backward	 through	 the	network.	After	 some	 training	samples	completed	 the	above	process,	
the	weights	and	errors	of	nodes	in	the	hidden	layer,	whose	inputs	and	outputs	had	not	been	set	
to	zero,	were	updated	by	stochastic	gradient	descent.	Then,	the	nodes	whose	inputs	and	outputs	
had	been	set	to	zero	were	restored.	After	that,	half	of	the	hidden	layer	nodes	in	the	new	network	
were	randomly	chosen,	and	their	inputs	and	outputs	were	set	to	zero.	This	process	was	repeated	
again	and	again.	Fig.	3	shows	the	network	structure	improved	by	the	Dropout	technology.	

	
Fig.	3	Network	structure	improved	by	the	Dropout	technology	

The	 learning	 rate	α	greatly	 affects	 the	 training	 efficiency	of	 the	network.	To	boost	 the	effi‐
ciency,	the	key	is	to	improve	the	adaptivity	of	the	learning	rate	to	the	network.	In	this	paper,	the	
ADAM	is	selected	to	iteratively	compute	the	gradient	of	the	loss	function,	and	to	further	update	
network	parameters.	Let	ߠ଴	be	the	initial	parameter	vector.	If	parameter	ߠ௧	does	not	converge	at	
time	ݐ,	then	make	ݐ ൌ ݐ ൅ 1,	and	obtain	the	gradient	for	the	new	iteration	by:	

݃௧ ൌ ఏߘ ௧݂ሺߠ௧ିଵሻ	 (7)

The	first	moment	vector	can	be	updated	by:	

݉௧ ൌ ଵ݉௧ିଵߚ ൅ ሺ1 െ ଵሻ݃௧ߚ 	 (8)
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where,	ߚଵis	the	exponential	decay	rate	of	the	first	moment	estimates.	The	second	moment	vector	
can	be	updated	by:	

௧ݒ ൌ ௧ିଵݒଶߚ ൅ ሺ1 െ ଶሻ݃௧ߚ
ଶ	 (9)

where,	ߚଶ	is	the	exponential	decay	rate	of	the	second	moment	estimates.	The	calculation	devia‐
tions	for	the	first	and	second	moment	vectors	can	be	updated	by:	
	

൞
ෝ݉௧ ൌ

݉௧

1 െ ଵߚ
௧

ො௧ݒ ൌ
௧ݒ

1 െ ଶߚ
௧

	 (10)

	

The	network	parameters	can	be	updated	by:	
	

௧ߠ ൌ ௧ିଵߠ െ
ߙ ⋅ ෝ݉௧
ඥݒො௧ ൅ ܾ

	 (11)
	

where,	ܾ	is	a	small	constant	that	prevents	the	denominator	from	being	zero.	
Fig.	4	presents	our	data	prediction	model	of	dynamic	 job‐shop	scheduling.	The	data	predic‐

tion	model	is	constructed	through	the	following	steps	based	on	the	deep	LSTM:	
	

Step	1:	Design	the	node	structure	on	each	layer,	and	randomly	initialize	network	parameters.	
Step	2:	Initialize	the	data	on	dynamic	job‐shop	scheduling,	and	divide	the	vectorized	data	sam‐

ples	into	training	and	test	sets	at	a	certain	ratio.	During	the	training,	the	network	loss	is	
calculated	through	forward	propagation	as	that	in	backpropagation	(BP)	neural	network,	
and	the	network	parameters	are	updated	iteratively	through	ADAM.	

Step	3:	Import	the	test	samples	into	the	trained	model,	which	outputs	the	predicted	data	on	dy‐
namic	job‐shop	scheduling.	

	

	
Fig.	4	Structure	of	the	data	prediction	model	

3. Problem description and mathematical modeling 

Fig.	5	shows	the	distribution	of	processes	in	the	scheduling	data	on	a	dynamic	car‐making	job‐
shop.	It	can	be	seen	that	each	workpiece	in	the	dynamic	job‐shop	contains	one	or	more	preset	
processes	that	can	be	implemented	on	different	devices.	The	scheduling	performance	of	the	en‐
tire	production	system	can	be	optimized	by	assigning	the	ideal	device	to	each	process,	and	en‐
suring	that	the	processes	on	each	device	is	sorted	in	the	best	possible	manner.	
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Fig.	5	Distribution	of	processes	in	the	scheduling	data	on	a	dynamic	car‐making	job‐shop	

	
Suppose	 the	 job‐shop	 has	ܰ	workpieces	ܣ௜	to	 be	 processed,	݅ ൌ 1, 2, . . . , ܰ,	where	 the	݅‐th	

workpiece	ܣ௜ 	involves	 ௜ܰ 	processes	 ௞ܲ ,	݇ ൌ 1, 2, . . . , ௜ܰ ,	 and	ܯ 	devices	ܧ௝ ,	 ݆ ൌ 1, 2, . . . , ܯ .	 Let	
	be	௜௝ܧ the	 set	 of	 devices	 suitable	 for	 implementing	 the	݇‐th	 process	 ௜ܲ௞	of	 workpiece	ܣ௜,	 and	

௜ܶ௝௞	be	 the	 time	required	 to	 implement	process	 ௜ܲ௞	on	 the	݅‐th	device	ܧ௝.	Then,	 the	sum	of	pro‐
cesses	for	all	ܰ	workpieces	can	be	expressed	as:	

்ܲை்஺௅ ൌ෍ ௜ܰ

ே

௜ୀଵ

	 (12)

	

The	production	cycle	of	workpieces	 is	greatly	affected	by	 the	maximum	makespan,	and	 the	
overall	 utilization	 of	 devices	 in	 the	 dynamic	 job‐shop	 depends	 largely	 on	 device	 load.	 Under	
these	constraints,	this	paper	decides	to	optimize	three	objective	functions:	maximum	makespan,	
total	device	load,	and	key	device	load.	Among	them,	the	maximum	makespan	characterizes	the	
production	 efficiency	 of	 the	 job‐shop.	 The	minimization	 of	 the	maximum	makespan	 needs	 to	
satisfy:	

min ୫ܶୟ୶ ൌ max
ଵஸ௜ஸே

෍෍ ௜ܶ௝௞

ே೔

௞ୀଵ

ே

௝ୀଵ

	 (13)

	

The	total	device	load	characterizes	the	working	time	of	all	devices.	The	minimization	of	the	
total	device	load	needs	to	satisfy:	

min ை்஺௅்ܮ ൌ෍෍෍ ௜ܶ௝௞߮௜௝௞

ே೔

௞ୀଵ

ெ

௝ୀଵ

ே

௜ୀଵ

	 (14)

	

where,	߮௜௝௞	is	a	binary	function	about	whether	process	 ௜ܲ௞	is	implemented	on	the	݆‐th	device	ܧ௝	
(if	߮௜௝௞ ൌ 1,	 the	 process	 is	 implemented	 on	 that	 device;	 if	߮௜௝௞ ൌ 0,	 the	 process	 is	 not	 imple‐
mented	on	that	device).	

The	key	device	 load	determines	which	device	 is	assigned	 to	each	process	 in	 the	scheduling	
plan.	The	minimization	of	the	key	device	load	needs	to	satisfy:	
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min ௝ܮ ൌ max
ଵஸ௜ஸே

෍෍ ௜ܶ௝௞߮௜௝௞

ே೔

௞ୀଵ

ே

௜ୀଵ

	 (15)

	

The	dynamic	 job‐shop	scheduling	 is	mainly	subject	 to	seven	constraints:	 (1)	 the	spatiotem‐
poral	exclusivity	of	devices,	(2)	the	spatiotemporal	exclusivity	of	processes,	(3)	the	time	continu‐
ity	of	processing,	(4)	the	time	limit	of	processing,	(5)	the	sequence	of	processes,	(6)	the	fairness	
of	the	priority	of	processes,	(7)	the	start‐up	consistency	of	devices.	

Let	ܵ ௜ܶ௞	be	 the	 start	 time	 of	 the	݇‐th	 process	 ௜ܲ௞	of	ܣ௜.	 Since	 each	 device	 needs	 to	 execute	
more	than	one	process,	the	time	limit	of	processing	can	be	defined	as:	
	

ە
ۖۖ
۔

ۖۖ
ۓ
ܵ ௜ܶ௞ ൅ ߮௜௝௞ ⋅ ௜ܶ௝௞ ൑෍෍ ௜ܶ௝௞

ே೔

௞ୀଵ

ெ

௝ୀଵ

෍෍ ௜ܶ௝௞

ே೔

௞ୀଵ

ெ

௝ୀଵ

൑ ௠ܶ௔௫

	 (16)

	

The	time	continuity	of	processing	can	be	defined	as:	
	

෍෍ ௜ܶ௝௞

ே೔

௞ୀଵ

ெ

௝ୀଵ

൑ ܵ ௜ܶሺ௞ାଵሻ	 (17)

	

The	spatiotemporal	exclusivity	of	processes	can	be	defined	as:		
	

ܵ ௜ܶ௞ ൅ ௜ܶ௝௞ ൑ ܵ ௜ܶሺ௞ାଵሻ	 (18)
	

Since	each	process	of	a	workpiece	must	be	assigned	a	device,	the	following	constraint	must	
be	satisfied	to	find	a	device	in	the	device	set	ܧ௝	for	process	 ௜ܲ௞:	
	

෍߮௜௝௞

ெ

௝ୀଵ

ൌ 1	 (19)

4. Problem solving 

For	the	multi‐objective	dynamic	 job‐shop	scheduling,	the	MOGA	enjoys	good	optimization	per‐
formance	and	model	robustness,	but	 faces	several	defects:	 the	 limited	population	size	and	 the	
difficulty	in	saving	the	optimal	solution.	It	is	necessary	to	improve	the	algorithm	in	two	aspects:	
reducing	computing	complexity	and	increasing	the	preservation	probability	of	the	optimal	indi‐
viduals.	

To	ensure	the	diversity	of	solutions,	this	paper	replaces	the	calculation	and	selection	of	the	
crowded	 distance	 in	 the	 traditional	 MOGA	with	 the	 selection	 of	 predefined	 reference	 points.	
Whereas	three	objectives	have	been	chosen	for	the	multi‐objective	dynamic	job‐shop	scheduling,	
the	 reference	points	were	defined	on	a	 three‐dimensional	hyperplane,	 and	each	objective	was	
split	into	ܳ	parts.	Then,	the	number	of	reference	points	can	be	calculated	by:		
	

ோܰ ൌ ൬
3 ൅ ܳ െ 1

ܳ ൰	 (20)
	

The	coordinates	of	each	point	in	the	corresponding	two‐dimensional	plane	can	be	expressed	
as:	

ܿ௟ ൌ ൜0,
1
ܳ
,
2
ܳ
, . . . ,	1ൠ	 (21)

	

The	solution	diversity	of	the	target	problem	was	maintained	by	the	correlation	between	each	
reference	point	and	each	solution.	The	different	scales	of	each	objective	function	can	be	reflected	
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by	the	reference	points	on	the	planes	in	the	three‐dimensional	hyperplane.	Therefore,	the	algo‐
rithm’s	preference	for	the	scale	of	each	objective	function	should	be	lowered	through	adaptive	
normalization.		

Step	1:	Regard	the	minimum	of	population	ܭ௧	as	the	optimal	point	of	the	population.	Set	up	the	
set	 of	 the	 optimal	 points	ܭ ൌ	(ܭଵି୫୧୬,	ܭଶି୫୧୬, . . 	(஽ି୫୧୬ܭ	,. to	 transform	 the	 objective	
functions	Eqs.	13‐15	by:	

	

௜ܨ
∗ሺݔሻ ൌ ሻݔ௜ሺܨ െ 	௜ି୫୧୬ܭ (22)

	

Step 2: Determine the extra points on the hyperplane by: 
	

,ݔሺܲܧ ሻߪ ൌ max
௜ୀଵ

ଷ ௜ܨ
∗ሺݔሻ

௜ߪ
, ݔ ∈ 	௭ܭ (23)

	

The	݅‐th	optimal	point	can	be	expressed	as:	
	

௜ି୫୧୬ܭ ൌ ܿ: argmin௖∈௄೥ܲܧ൫ݔ, ߪ
௜൯, ௜ߪ ൌ ሺ10ି଺, . . . , 10ି଺ሻ, ௝ߪ

௜ ൌ 1	 (24)
	

Calculate	the	distance	between	the	hyperplane	and	each	coordinate	axis,	and	perform	adap‐
tive	normalization	on	each	objective	function	by:	
	

݃௜
௡ ൌ

௜ܨ
∗ሺݔሻ

௜ݔ െ ௜ି୫୧୬ܭ
ൌ
ሻݔ௜ሺܨ െ ௜ି୫୧୬ܭ
௜ݔ െ ௜ି୫୧୬ܭ

, ݅ ൌ 1,2,3	 (25)
	

Step	3:	Solve	the	connected	reference	 line	of	 the	 first	V	non‐dominated	optimal	 layers.	Specifi‐
cally,	 calculate	 the	vertical	distance	on	 the	hyperplane	 for	 the	reference	 line	߫	between	
the	origin	and	reference	point	corresponding	to	each	individual	ܭ	by:	

,ܭሺୄܦ ߫ሻ ൌ ‖ሺܭ െ ሻ߫ܭ்߫ ‖߫‖ଶ⁄ ‖	 (26)

Then,	define	the	reference	point	corresponding	to	the	shortest	distance	as	the	connected	ref‐
erence	point,	and	the	corresponding	connected	reference	line	can	represent	the	correlation	be‐
tween	the	connected	reference	point	and	each	solution.		

Fig.	6	explains	the	workflow	of	the	proposed	algorithm	for	solving	dynamic	JSP.	
	

Step	1:	Initialize	the	objective	functions,	coding	method,	and	parameters.	

Step	2:	Generate	a	fixed	number	of	predefined	reference	points,	according	to	the	number	of	op‐
timization	objectives	of	the	multi‐objective	dynamic	job‐shop	scheduling,	as	well	as	the	
number	of	equal	divisions	of	each	objective.	

Step	3:	Make	 the	 initial	 number	 of	 iterations	 zero,	 generate	 a	 population	ܭ௧of	 the	 size	ܦ	that	
meets	the	seven	constraints	of	dynamic	job‐shop	scheduling,	and	perform	fitness	calcula‐
tion	

Step	4:	Generate	 new	 individuals	 through	 crossover,	 and	 obtain	 a	 new	 population	ܭ௧
ᇱ	through	

mutation.	

Step	5:	Perform	 fitness	 calculation	 for	 the	 new	population	ܭ௧,	merge	 the	new	 and	 old	 popula‐
tions,	and	conduct	 rapid	dominated	and	non‐dominated	sorting	of	 individuals,	 and	ob‐
taining	 the	 non‐dominated	 optimal	 layers.	 By	 assigning	 a	 shared	 virtual	 fitness	 to	 all	
non‐dominated	 individuals,	 obtain	 the	 non‐dominated	 optimal	 layers,	 such	 as	 rank1,	
rank,	rank3,	etc.	

Step	6:	Perform	adaptive	normalization	of	 individuals	 in	 the	next‐generation	population,	 com‐
pare	the	vertical	distances	of	all	reference	lines	of	all	individuals	on	the	hyperplane,	ob‐
tain	the	set	of	reference	points	connected	with	all	individuals	with	the	shortest	distance,	
and	compute	the	niche	of	each	reference	point.	The	preservation	of	the	niche	can	be	real‐
ized	through	the	following	steps:	

	

 Let	Ωmin	ൌ	{z:argminzυz}	be	the	set	of	reference	points	for	the	minimum	niche.		
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 Randomly	 choose	 reference	 points	 from	 Ωmin,	 which	 contains	 multiple	 reference	
points,	and	assemble	them	into	the	set	ߖ௭	of	connected	individuals	on	the	V‐th	layer.	

If	ߖ௭	is	empty,	there	is	no	individual	on	the	V‐th	layer	connected	with	the	selected	
reference	point;	thus,	remove	this	reference	point.	

If	ߖ௭	is	not	empty,	and	if	߭௭	equals	zero,	take	the	individual	with	the	shortest	verti‐
cal	distance	as	the	optimal	individual,	pass	it	down	to	the	next	generation,	and	make	
߭௭ 	ൌ	߭௭ 	൅ 1;	if	߭௭	is	greater	than	1,	randomly	choose	an	individual	from	the	V‐th	layer,	
pass	it	down	to	the	next	generation,	and	make	߭௭ 	ൌ	߭௭ 	൅ 1.	

Step	7:	After	niche	preservation,	judge	if	the	size	of	the	next‐generation	population	reaches	the	
preset	value.	If	yes,	it	means	the	iterations	have	completed.	Then,	judge	if	the	number	of	
iterations	meets	 the	preset	maximum	value.	 If	 yes,	 terminate	 the	 iteration,	 and	output	
the	result;	otherwise,	make	ݐ ൌ ݐ ൅ 1,	and	continue	with	the	iterative	process.	

	

	
Fig.	6	Workflow	of	solving	dynamic	JSP	based	on	MOGA	
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5. Experiments and results analysis 

The	hyperparameter	setting	directly	determines	the	accuracy	of	the	proposed	LSTM‐based	data	
prediction	model	for	dynamic	job‐shop	scheduling.	In	this	paper,	tanh	is	selected	as	the	activa‐
tion	function	of	the	network,	mean	squared	error	(MSE)	is	taken	as	the	objective	function,	ADAM	
is	chosen	to	improve	the	parameters,	and	the	batch	size	is	set	to	30.	

The	degree	of	feature	extraction	from	dynamic	job‐shop	scheduling	data	depends	on	the	hid‐
den	layer(s).	Table	1	shows	the	prediction	results	at	different	number	of	hidden	layers.	Obvious‐
ly,	the	MSE,	MAE,	and	MAPE	of	our	model	were	minimized,	when	there	were	five	hidden	layers.	
Table	2	presents	the	prediction	results	at	different	number	of	nodes	in	the	hidden	layer.	It	can	be	
seen	that,	when	there	were	25	hidden	layer	nodes,	the	MAE	and	MAPE	were	minimized,	and	the	
MSE	was	 relatively	 small.	 Since	 a	 small	 loss	means	 highly	 accurate	 prediction,	 the	 number	 of	
hidden	layers	and	the	number	of	hidden	layer	nodes	were	set	to	5	and	25,	respectively.	

	
Table	1	Prediction	results	at	different	number	of	hidden	layers	

Number	of	layers	 1 2	 3 4 5 6 7	 8	 9
MSE	 23.69	 22.44	 21.61 20.91 19.18 20.93 21.33	 22.64	 23.11
MAE	 16.71	 15.28	 14.57 13.99 13.18 13.37 14.29	 15.23	 16.50
MAPE	 8.93	 8.54	 8.57 7.28 6.84 7.03 7.53	 8.27	 8.49

	
Table	2	Prediction	results	at	different	number	of	hidden	layer	nodes	

Number	of	nodes	 5 10	 15 20 25 30 35	 40
MSE	 22.45	 21.19	 20.64 20.84 20.97 21.09	 21.91	 22.10
MAE	 16.74	 15.36	 15.49 14.73 14.26 14.58	 15.53	 15.67
MAPE	 7.86	 7.37	 7.49 7.26 6.81 7.15 7.36	 7.89

	
To	 verify	 its	 effectiveness,	 the	 proposed	 deep	 LSTM	 for	 data	 prediction	 of	 dynamic	 job‐shop	
scheduling	was	compared	with	support	vector	machine	(SVM)	through	experiments.	A	total	of	
7,500	pieces	of	data	were	selected	to	train	the	model,	and	2,500	sets	of	data	to	test	the	model.	
Tables	3‐5	present	the	test	results	on	any	five	sets	of	test	data.	

	
Table	3	Test	data	of	objective	functions		

Serial	number	
Input	data

Maximum	makespan	 Processing	cost Key	device load Total	device load
1	 51	 15.217 77 184	
2	 62	 11.463	 89	 169	
3	 55	 13.503 93 215	
4	 64	 15.227 84 210	
5	 59	 9.803 76 175	

	
Table	4	Test	data	of	SVM	

Serial	number	
Output	data

Maximum	makespan	 Processing	cost Key	device load Total	device load
1	 48	 14.863 83 210	
2	 68	 11.980 80 184	
3	 53	 14.254 91 201	
4	 60	 14.739 98 231	
5	 64	 11.004 84 168	

	
Table	5	Test	data	of	LSTM		

Serial	number	
Output	data	

Maximum	makespan	 Processing	cost Key	device load Total	device load
1	 50	 14.291 74 192	
2	 59	 10.649 95 173	
3	 54	 15.210 92 206	
4	 62	 15.972 79 199	
5	 60	 9.599 82 167	
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Based	on	the	test	results,	this	paper	selects	five	indices	to	measure	the	performance	of	each	pre‐
diction	model:	accuracy,	precision,	recall,	comprehensive	evaluation	index	(CEI),	and	area	under	
the	 curve	 (ACU).	The	SVM	 is	a	 supervised	 learning	model.	 It	 is	 often	adopted	 to	 analyze	data,	
predict	 classes,	 and	 regress	 data. Table	 6	 compares	 the	 prediction	 performance	 of	 SVM	 and	
LSTM.	It	can	be	seen	that,	when	only	the	processes	in	Fig.	5	were	considered	(e.g.,	casting,	forg‐
ing,	cold	stamping,	welding,	metal	cutting,	heat	treatment,	assembly,	body	installation,	painting,	
testing,	finished	product	packaging),	the	proposed	model	outperformed	the	SVM,	as	it	achieved	
the	higher	values	of	all	metrics.	

Fig.	7	shows	that	the	ROC	curve	of	SVM	remained	below	that	of	LSTM.	This	further	confirms	
that	our	data	prediction	model	for	dynamic	job‐shop	scheduling	is	better	than	the	other	models,	
and	is	highly	feasible.	

Normally,	multi‐objective	planning	problems	can	be	modeled	into	the	search	for	Pareto	opti‐
mal	 solutions.	Compared	with	 traditional	genetic	algorithm,	adaptive	genetic	algorithm	boasts	
the	ability	 to	 solve	multiple	objectives,	 strong	 robustness,	 and	excellence	 in	optimization.	The	
adaptive	genetic	algorithm	II	is	improved	from	NSGA,	by	optimizing	the	elite	strategy	for	retain‐
ing	the	optimal	solutions.	On	this	basis,	the	adaptive	genetic	algorithm	III	is	derived	by	replacing	
the	crowded	distance.	The	two	algorithms	are	widely	used	in	many	fields.	To	verify	the	superior‐
ity	of	our	algorithm,	this paper	sets	up	a	dynamic	job‐shop	scheduling	model	with	three	objec‐
tive	functions:	minimal	maximum	makespan,	minimal	total	device	load,	and	minimal	key	device	
load.	Then,	the	model	was	solved	by	the	proposed	algorithm,	adaptive	genetic	algorithm	II,	and	
adaptive	genetic	algorithm	III.	Table	7	lists	the	maximum,	mean,	and	minimum	of	the	objective	
functions	obtained	by	 the	 three	algorithms.	Fig.	 8	displays	 the	 solution	 sets	of	 the	 three	 algo‐
rithms	in	a	three‐dimensional	space.	The	mean	Euclidean	distance	from	each	reference	point	to	
the	nearest	solution	was	computed	to	measure	the	performance	of	the	above	three	methods.	The	
algorithm	with	the	smallest	 inverted	generational	distance	has	 the	best	performance. It	can	be	
seen	that	our	algorithm	achieved	comparable	results	as	adaptive	genetic	algorithms	II	and	III	in	
key	device	 load,	while	 significantly	 outshined	 the	 two	 algorithms	 in	maximum	makespan	 and	
total	device	load.	

Table	6	Prediction	performance	of	SVM	and	LSTM		
Prediction	model	 Accuracy	 Precision Recall CEI	 ACU

SVM	 92,16	 90.62 95.72 96.33	 0.875
LSTM	 94.37	 95.11 96.21 96.78	 0.898

Fig.	7	ROC	curves	of	SVM	and	LSTM	
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Table	7	Solving	results	of	different	algorithms	
Objectives	 Adaptive	genetic	algorithm	II Adaptive	genetic	algorithm	III	 Our	algorithm

Maximum	makespan	
Max	 64.34 62.15 60.75
Mean	 53.18 54.11 53.77
Min	 49.79 50.17 52.15

Key	device	load	
Max	 98.13 92,75 90.22
Mean	 87.84 86.14 86.05
Min	 69.47 71.94 78.25

Total	device	load	
Max	 247.49 231.85 210.05
Mean	 181.64 184.23 183.55
Min	 167.21 170.51 170.26

	
	

	
Fig.	8	Solving	results	of	different	algorithms	for	dynamic	JSP	

6. Conclusion 

This	paper	mainly	proposes	a	dynamic	 job‐shop	scheduling	model	based	on	DL.	Firstly,	a	data	
prediction	model	was	 innovatively	 constructed	based	on	LSTM.	Then,	 the	Dropout	 technology	
and	ADAM	were	introduced	to	enhance	the	generalization	ability	and	prediction	effect.	To	eval‐
uate	 the	 prediction	 performance	 of	 the	model,	 five	metrics	were	 selected,	 including	 accuracy,	
precision,	recall,	CEI,	and	ACU.	The	experimental	results	show	that	our	model	outperformed	the	
SVM.	Next,	the	three	objective	functions,	namely,	maximum	makespan,	total	device	load,	and	key	
device	load,	were	optimized,	completing	the	description	of	dynamic	JSP.	Finally,	the	MOGA	was	
improved	innovatively	to	solve	the	multi‐objective	dynamic	JSP.	From	the	experimental	results,	
it	 is	 inferred	 that	our	algorithm	achieved	comparable	results	as	adaptive	genetic	algorithms	 II	
and	 III	 in	 key	 device	 load,	 while	 significantly	 outshined	 the	 two	 algorithms	 in	 maximum	
makespan	and	total	device	load.	

In	 future,	 the	 research	 contents	will	 be	deepened	 in	 the	 following	 aspects:	 the	 strategy	 for	
maintaining	population	diversity	will	be	further	improved,	shedding	light	on	combinatory	opti‐
mization.	Better	evaluation	indices	will	be	found	to	measure	the	convergence	of	the	algorithm.	
The	test	set	will	be	expanded	to	reflect	the	actual	production	situation	of	flexible	WSP.	
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A B S T R A C T	   A R T I C L E   I N F O	

During	material	handling	processes,	automated	guided	vehicles	(AGVs)	pose	a	
path	conflict	problem.	To	solve	 this	problem,	we	proposed	a	multi‐objective	
scheduling	model	based	on	total	driving	distance	and	waiting	time,	and	used	
the	A*	path	planning	algorithm	to	search	the	shortest	path	of	AGV.	By	using	a
speed	control	strategy,	we	were	able	to	detect	the	overlap	path	and	the	con‐
flict	 time.	 Additionally,	 we	 adopted	 an	 efficient	 MapReduce	 framework	 to	
improve	 the	 speed	 control	 strategy	 execution	 efficiency.	 At	 last,	 a	 material	
handling	 system	 of	 smart	 electrical	 connectors	 workshop	 was	 discussed	 to	
verify	the	scheduling	model	and	the	speed	control	strategy	combined	with	the	
MapReduce	 framework	 is	 feasible	and	effective	to	reduce	the	AGV	path	con‐
flict	probability.	The	material	handling	system	could	be	applied	in	workshop	
to	replace	manual	handling	and	to	improve	production	efficiency.	
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1. Introduction 

Automated	 guided	 vehicles	 (AGVs)	 are	 automated	 intelligent	 unmanned	 vehicles	 that	 rely	 on	
electromagnetic,	 laser,	and	visual	navigation	equipment	 to	complete	a	series	of	 transportation	
and	assembly	tasks	under	the	control	of	a	scheduling	system	along	a	guided	path	between	work‐
stations.	In	the	actual	production	environment,	through	cooperative	work,	multiple	AGVs	are	able	
to	quickly	and	efficiently	complete	tasks,	such	as	material	handling,	warehousing,	and	transpor‐
tation.	The	scheduling	system	of	the	AGVs	should	pursue	the	global	optimal	solution,	and	deter‐
mine	a	reasonable	allocation	plan	to	achieve	the	best	match	between	the	tasks	and	the	AGVs.	

As	a	key	part	of	future	automated	logistics,	AGV	systems	have	broad	development	prospects,	
and	the	research	of	scheduling	technology,	which	is	the	core	of	the	AGV	automatic	transporta‐
tion	system,	should	be	highlighted.	As	a	concurrent	system,	simultaneous	operation	of	multiple	
AGVs	inevitably	causes	conflicts	and	deadlocks,	which	severely	negatively	affects	the	efficiency	
and	reliability	of	the	system	operation.	The	traditional	control	system	generally	adopts	a	central‐
ized	scheduling	strategy,	in	which	a	path	planning	algorithm	and	the	task	scheduling	process	of	
multiple	AGVs	are	carried	out	by	a	central	controller.	Thus,	the	increasing	number	of	AGVs	will	
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make	the	system	structure	and	path	planning	algorithm	exceedingly	 intricate.	 In	terms	of	AGV	
system	scheduling,	Fazlollahtabar	et	al.	provided	an	overview	of	AGV	scheduling	and	path	plan‐
ning	[1,	2]	and	compared	relevant	methods.	Common	algorithms	include	the	Dijkstra	algorithm	
[3,	4],	A*algorithm	[5‐10],	ant	colony	algorithm	[11‐13],	and	fuzzy	and	path	planning	algorithm	
[14‐17].	Liu	et	al.	proposed	a	scheduling	algorithm	[18]	that	considered	the	process	route	based	
on	 a	 genetic	 algorithm.	 Li	et	al.	 considered	 the	priority	 of	 various	 tasks	 to	minimize	 the	 total	
path	length	[19,	20].	They	studied	the	application	of	queuing	theory	in	AGV	scheduling	with	the	
storage	and	 transportation	system	as	 the	research	object.	Zheng	et	al.	 studied	AGV	scheduling	
technology	 based	 on	 an	 endocrine	 hormone	 regulation	mechanism	 [21,	 22].	 Most	 scheduling	
strategies,	however,	are	based	on	a	push	strategy	and	cannot	accommodate	the	needs	of	produc‐
tion	models.	

From	the	perspective	of	fulfilling	the	actual	application	requirements	of	production	systems,	
this	 study	 focused	 on	AGV	 scheduling	 system	modeling	 and	 AGV	 path	 planning	 to	 research	 a	
multi‐objective	compound	task	scheduling	model	and	AGV	path	search	algorithm.	We	adapted	
the	 task	 handling	 requirements	 in	 complex	 production	 scenarios,	 thereby	 raising	 the	 overall	
operating	efficiency	of	the	system.	

2. Proposed multi‐objective compound task scheduling model 

2.1 Multi‐objective scheduling model 

The	material	handling	system	of	workshop	is	shown	in	the	Fig.	1.	,ܣ	ܤ,	and	ܥ	are	the	three	load‐
ing	and	unloading	manipulators	in	the	production	workshop;	ܽ,	ܾ,	and	ܿ	are	shelving	areas	in	the	
warehouse,	where	ܽ	is	the	shelf	area	of	the	incoming	materials,	and	ܾ	and	ܿ	are	the	shelf	areas	of	
the	outgoing	materials.	In	the	storage	task,	the	AGV	is	required	to	load	the	pallet	from	the	desig‐
nated	manipulator	and	carry	it	to	the	designated	material	storage	area.	In	the	outgoing	task,	the	
AGV	is	required	to	load	the	pallet	from	the	designated	outbound	material	area	and	carry	it	to	the	
designated	manipulator	buffer	area.	The	,ܣ	ܤ,	and	ܥ	manipulators	handle	the	task	of	loading	and	
unloading	materials,	but	only	the	ܣ	manipulator	handles	the	task	of	loading	and	unloading.	

Multi‐AGV	 scheduling	 systems	 are	 established	 on	 the	 basis	 of	 indexes,	 including	 waiting	 time,	
queue	 length,	 system	throughput,	 running	distance,	and	vehicle	utilization	percentage.	Considering	
that	 the	 efficiency	 of	 the	handling	 task	 is	 reflected	primarily	 in	 vehicle	 running	distance,	 task	
waiting	time,	and	task	priority	 in	actual	production,	we	proposed	a	multi‐AGV	task	scheduling	
model	 based	 on	 total	 driving	 distance,	waiting	 time,	 and	 the	 priorities	 of	 handling	 tasks.	 The	
objective	function	is	shown	as	follows:	

A work	shopB C

 warehouse	
buffer

a b c
 

Fig.	1	The	layout	of	the	material	handling	system	of	workshop	
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Where	m	is	the	current	number	of	tasks;	݇	is	the	number	of	currently	available	AGV	vehicles;	

௜௝ݔ ൌ 1	indicates	that	the	݅‐th	task	is	executed	by	the	݆‐th	AGV,	or	ݔ௜௝ ൌ 0;	݀௜௝	indicates	the	path	
length	of	the	݅‐th	task	being	executed	by	the	݆‐th	AGV;	ݐ௝	is	the	waiting	time	of	the	݅‐th	task	at	the	
current	 time;	݌௝	is	 the	 priority	 of	 the	݅‐th	 task	 at	 the	 current	 time,	 and	ݑଵ, ,ଶݑ 	is	ଷݑ the	weight	
coefficient.	

Without	a	clear	allocation	theory	for	the	weight	coefficient,	it	is	difficult	for	the	current	com‐
posite	scheduling	model	to	quantitatively	analyze	whether	the	weighting	coefficient	distribution	
method	is	reasonable.	Therefore,	we	determined	the	weight	coefficient	according	to	the	empiri‐
cal	method	and	dynamically	adjusted	the	weight	ratio	according	to	the	system	performance.	

2.2 Description of path feature 

The	three	usual	 types	of	conflicts	 in	the	AGV	path	planning	[23]	are	position	conflict,	opposite	
conflict,	and	same	direction	conflict.	A	position	conflict	occurs	when	multiple	AGVs	arrive	at	the	
same	location	at	the	same	time.	An	opposite	conflicts	occurs	when	two	AGVs	meet	in	a	path	that	
is	available	for	only	one	AGV	without	giving	way	to	the	other.	A	same	direction	conflict	occurs	
when	multiple	AGVs	run	in	a	direction	on	the	same	path,	and	the	latter	AGV	operating	at	a	higher	
speed	collides	with	the	AGV	ahead.	Therefore,	the	setting	of	path	should	be	restricted	to	avoid	
these	three	conflicts.	To	improve	the	adaptability	and	reliability	of	the	AGV	system,	the	AGV	path	
characteristics	are	described	as	follows:	

(1) Each	AGV	can	receive	only	one	task	once,	which	can	be	changed	before	the	AGV	enters	
the	 pickup	 section.	 After	 it,	 the	 task	 cannot	 be	 changed,	 and	 the	 current	 task	must	 be	
completed	before	accepting	the	next.	

(2) The	driving	speed	of	each	AGV	is	set	the	same	when	the	linear	and	turning	speeds	alter‐
nate	according	to	the	actual	running	conditions.	

(3) The	deceleration	and	acceleration	of	each	AGV	are	set	the	same	at	approaching	or	leaving	
the	target	point.	

(4) Each	section	is	a	one‐way	path,	with	the	fixed	driving	direction.	
(5) Multiple	AGVs	are	allowed	to	run	simultaneously	on	each	section.	
(6) A	safe	distance	is	set	between	vehicles	to	avoid	rear‐end	collision.	
(7) A	sufficient	driving	distance	is	set	between	any	two	parallel	road	sections	to	avoid	road	

scraping.	
(8) Each	path	intersection	zone	is	a	bicycle‐only	area,	which	allows	one	AGV	at	one	time.	

2.3 Path planning algorithm 

To	solve	the	shortest	path	when	the	map	environment	is	known,	scholars	globally	have	studied	
many	 algorithms,	 including	 the	 genetic	 algorithm,	 neural	 network	 algorithm,	 Dijkstra’s	 algo‐
rithm,	and	A*	algorithm.	The	genetic	algorithm	randomly	selects	the	initial	population	by	coding	
through	 a	 simulation	 of	 the	 genetic	 and	 variability	 of	 chromosomes	 to	 calculate	 the	 adaptive	
function	 and	 the	 selection	 rate.	 Thus,	 the	 algorithm	 can	 simulate	 the	 crossover	 and	mutation	
behavior	 to	 determine	whether	 the	 next	 generation	 satisfies	 the	 demand.	 The	 solution	 to	 the	
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optimal	 path	 requires	multiple	 iterations	 and	 requires	 computational	 intricacy.	 The	Dijkstra’s	
algorithm	 is	 characterized	by	 adopting	 a	 step‐by‐step	 extended	 search	 strategy	 similar	 to	 the	
equipotential	line	and	searches	only	partially	connected	nodes.	As	a	heuristic	search	algorithm,	
A*	 algorithm	 adds	 some	 qualification,	 which	 can	 effectively	 discard	 some	 path	 points	 and	
strengthen	 the	search	efficiency.	The	A*	algorithm	combines	 the	 ideas	of	best‐first	 search	and	
Dijkstra’s	algorithm,	and	adopts	heuristic	search	to	ensure	the	optimal	path.	The	A*	algorithm	
uses	 an	 evaluation	 function	 to	 determine	 the	 search	 direction	 and	 expands	 from	 the	 starting	
point	to	the	surrounding	area.	A	surrogate	value	of	each	surrounding	node	is	calculated	by	the	
evaluation	function.	The	minimum	cost	node	is	selected	as	the	next	expansion	node,	and	the	pro‐
cess	is	repeated.	In	the	process	of	searching,	every	node	on	the	path	has	the	latest	cost.	

To	 comprehensively	 consider	 the	 path	 search	 efficiency,	 we	 selected	 A*	 to	 search	 for	 the	
shortest	path.	The	A*	algorithm	can	be	described	by	Eq.	2:	

݂ሺ݊ሻ ൌ ݃ሺ݊ሻ ൅ ݄ሺ݊ሻ	 (2)

Where,	݂ሺ݊ሻ	is	an	estimated	distance	 from	the	starting	point	 to	 the	 target	point	 though	 the	
path	point	݊;	݃ሺ݊ሻ	is	 the	actual	distance	 from	the	starting	point	to	the	path	point	݊;	݄ሺ݊ሻ	is	 the	
distance	 estimation	 function	 from	 the	path	point	݊	to	 the	 target	point.	 The	Euclidean	distance	
from	 the	 path	 point	݊	to	 the	 target	 point	 is	 selected	 as	 an	 estimation	 function,	 that	 is,	
݄ሺ݊ሻ ൌ ඥሺݔௗ െ ௡ሻݔ ൅ ሺݕௗ െ ,ௗݔ	where	௡ሻ,ݕ 	are	ௗݕ the	 coordinates	 of	 the	 target	point	 and	ݔௗ, 	ௗݕ
are	the	coordinates	of	the	path	point	݊.	The	algorithm	process	is	shown	in	Fig.	2.	

As	shown	in	Fig.	2,	we	set	the	AGV	starting	position	point	as	the	starting	point	݇,	searched	for	
the	path	point	connected	to	 the	starting	point	݇,	and	calculated	the	distance	between	݇	and	all	
the	path	points.	We	selected	the	path	point	with	the	smallest	distance	as	the	new	search	starting	
point	and	continued	this	process	until	the	target	point	was	found.	

Start

Set	the	AGV	starting	position	P	to	the	search	point	k

Find	the	path	point	connected	to	point	k	
|1,2,…,m|

Calculate	the	distance	of	the	path	point	connected	to	point	k,	
and	select	the	path	point	q	with	the	smallest	distance

|1,2,…,m|

Confirm	m	whether	the	path	
point	q	is	the	target	point	

Set	path	point	q	to	
search	point	k	

Over

No

Yes

 

Fig.	2	The	flow	chart	of	the A*	algorithm	

   

|1, 2, … ,݉|

|1, 2, … ,݉|
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2.4 Path conflict detection strategy 

According	to	the	materials	handling	system	as	shown	in	the	Fig.	1,	we	used	the	graph	theory	to	
realize	the	mathematical	representation	of	the	map.	The	graph	is	denoted	as	ܩ ൌ ሺܰ,ܹሻ,	where	
ܰ	is	a	set	of	nodes,	ܹ	is	a	set	of	edges.	 ௞ܹሺ௜,௝ሻ ൌ ൫݊௜, ௝݊൯	represents	the	edge	of	path	݇	from	node	
݅	to	node	݆,	where	݅ ് ݆	and	݅, ݆ ് 1,2,⋯ , ݊,	 and	݊	is	 the	number	of	 nodes.	The	notation	used	 in	
this	section	can	be	summarized	as	shown	in	Table	1.	

Table	1	Key	notations	

												Symbols	 Description	
	ܮ The	length	of	AGV
	௦ܮ The	safe	length	of	two	AGVs on	the	same	path
ܲ	 The	set	of	all	paths
݇	 The	index	of	paths,	݇ ൌ 1, 2, 3, …
௞ܲ	 Path	number	݇	
 ܭ The	set	of	index	of	paths, ݇ ∈ ܭ
ܩܣ ௞ܸ௠	 AGV	number	m	of	 ௞ܲ
	௞ܦ The	distance	of	path	݇, ݇ ∈ ܭ
௞ܰ	 The	set	of	points	of	path	݇,	݇ ∈ ܭ

݊௞௜	 The	point	number	i of	path	݇,	݇ ∈ ܭ
	ሺ௞ೌ,௞್ሻܥ The	set	of	conflict	points	of	path	݇௔,	݇௕	,	݇௔ ∈ ,ܭ ݇௕ ∈ 	ܭ
	௞௥ܥ The	conflict	point	number	݅ of	path	݇,	݇ ∈ ܭ
	ݏ The	start	position	of	path ݇,	݇ ∈ ܭ
݁	 The	end	position	of	path	݇,	݇ ∈ ܭ
	௞௠௦ݐ The	start	time	of	AGV	m of	path	݇,	݇ ∈ ܭ
	௞௠௖ೝݐ The	spending	time	that	AGV	m	arrival	to	the	conflicts	node	ݎ	of	path	݇,	݇ ∈ 	ܭ
	௞௠௘ݐ The	end	time	of	AGV	m	of	path	݇,	݇ ∈ ܭ
 ௞ܿݐ The	set	of	the	time	that	AGVs arrival	to	the	conflict	nodes	of	path	݇,	݇ ∈ 	ܭ
	ܥܶ The	set	of	the	time	that	AGVs arrival	to	the	conflict	nodes
ܶ	 The	total	time	of	all	conflict	time

	
We	identified	an	AGV	path	conflict	if	the	two	AGVs	arrived	at	the	same	node	at	the	same	time.	

One	should	run	away	from	the	other	AGV	to	avoid	the	path	conflicts.	Therefore,	we	gave	the	min‐
imum	safety	length	ܮ௦	of	the	two	AGVs	on	the	same	path.	

To	detect	AGV	path	conflicts,	we	considered	both	the	path	overlap	and	the	time	conflicts	that	
pass	the	node.	Between	the	conflict	nodes,	there	were	non‐conflict	paths	in	which	the	AGV	nor‐
mally	 could	 pass.	 The	 speed	of	 AGV	was	ݒ଴.	 Eq.	 3	 calculates	 the	 conflict	 detection	 of	 the	 path	
node.	Eq.	4	calculates	the	conflict	detection	of	the	pass	time	and	ܮ ⁄଴ݒ 	represents	the	total	time	
from	arrival	to	pass	the	conflict	node.	To	guarantee	the	drive	safety	of	the	two	AGVs,	the	abso‐
lute	value	of	the	time	difference	between	the	two	AGVs	arrival	to	the	conflict	path	should	be	no	
less	than	ሺܮ ൅ ௦ሻܮ ⁄଴ݒ ,	or	else	we	call	it	AGV	conflicts	happen.	

,ሺ݇ଵܥ ݇ଵଵሻ ൌ ௄ܰ ∩ ௄ܰ	 (3)

TC ൌ |tc୩ െ tc୩| ൏ ሺL ൅ Lୱሻ v଴⁄ 	 (4)

When	we	detected	the	AGV	path	conflict,	the	priority	of	the	AGVs	should	be	sequenced.	The	
lower	 priority	 AGV	 should	wait	 until	 the	 higher	 priority	 AGV	 passed	 the	 conflict	 path	 for	 the	
multiple	AGVs	approaching	the	conflict	path.	The	longer	the	time	of	arrival	at	the	conflict	section,	
the	later	the	arrival	would	be;	therefore,	priority	was	lower,	and	the	AGV	that	arrived	first	would	
move	forward.	

The	solution	 for	path	conflicts	 is	 the	speed	control	strategy.	For	 the	speed	control	strategy,	
we	kept	the	higher	priority	AGV	drive	speed	uniform,	but	changed	the	lower	priority	AGV	drive	
speed.	We	gave	acceleration	a	for	the	speed	change.	In	Eq.	5,	݈௦	represents	the	path	length	of	AGV	
decelerating	from	ݒ଴	to	ݒଵ	or	accelerating	from	ݒଵ	to	ݒ଴.	Eq.	6	represents	the	AGV	decelerates	to	
	represent	9	Eq.	and	8	Eq.	ଵ.ݒ	speed	constant	at	node	conflict	the	through	passes	AGV	then	and	ଵ,ݒ
the	spending	time	before	the	AGV	arrival	to	the	conflicts	node	the	speed	change.	Eq.	10	and	Eq.	
11	represent	the	spending	time	that	AGV	arrival	to	the	conflicts	node	1,	2,	and	ݎ	accordingly.	Eq.	
12	represents	the	total	time	for	the	AGVs	arrival	to	the	terminal.	
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݈௦ ൌ ሺݒ଴
ଶ െ ଵݒ

ଶሻ 2ܽ⁄ 	 (5)

ሺܮ ൅ ௦ሻܮ ⁄଴ݒ ൌ ሺݒ଴ െ ଵሻݒ ܽ⁄ ൅ ሺܮ ൅ ௦ሻܮ ⁄ଵݒ 	 (6)

ଵݐ ൌ ሺܮ ൅ ௦ሻܮ ⁄଴ݒ 	 (7)

ଶݐ ൌ ሺݒ଴ െ ଵሻݒ ܽ⁄ 	 (8)

௞ଵ௠௖ଵݐ ൌ ௞௠௦ݐ ൅ ଵݐ ൅ ൫ ௞ܹሺ௦,௨௞ଵሻ െ ௌ൯ܮ ⁄଴ݒ 	 (9)

௞ଵ௠௖ଶݐ ൌ ௞ଵ௠ଵݐ ൅ ൫ ௞ܹଵሺ௦,௨௞ଵሻ െ ௌ൯ܮ ⁄଴ݒ ൅ 	ଶݐ (10)

௞ଵ௠௖ଶݐ ൌ 	௞ଵ௠ଵݐ ൅෍෍ ௞ܹଵሺ௜,௝ሻ

௨௞௥

௝ୀଶ

௨௞௥

௜ୀଶ

଴൘ݒ ൌ ௞ଵ௠௖ଶݐ ൅෍෍൫݊௞ଵ௜, ݊௞ଵ௝൯

௨௞௥

௝ୀଶ

௨௞௥

௜ୀଶ

଴൘ݒ 	 (11)

݉݅݊	 ௞ܶଵ௠ ൌ ௞ଵ௠ଵݐ െ ሺܮ௦ െ ݈ௌሻ ⁄଴ݒ ൅ ଵݐ ൅ 	ଶݐ (12)

2.5 Efficient MapReduce framework 

MapReduce	[24,	25]	is	a	parallel	computing	framework	for	cluster	systems.	Phoenix++	[26]	is	a	
C++	 programming	 implementation	 of	 the	 MapReduce	 framework	 based	 on	 shared	 memory,	
which	 can	be	used	 to	program	multi‐core	 chips	 and	 shared	memory	multiprocessors.	MapRe‐
duce	 framework	 optimization	 provides	 the	 opportunity	 to	 reuse	 hash	 table	 storage	 space	 be‐
tween	multiple	Map	tasks	and	reuse	the	hash	table	between	multiple	Reduce	tasks.	Accordingly,	
we	designed	a	high‐efficiency	reusable	hash	table	(HRHT).	Considering	that	the	unordered	map	
used	by	Phoenix	in	the	Reduce	stage	used	a	linked	list	to	store	data,	we	had	to	apply	space	for	
each	pair	of	keys/values	to	create	a	node,	which	caused	a	large	number	of	memory	applications.	
As	a	result,	the	HRHT	designed	in	this	study	eliminated	the	use	of	linked	lists.	Fig.	3	displays	the	
data	structure	and	data	access	process	of	HRHT,	which	improved	the	unordered_map	as	follows:	

Step	1:	A	 valid	 flag	 added	 to	 each	bucket	 indicated	 that	 the	data	 in	 the	 corresponding	bucket	
were	 invalid,	 and	 the	 bucket	 could	 be	 used	 to	 store	 new	data.	 The	data	 in	 the	 corresponding	
bucket	were	valid,	that	is,	the	current	bucket	was	already	occupied.	When	the	hash	table	needed	
to	be	reused,	it	had	to	reset	all	valid	flags	to	0,	and	thus	invalidated	all	the	data	in	the	bucket.	The	
HRHT	could	be	quickly	reset	by	the	valid	flag	to	ensure	high	efficiency	reuse	of	the	hash	table.	

Step	2:	The	linked	list	was	no	longer	used,	and	the	key/value	pairs	were	saved	directly	to	buck‐
ets.	When	there	were	data	to	be	added,	they	were	mapped	to	a	position	in	the	buckets	according	
to	 the	key.	We	 then	checked	 the	buckets	backward	 from	 the	position,	 found	a	 location	with	a	
valid	flag	of	0	from	the	buckets,	and	then	saved	the	new	data.	Thus,	we	no	longer	had	to	apply	for	
space	temporarily.	

In	this	study,	we	introduced	HRHT	into	the	design	of	the	hash	container	and	designed	it	as	an	
HRHT‐based	hash	container.	Then	we	replaced	the	unordered	map	of	Reduce	stage	with	HRHT	
to	 avoid	 the	application	of	 a	 large	number	of	 small	 blocks	of	memory.	 In	 addition,	HRHT	also	
guaranteed	that	the	bucket	size	was	a	power	of	2	when	being	designed.	After	the	hash	value	was	
calculated	by	݄ݏܽܪሺሻ,	when	positioned	in	the	bucket,	we	used	(hash_value&(buckets_size‐1))	 to	
replace	the	previous	modulo	calculation	(hash_value%buckets_size)	and	thus	improved	retrieval	
efficiency.		
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Fig.	3	The	data	structure	of	HRHT	
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3. Experimental analysis: Results and discussion 

In	 this	 study,	we	 took	 the	 logistics	 of	 an	 electrical	 connector	workshop	 as	 the	 research	back‐
ground.	,ܣ	ܤ,	and	ܥ	were	the	three	loading	and	unloading	manipulators	in	the	production	work‐
shop	and	ܽ,	ܾ,	and	ܿ	where	the	shelving	areas	in	the	warehouse.	Symbol	ܽ	represents	is	the	shelf	
area	of	incoming	materials,	ܾ	and	ܿ	are	the	shelf	areas	of	outgoing	materials.	In	the	storage	task,	
the	AGV	was	required	to	load	the	pallet	from	the	designated	manipulator	and	had	to	carry	it	to	
the	designated	material	storage	area.	In	the	outgoing	task,	the	AGV	was	required	to	load	the	pal‐
let	from	the	designated	outbound	material	area	and	carry	it	to	the	designated	manipulator	buff‐
er	area.	The	,ܣ	ܤ,	and	ܥ	manipulators	handled	the	task	of	 loading	and	unloading	materials,	but	
only	the	ܣ	manipulator	handled	the	task	of	loading	and	unloading.	

In	this	analysis,	the	experimental	system	is	based	on	Intel	Xeon	E5645	platform	(6	cores	per	
CPU,	12	CPUs	in	total),	which	can	be	used	to	run	MapReduce	framework	Phoenix++,	and	is	used	
CentOS	6.5	as	 the	operating	system	and	GCC	4.7	as	 the	compiler.	We	set	work	 for	 three	AGVs,	
and	 then	 set	 basic	 parameters:	ܮ ൌ 1.2	m,	ܮ௦ ൌ 1	m,	ݒ଴ ൌ 1.2m s⁄ ଵݒ	, ൌ 0.8m s⁄ ,	and	ܽ ൌ 0.4	
m sଶ⁄ .	We	used	the	A*	algorithm	to	plan	the	AGV	operation	path.	The	path	of	the	AGV	is	shown	in	
Figure	4,	and	the	overlap	of	each	path	is	given	in	Table	2.	

We	 compared	 the	 impact	 of	 speed	 control	 strategy	 combined	 with	 efficient	 MapReduce	
framework	on	the	AGV	total	travel	time.	Compared	with	the	normal	arrival	time,	the	0	time	dif‐
ference	 indicated	 that	 the	AGV	driving	 state	 in	 the	path	 remained	unchanged;	 a	positive	 time	
difference	indicated	that	the	AGV	waited	in	the	path.	As	shown	in	Fig.	5	and	Fig.	6,	the	efficient	
MapReduce	 framework	 improved	 the	 execution	 efficiency	 of	 the	 speed	 control	 strategy	 and	
shortened	the	spending	time	of	the	entire	loading	and	unloading	process.	

With	the	increase	of	the	number	of	tasks	and	AGVs,	the	possibility	of	conflict	path	segments	
between	 different	 paths	 increased,	 which	 led	 to	 an	 increase	 in	 the	 probability	 of	 conflict	 be‐
tween	AGVs.	We	predicted	the	probability	of	conflict	between	AGVs,	as	shown	in	Fig.	7.	It	can	be	
seen	that	the	efficient	MapReduce	framework	improved	the	execution	efficiency	of	the	algorithm	
and	reduced	the	probability	of	conflict	between	AGVs.	
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Fig.	4	The	map	of	AGVs	

Table	2	Overlapping	paths	

No.	 Path	number		 Path	length Number	of	overlapping	paths	
1	 L1	 140 m L2,	L3	
2	 L2	 130 m L1,	L3	
3	 L3	 155 m L1,	L2	
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Fig.	5	Changes	in	the	time	of	the	AGV	arrival	time	

 

Fig.	6	The	impact	of	speed	control	strategy	combined	with	efficient	MapReduce	framework	

      

Fig.	7	The	prediction of conflict between AGVs	
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4. Conclusion 
In this paper, a multi-objective scheduling model is proposed based on total driving distance and 
waiting time, the A* algorithm is selected to search the shortest path of AGVs , the speed control 
strategy is proposed to detect path conflict without changing the driving path and task schedul-
ing, the MapReduce framework is adopted to improve the speed control strategy execution effi-
ciency. The experiment is proven to the scheduling model and the speed control strategy com-
bined with the MapReduce framework is feasible and effective to reduce the probability of con-
flict in material handling process of AGVs. 

In the future work, more researches should be carried on dynamic scheduling model of multi-
AGV to solve the path conflict occurred in large-scale material handling process of AGVs. 
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A B S T R A C T	   A R T I C L E   I N F O	

Small	and	Medium‐Sized	Enterprises	 (SMEs)	are	of	major	 importance	 to	de‐
veloping	 countries.	 SMEs	 are	 the	main	 drivers	 to	 strengthen	 society	 in	 sus‐
taining	 economic	 growth	 and	 development.	 Governments	 provide	 various	
support	 programs	 to	 improve	 their	 industrial	 power	 and	 to	 increase	 the	
number	of	enterprises	 in	 the	market.	The	enterprises	must	be	assessed	and	
suitable	 funds	 should	 be	 provided	 to	 those	 in	 need,	 to	 achieve	 an	 effective	
support	 program	 in	 the	 most	 efficient	 way.This	 requires	 implementing	 an	
assessment	methodology	based	on	a	predefined	set	of	scientific	criteria.	The	
current	 literature	 is	 comprehensive	 enough	 to	 assess	 the	 healthiness	 of	 the	
enterprises	concerning	strategic,	 technologic,	 financial	as	well	as	 intellectual	
competencies	 but	 on	 the	 other	 hand,	 it	 lacks	 of	 an	 assessment	model.	 This	
study	 aims	 to	 introduce	 a	 general	 framework	 for	 sustaining	 an	 effective	 as‐
sessment	methodology	 for	 SMEs	 to	 eliminate	 this	 gap.	 The	 proposed	model	
measures	five	different	types	of	competencies	such	as	Technological	Compe‐
tency,	Strategic	Competency,	Financial	Competency,	Intellectual	Competency,	
R&D	 and	 Innovation	 Competency.	 These	 competencies	 are	 to	 put	 forth	 the	
conditions	 in	 which	 the	 enterprises	 are	 running	 accurately.	 A	 real‐life	 case	
study	 is	 conducted	 to	 ensure	 the	 baseline	 of	 the	model	 to	 be	 implemented.	
The	 governmental	 organizations	 may	 utilize	 the	 model	 for	 sustaining	 their	
support	role	effectively	to	SMEs.	

	

  Keywords:	
Small	and	medium‐sized	enter‐
prises	(SMEs);	
Competency	assessment;	
Technological	competency;	
Strategic	competency;	
Financial	competency;	
Intellectual	competency;	
R&D	and	innovation	competency;	
Smart	manufacturing;	
Industry	4.0	

*Corresponding	author:		
semih.ozel@marmara.edu.tr	
(Ozel,	S.)	

Article	history:		
Received	2	January	2020	
Revised	9	March	2021	
Accepted	10	March	2021	

	
Content	from	this	work	may	be	used	under	the	terms	of	
the	Creative	Commons	Attribution	4.0	International	
Licence	(CC	BY	4.0).	Any	further	distribution	of	this	work	
must	maintain	attribution	to	the	author(s)	and	the	title	of	
the	work,	journal	citation	and	DOI.	

 
 

1. Introduction 

SMEs	are	considered	to	be	the	foundation	pillar	of	a	country’s	economic	and	social	development.	
SMEs	have	a	series	of	positive	characteristic	such	as,	 their	ability	 to	adapt	quickly	 in	changing	
markets,	flexibility	in	their	production	structures,	their	contribution	to	balanced	growth	between	
regions	and	their	influence	on	the	reduction	of	unemployment	and	creation	of	new	areas	of	em‐
ployment.	Since	most	of	the	SMEs	try	to	survive	with	a	limited	capital	and	to	do	business	mainly	
by	experienced	manual	 labor,	 they	always	need	state‐support	 to	 improve	 their	 infra‐structure	
especially	at	the	age	of	Industry	4.0.	The	era	of	digital	transformation	offers	various	opportuni‐
ties	for	enterprises	to	sustain	competitive	advantage.	New	business	models	enabled	enterprises	
to	grow	their	market	share.	A	comprehensive	assessment	of	the	existing	capabilities	and	compe‐
tencies	are	required,	in	order	to	achieve	better	utilization	of	technology	for	the	sake	of	digitiza‐
tion.	While	 considering	 quality,	 cost,	 efficiency	 and	 environment,	 the	 enterprises	 should	 also	
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perform	the	necessities	of	 transition	to	Industry	4.0.	Being	able	to	utilize	the	technology	espe‐
cially	digital	operations	and	methods	like	autonomous	systems	would	improve	the	capability	of	
the	respective	SME	to	respond	to	the	market	requirement	in	an	early	and	effective	manner.	This	
would	definitely	contribute	to	the	competency	of	 the	enterprise	ensuring	sustainable	competi‐
tiveness.	Therefore,	digital	transformation	and	intelligent	(smart)	devices	are	considered	to	be	
one	of	the	core	elements	of	respective	(technological)	competency.	The	effects	of	smart	and	in‐
telligent	manufacturing	to	the	competency	level	of	the	enterprise	are	explained	below.	

SMEs	may	increase	the	economic	situation	through	producing	products	and	services	as	in	the	
same	way	large	companies	operate.	They	have	to	be	supported	to	both	improve	both	quality	and	
variety	of	products	semi‐finished	products	the	produce.	In	this	way,	SMEs	may	contribute	to	the	
whole	economy	as	well	as	related	innovation	and	creativity.	It	should	be	kept	in	mind	that	these	
enterprises,	whose	goal	is	to	stay	on	their	feet	and	grow	in	the	cutthroat	competition	of	today’s	
business	world,	are	the	barometer	of	economic	buoyancy.	Economic	buoyancy	needs	to	create	a	
competitive	environment	by	growing	as	many	SMEs	as	possible	and	by	challenging	the	birth	of	
lots	of	new	enterprises	and	some	existing	industry	leaders.		

There	is	no	universal	definition	of	the	term,	SME,	which	may	vary	in	different	countries	and	
regions.	However,	generally,	the	size	of	the	labor	force	or	the	value	of	assets	thy	possess	are	con‐
sidered	as	 indicators.	As	claimed	by	Frijns	and	Vliet	 (1999)	[1],	 the	number	of	employees	 in	a	
company	is	an	important	factor	for	measuring	the	size	of	 industrial	enterprises,	particularly	in	
developing	countries.	They	suggested	two	categories	for	small	industries:	micro‐enterprises	(1‐
9	employees)	and	small‐scale	industries	(10‐50	employees).	Even	though,	the	limit	for	the	num‐
ber	of	employees	in	a	company	to	indicate	a	small	or	medium	company	varies	in	different	coun‐
tries.	For	example,	in	Mexico	and	Brazil,	any	company	with	fewer	than	100	staff	is	considered	an	
SME,	in	Australia,	this	number	rises	to	200	employees,	and	in	the	United	States	and	Denmark,	a	
company	of	up	to	500	employees	would	be	categorized	as	an	SME	(Hillary,	2000)	[2].		

The	given	definitions	in	most	OECD	countries	are	also	based	on	labor	figures	where	500	em‐
ployees	are	considered	as	 the	upper	 limit	of	 the	SMEs.	On	 the	other	hand,	 the	definition	most	
commonly	accepted	and	used	nowadays	in	that	of	Eurostat	of	19	European	countries	states	that	
an	SME	must	have	no	more	than	250	employees.	Manufacturing	and	services	of	SMEs	are	also	
considered	in	various	scope	within	this	definition	(OECD	Report,	2013)	[3].	Another	distinguish‐
ing	feature	of	an	SME	is	whether	 it	 is	an	 independent	organization	or	 linked	to	a	 larger	enter‐
prise	or	group.	Above	all,	the	management	structure	also	influences	the	classification	of	SMEs	in	
some	countries	(OECD	Report,	2004)	[4].	The	last	OECD	report	published	in	2013	clearly	states	
that	any	enterprise	can	be	called	an	SME	if	it	fulfills	the	criteria	for	the	number	of	staff	and	one	
or	more	of	the	financial	criteria	as	provided	in	Table	1.	
	 As	stated	above,	the	SMEs	which	are	greatly	important	for	national	economies	should	able	to	
stay	on	their	feet	and	grow	in	a	place	of	global	competition	through	receiving	the	support	of	var‐
ious	funds	provided	mainly	by	the	governments.	That	is	the	main	reason	for	many	countries	to	
establish	 associations	 such	 as	KOSGEB	 in	Turkey	where	KOSGEB	 stands	 for	 the	Association	of	
SME	Development	which	is	responsible	for	supporting	the	SMEs.	All	nations	provide	support	to	
their	SMEs.	There	ise	a	necessity	of	an	assessment	methodology	in	oderd	to	validate	and	verify	
the	fund	distribution	processes.	 In	the	developed	countries,	a	well‐structured	 information	sys‐
tem	is	set	up	to	follow	the	fund	distribution	programs	as	well	as	the	progress	along	with	the	use	
of	these	funds.	This	makes	it	easier	to	carry	out	the	respective	evalutions	of	applicants.	However,	
in	 the	 countries	 such	 as	Turkey,	 there	 has	 not	 been	 a	 fully	 integrated	 IT	 system	between	 the	
government	and	industry	and	business	community	yet.	Therefore,	an	industry	independent	and	
separate	assessment	system	is	employed	which	may	lead	to	several	problems	such	as	the	inade‐
quate	distribution	of	funds	among	the	sectors	as	well	as	a	waste	of	resources	in	the	areas	which	

Table	1	SME	definition	by	European	Union	(OECD	Report,	2013)	
Enterprise	category	 Headcount	 Turnover	(€)								or									Balance	sheet	total	(€)	
Medium‐sized	 50‐249	 ≤		50	million	 ≤		43	million	
Small	 10‐49	 ≤		10	million	 ≤		10	million	
Micro	 <	10	 ≤		2	million	 ≤		2	million	
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may	 require	 less	 attention.	 This	 clearly	 requires	 an	 extensive	 study	 on	 defining	 a	well‐suited	
funding	and	assessment	system	which	is	also	one	of	the	major	motivations	of	this	research.	
Note	that,	the	SME	support	in	Turkey	Is	carried	out	by	KOSGEB.	Currently,	the	funds	are	distrib‐
uted	 through	various	programs	and	respective	assessments	carried	out	by	 institutional	proce‐
dures.		

KOSGEB	 estimates	 that	 the	 number	 of	 enterprises	 considered	 SMEs	 has	 remarkably	 in‐
creased	to	approximately	3,500,000	in	the	last	five	years	(KOSGEB,	2019)	[5].	On	the	other	side,	
considering	the	limited	amount	of	support	funds	available,	providing	funds	on	adequate	by	as‐
needed	bases	become	very	critical.	Here	the	main	question	is	to	determine	what	support	should	
be	given	to	which	enterprise?	The	funds	will	not	produce	the	desired	output	(objectives	of	the	
funder	providers)	if	they	are	arbitrarily	provided	to	anyone	who	asks	for	them.	By	being	aware	
of	this,	KOSGEB	continuously	seeks	alternative	support	programs	to	increase	the	expected	bene‐
fit	for	the	enterprises.	The	project‐based	support	system	is	one	of	these.	This	program	has	now	
become	the	leading	SME	support	system	in	Turkey.	SMEs	should	generate	a	project	and	indicate	
that	 the	 results	 of	 the	 project	 contribute	 to	 the	 development	 of	 the	 enterprise	 by	 increasing	
productivity,	flexibility,	mobility,	profitability,	service	time,	quality,	and	so	on.	The	qualifications	
required	by	KOSGEB	for	project‐based	support	are	a	strong	financial	structure	and	a	history	of	
successful	completion	of	previous	projects	carried	out	by	the	claimer.		

Similarly,	 KOSGEB	 implements	 more	 than	 30	 different	 support	 programs.	 The	 current	 as‐
sessment	system	employed	is	designed	as	a	manual	review	system	and	it	is	easy	to	assess	vari‐
ous	enterprises	at	the	same	standard.	However,	it	is	very	difficult	to	install	a	system	to	monitor	
the	post‐support	state	of	SMEs.	Since	KOSGEB	is	the	only	agency	that	employs	SME	assessment	
and	selection	criteria,	it	was	considered	to	be	important	to	review	its	structure	as	well	as	sup‐
port	related	operations	for	the	success	of	this	study.	During	this	analysis,	it	was	found	that	one	
of	the	basic	tools	used	by	KOSGEB	to	manage	the	support	programs	is	the	Beneficiary	Situation	
Detection	Form	called	YDTF.		

Currently,	each	applicant	fills	in	an	SME	Statement	Form,	providing	respective	information	to	
find	out	whether	or	not	they	can	be	classified	as	an	SME.	If	approved,	they	are	then	asked	to	fill	
in	 the	Beneficiary	Situation	Detection	Form	(YDTF).	The	 information	given	by	 the	applicant	 in	
this	form	is	reviewed	by	the	experts	and	categorized	into	one	of	four	groups	(A‐	Micro,	B‐Small,	
C‐Medium,	and	D‐Large)	in	accordance	with	enterprise	characteristics.	The	respective	support	is	
granted	following	the	results	of	this	assessment.	

This	classification	is	carried	out	using	a	set	of	criteria	developed	by	KOSGEB	through	several	
years	of	experience.	Interview	with	some	of	those	experts	indicated	that	the	funding	algorithm	
based	on	the	classification	of	SMEs	under	these	 four	groups	makes	 it	difficult	 to	catch	up	with	
socio‐economic	developments	over	time,	as	well	as	making	it	difficult	to	perform	the	assessment	
in	harmony	with	the	present	conditions.	Furthermore,	as	stated	above,	having	the	fact	that	the	
number	of	enterprises	falling	within	the	scope	increased	more	than	eight	times	(from	400,000	to	
3,500,000)	within	a	very	short	period	(in	five	years)	also	makes	it	difficult	to	manage	the	sup‐
port	programs	with	the	currently	available	human	resources.	This	obviously	creates	a	negative	
impact	on	the	performance	and	efficiency	of	the	manual	assessment	and	monitoring.	A	Comput‐
er‐aided	intelligent	assessment	system	seems	to	be	essential	to	remove	this	negative	impact	as	it	
may	clearly	highlight	the	effectiveness	of	the	assessment	programs	with	limited	funds	available.	

Similarly,	several	countries	have	developed	and	installed	assessment	systems	aligned	to	their	
own	national	economic	vision.	Countries	also	manage	to	solve	 this	problem	to	some	extent	by	
making	their	relevant	agencies	work	in	coordination	and	cooperation	with	each	other	employing	
a	certain	but	common	assessment	system	on	a	single	database.	Furthermore,	it	is	claimed	that	if	
recently	developed	information	technologies	such	as	cloud	computing	are	adapted	to	the	infra‐
structure	of	 such	agencies,	 their	 systems	would	be	more	 functional	 and	 the	need	 to	 install	 an	
assessment	 system	 specific	 to	 an	 enterprise	 or	 sector	 could	 be	minimized	 (Mell	 and	 Grance,	
2011)	[6].	For	countries	where	such	infrastructure	is	not	available	or	is	in	the	process	of	being	
developed	(as	 in	 the	case	of	Turkey),	manual	methods	are	utilized.	Note	 that	 the	 lack	of	some	
competency‐related	data	prevents	effective	assessments.	Although	some	simulation	studies	like	
the	one	proposed	by	Dragic	and	Sorak	(2016)	[7]	are	carried	out	to	define	and	predict	SME	data	
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for	the	assessment,	the	right	set	of	data	is	always	subject	to	the	effectiveness	of	the	models	uti‐
lized	which	 are	 not	 easy	 to	 validate.	 This	 is	 also	 valid	 for	 some	 studies	 limited	 in	 scope	 and	
bounded	by	implicit	requirements	(see	for	example	Emebo	et	al.,	2017)	[8].	It	is	believed	that	the	
framework	proposed	in	this	study	may	be	a	good	reference	for	handling	competencies	for	better	
assessment	along	this	line.	

The	 proposed	 assessment	 model	 focusing	 on	 certain	 competencies	 could	 be	 effectively	
adapted	to	the	distribution	of	support	provided	by	agencies,	and	make	an	 important	contribu‐
tion	to	the	installation	of	a	flexible	and	dynamic	fund	management	system.	It	may	also	be	used	to	
help	SMEs	increase	their	performance	and	industrial	productivity	in	the	medium	and	long	terms	
as	well	as	to	monitor	the	sustainability	of	productivity	with	valuable	and	important	feedback.		

In	 the	proposed	model	 five	basic	modules	have	been	developed	 to	assess	and	measure	 the	
competencies	of	SMEs	as	explained	below.	For	the	sake	of	clarity,	a	literature	review	is	provided	
first.	

2. Literature review on SME assessment 

There	have	been	various	assessment	studies	presented	in	the	literature	some	of	which	are	dis‐
cussed	below.		
	 Sohn	et	al.	(2007)	[9]	suggested	a	Structural	Equation	Model	(SEM)	based	on	mainly	financial	
performances	and	management	of	technology	for	granting	the	respective	supports	to	SMEs.	Di‐
rect	 and	 indirect	 relations	 between	 technological	 and	 financial	 indicators	 are	 established	 and	
analyzed.	Similarly,	Xiao‐hong	et	al.	(2008)	[10]	concentrated	the	financial	parameters	and	pro‐
posed	an	evaluation	 index	 that	measures	and	evaluates	 the	performance	of	 funds	provided	 to	
small	and	medium‐sized	enterprises	in	China.	This	study	clearly	indicates	that	the	size	and	quali‐
ty	of	an	enterprise	have	a	positive	 influence	on	 the	growth	rate	and	record	 time	of	 the	enter‐
prise,	whereas	the	status	of	ownership	does	not	have	much	effect.	In	terms	of	financial	dimen‐
sion	factors,	solvency	was	proven	to	have	a	negative	effect	on	the	business	progress.	

Moon	 and	 Sohn	 (2005)	 [11]	 proposed	 an	 evaluation	 model	 for	 distributing	 governmental	
funds	by	performance	data	using	the	decision	tree	method	and	data	envelopment	analysis.	Con‐
sequently,	 they	proposed	a	 fund	management	 system	 through	an	 intelligent	probability‐based	
approach.	Similarly,	Yang	(2006)	[12]	developed	a	technical	efficiency	index	for	SME	assessment	
in	 Korea	 using	 data	 envelopment	 analysis	 (DEA).	 In	 this	 study,	 the	 eligibility	 of	 the	 SMEs	 for	
state	 funds	 is	 decided	 based	 on	 this	 index	 and	 the	 effectiveness	 of	 the	 program	 is	 analyzed	
through	a	 comparison	of	 enterprises	both	 supported	and	not.	The	analysis	 in	 this	 study	 is	 re‐
stricted	to	efficiency,	but	it	can	be	considered	to	serve	as	a	starting	point	and	light	the	path	for	
more	comprehensive	analysis.	Sohn	and	Kim	(2007)	[13],	on	the	other	hand,	developed	a	ran‐
dom	effect‐logistic	 regression	model	 using	 financial	 and	non‐financial	 factors	 in	 order	 to	 esti‐
mate	 the	 performance	 of	 SMEs	 that	 are	 supported	 by	 the	 government	 but	 do	 not	 fulfill	 their	
commitments.	 They	 identified	 that	 SMEs	 that	 did	 not	 fulfill	 their	 commitments	 often	 encoun‐
tered	 refund	 delays,	 cheques	 bouncing,	 non‐commercialization	 of	 products,	 or	 poor	 manage‐
ment.	Similarly,	an	approach	aiming	to	monitor	SMEs	as	being	part	of	an	integrated	assessment	
and	fund	management	system	is	presented.		
	 Ying	and	Li	(2009)	[14]	presented	an	evaluation	model	based	on	both	fuzzy	logic	and	Analyti‐
cal	Hierarchy	Process.	They	used	both	quantitative	 and	qualitative	data	 analysis	 in	 especially,	
evaluating	innovation	capability.	Five	evaluation	stages	such	as	perfect,	very	good,	good,	medium	
and	poor	were	identified	for	each	criterion	to	constitute	a	fuzzy	matrix	in	assessing	the	innova‐
tion	 capability	 of	 Shaoxing	 Textile	 Enterprise	Group.	 A	 similar	 study	 to	 assess	 the	 innovation	
capability	 in	Austria	 is	provided	by	Kaufman	and	Tödling	(2002)	 [15].	Ahmad	and	Qui	 (2006)	
[50]	 also	 employed	both	AHP	 and	DEA	 to	measure	 enterprise	manufacturing	performance.	 In	
general,	this	study	was	limited	to	the	re‐evaluation	of	SME	performance	but	did	not	provide	any	
information	about	a	support	providing	model.	Innovation	was	also	the	main	focus	of	the	study	
carried	out	by	Cheng	and	Wang	(2009)	[16]	who	studied	destructive	innovation	evaluation	and	
risk	 analysis	 in	 SMEs	 yielding	 the	 result	 that	 destructive	 innovation	 has	 an	 important	 role	 in	
survival	in	competitive	environments.	
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Wang	(2008)	[17]	provided	a	different	but	statistical	approach	taking	the	effect	on	external	
environmental	factors	for	SMEs’	living	conditions	into	account.	Six	main	factors	mainly,	external	
environment	 economy,	 politics,	 technology,	 social	 culture,	 human	 capital,	 and	 natural	 sources	
were	examined	using	Structural	Equation	Model	(SEM),	Fuzzy	Analytic	Hierarchy	Process	(AHP),	
and	Main	Component	Analysis	(MCA)	with	the	results	of	12,000	surveys	resulting	that	SEM	per‐
forms	better	in	comparison	to	other	two.	

Some	of	the	research	along	this	line	produced	performance	assessment	systems	such	as	those	
carried	 out	 by	 Hvolby	 and	 Thorstenson	 (2001)	 [18],	 Barnes	 et	 al.	 (1998)	 [19],	 Hudson	 et	 al.	
(2001)	[20],	Delisle	et	al.	 (2004)	[21],	Brem	et	al.	 (2008)	[22],	Hanif	and	Manarvi	(2009)	[23],	
etc.	Those	provide	assessment	systems	with	little	differences	in	the	focus	of	the	research	or	the	
methodology	 implemented.	 Some	 take	 delivery	 time,	 delivery	 duration,	 capacity	 ratio,	 quality	
levels,	and	cost	accounts	whereas	others	concentrate	on	strategic	objectives	or	institutional	con‐
trol	mechanisms.	While	some	of	them	utilizing	computerized	technology	such	as	expert	systems,	
some	implemented	face‐to‐face	meetings,	some	concentrated	on	a	balanced	scorecard	approach.	
Some	of	those	such	as	Kim	et	al.	(2008)	[24]	implemented	an	adapted	learning	network	to	sup‐
port	the	assessment	process	by	examining	various	factors	based	on	products	and	administrative	
properties.	 Some	 researchers	 were	 very	 keen	 on	 performing	 the	 comparison	 of	 performance	
modes	provided	 in	 the	 literature	 (see,	 for	 example,	Abouzeedan	and	Busler	 (2004)	 [25].	Note	
that	 in	those	studies,	attention	was	paid	not	only	to	financial	criteria	but	also	to	all	criteria	af‐
fecting	the	performance	of	the	SMEs.	Hanif	and	Manarvi	(2009)	[23],	on	the	other	hand,	focused	
on	quality,	productivity,	innovation,	and	investigation	of	learning	initiatives.	A	hierarchical	clus‐
ter	analysis	was	conducted	using	the	K‐means	algorithm.	An	interesting	remark	was	provided	by	
Ozturk	and	Coskun	(2014)	[26]	by	noting	that	the	balanced	scorecard	was	not	an	effective	as‐
sessment	tool	for	banking	if	it	was	not	used	properly.	

Lin	and	Tong	(2010)	[27]	constituted	a	two‐step	credit	rating	model	using	the	Cox	model	and	
Support	Vector	Machine	(SVM).	They	classified	SMEs	in	Taiwan	using	a	two‐step	model	and	pre‐
sented	that	the	accuracy	rate	was	better	than	existing	gradual	credit	rating	models.		
There	have	been	some	studies	on	assessing	the	organization	for	other	purposes	not	focusing	the	
attention	on	funding,	rather	identifying	areas	to	be	improved	in	comparison	to	others.	Some	of	
them	are	discussed	below.	

Little	research	such	as	the	one	provided	by	Katwalo	(2006)	[28]	concentrated	on	the	compe‐
tency	 improvement	 of	 SMEs.	 SMEs	 in	 England	were	 studied	 in	 terms	 of	 foreseen	 competency	
improvement	 capabilities.	 A	 brief	 description	 of	 competency	 and	 general	 information	 about	
competency	improvement	was	introduced.	Existing	models	were	compared	and	factors	making	
it	 easier	 to	 understand	 competency	 improvement	were	 discussed.	 Although	 SME	 competency	
was	 the	main	 focus,	 little	 information	 is	provided	 in	 conjunction	with	 the	 support	assessment	
program.		

Cassell	et	al.	(2001)	[29]	studied	the	effectiveness	of	comparison	methodologies	designed	to	
improve	SME	benchmarking.	The	most	effective	comparison	factors	were	identified	as	financial	
indicators,	 customer	 satisfaction,	 and	 quality	 of	 products	 or	 services.	 But	 the	 focus	 of	 the	 as‐
sessment	was	not	on	providing	support	to	improve	the	areas	requiring	improvement.	

Vanhoof	 et	 al.	 (1995)	 [30]	 developed	 an	 agent‐based	 information	 system.	 They	 evaluated	
within	 the	context	of	Strength‐Weakness‐Opportunity‐Threat	(SWOT)	analysis	which	 is	an	 im‐
portant	tool	for	identifying	the	strategic	objective	of	any	organization.	

Fernandes	 et	 al.	 (2006)	 [31]	 applied	 the	 balanced	 scorecard	 approach	 using	 a	 systematic	
structured	methodology	in	a	case	study.	They	claimed	that	SMEs	in	Britain’s	manufacturing	in‐
dustry	had	several	problems.	The	right	approaches	and	methodologies	could	help	sort	them	out.	
They	also	listed	the	application	results	of	the	proposed	method,	and	their	experiences,	success‐
es,	and	lessons	learned	during	the	implementation	process	are	highlighted.		

The	 literature	 review	 provided	 so	 far	 indicates	 that	 enterprises,	 and	 especially	 SMEs,	 are	
evaluated	in	many	different	ways	mainly	employing	the	assessment	criteria	related	to	the	field,	
structural	properties,	and	respective	specializations.	The	proposed	methodologies	include	BSC,	
AHP,	Fuzzy	AHP,	DEA,	 SEM,	 etc.	 (see	 for	 example	Sohn	et	al.,	 2007	 [9];	Moon	and	Sohn,	2005	
[11];	 Ying	 and	Li,	 2009	 [14];	Hanif	 and	Manarvi	 2009	 [23]).	 Furthermore,	 The	 Survival	 Index	
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Value	Model	(SIV)	 is	unique	to	enterprise,	and	approaches	such	as	the	Two‐Step	Credit	Rating	
Model,	and	 the	Structural	Equality	Model	are	 implemented	by	 improvements	 (as	described	by	
Abouzeedan	et	al.,	2004	[25];	Lin	and	Tong,	2010	[27];	Romano	et	al.,	2000	[32]).	

In	the	assessment	studies,	making	the	actual	status	of	an	enterprise	crystal	clear	is	essential	
as	well	as	some	environmental	circumstances.	Although	some	general	 indicators	are	proposed	
for	observing	the	enterprise	status,	the	literature	still	highlights	the	need	to	identify	a	set	of	cri‐
teria	 specific	 to	 the	 enterprise	 under	 assessment	 for	 more	 detailed	 analysis.	 Moreover,	 it	 is	
shown	that,	in	the	assessment	of	enterprises,	not	only	determining	the	criteria	but	also	choosing	
the	correct	methods	and	approaches	is	also	important.	

3. Proposed methodology 

The	 proposed	 framework	 is	 explained	 below	with	 respect	 to	 its	 philosophy	 components	 and	
respective	issues.	

3.1 Understanding the competency of an organization 

The	topic	of	competency	has	a	great	variety	of	definitions.	However,	most	of	the	definitions	are	
focused	on	individual	competency	which	is	related	to	a	person	having	sufficient	knowledge	and	
skills	 to	 carry	 out	 a	 certain	 responsibility.	 Mostly,	 competency	 is	 considered	 as	 the	 basic	 re‐
quirements	to	be	satisfied	by	the	employees	in	an	organization.	

The	term	competency	was	 first	appeared	 in	the	paper	of	R.W.	White	 in	1959	introduced	for	
performance	motivation.	Later,	 it	has	been	popularized	by	other	researchers	especially	 in	per‐
formance	improvement	activities	after	the	1970s	(Audrey,	1989)	[33].	

Although	 there	 have	 been	 some	 studies	 on	 competency	 as	 an	 individual,	 there	 is	 little	 re‐
search	going	on	for	the	competency	of	the	enterprises.	This	is	one	of	the	reasons	for	aiming	to	
examine	 and	 assess	 the	 competency	 of	 the	 organizations,	 especially	 of	 the	 small	 and	medium	
enterprises	(SMEs)	in	this	study.	Organizational	competency	can	be	defined	as	“the	capability	of	
an	enterprise	to	adapt	 itself	 to	changes	 in	technology,	methods,	and	methodologies,	processes,	
managerial	approaches	as	well	as	the	changes	in	customer	behavior”.	The	best	competent	organ‐
ization	is	assumed	to	be	the	one	well	capable	of	managing	the	change	and	dominate	the	market	
in	any	aspect	related	to	the	business.	

Hitt	et	al.	(2015)	[34]	defines	competency	as	the	combination	of	both	resources	and	capabili‐
ties.	They	state	capabilities	that	are	valuable,	rare,	difficult	to	imitate,	and	difficult	to	substitute	
as	the	core	competencies	which	would	be	the	baseline	to	the	strategic	competitiveness.	
	 In	 this	 study,	 this	definition	 is	 taken	 as	 a	baseline	and	 the	 competency	 is	defined	 from	 the	
organizational	point	of	view	as	such	that	the	technical	competency,	financial	standing,	strategic	
restructuring,	and	intellectual	capacity	of	the	enterprise,	as	well	as	its	ability	to	utilize	those,	are	
considered	to	be	the	core	competency	areas.	Additionally,	it	is	accepted	as	important	to	focus	on	
the	ability	of	the	enterprise	to	convert	its	commercial	and	managerial	resources	into	a	benefit,	
and	 to	what	 extent	 that	 it	 could	use	 these	qualities	 effectively	 and	efficiently.	The	model	pro‐
posed	in	this	study,	therefore,	focuses	on	these	areas.	

3.2 Competency assessment approach of the proposed model 

The	concept	of	competency	that	forms	the	foundation	of	the	proposed	model	is	an	indicator	of	
any	aspects	of	 the	enterprise	such	as	background,	knowledge,	applications,	approaches,	meth‐
ods,	 and	 the	most	 developed	 equipment,	 etc.	 As	 shown	 in	 Fig.	 1,	 these	 capabilities	 have	 been	
grouped	and	collected	under	five	evaluative	areas.	For	each	of	these,	the	capability	and	skills	to	
be	 assessed	 have	been	 uniquely	 defined.	 In	 other	words,	 the	 proposed	model	 so‐called	ASME	
(Assessment	of	Small	and	Medium	Enterprises)	is	made	up	of	five	main	components	such	as:	

 Technological	competency,	
 Financial	competency,	
 R&D	and	innovation	competency,	
 Strategical	competency,	
 Intellectual	competency.	
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The	goal	of	each	of	these	components	is	to	measure	the	competency	of	an	enterprise	in	a	cer‐
tain	aspect.	Setting	out	these	five	areas	of	competencies,	the	factors	having	the	most	important	
or	the	biggest	effect	on	the	development	and	improvement	of	the	enterprises	are	taken	into	ac‐
count.	A	nested	and	staged	representation	(leveled	architecture)	is	introduced.	A	scoring	system	
is	also	developed	in	order	to	measure	the	general	status	of	the	SMEs	under	assessment	using	the	
ASME	Model.	
	 The	 general	 status	 of	 the	 enterprise	 under	 assessment	 is	 first	 evaluated	 through	 a	 pre‐
assessment	procedure.	That	is	to	identify	the	business	type	and	respective	business	operations	
to	be	assessed.	Note	that	each	component	and	respective	levels	specified	by	the	proposed	model	
are	weighted	to	validate	adequate	funding	for	the	most	needed	areas.	

 
Fig.	1	Components	of	proposed	generic	model	for	assessment	of	SMEs	(ASME)	

In	the	proposed	model,	each	area	of	competency	has	been	divided	into	six	levels	where	each	
level	 has	 a	 predefined	 requirement	within	 the	 scope	 of	 related	 competency	 at	 that	 level.	 The	
main	objective	of	the	model	is	to	match	the	existing	state	of	the	enterprise	to	the	most	suitable	
level	of	the	competency.	The	reason	for	separating	the	areas	of	competency	into	levels	is	to	cre‐
ate	a	nested	assessment	system	in	the	organizations	as	shown	in	Fig.	2.	In	the	proposed	nested	
structure	 every	 level	 of	 competency	 naturally	 covers	 the	 related	 characteristics	 of	 the	 lower	
levels.	For	example,	the	sixth	level	indicates	that	the	SME	is	to	be	in	the	highest	degree	of	compe‐
tency	and	means	that	the	SME	has	all	the	qualities	of	the	levels.	

 
Fig.	2	Nested	illustration	of	Competency	Levels	
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For	any	SME,	the	important	thing	is	to	be	able	to	develop	itself	in	respective	areas	of	prede‐
fined	levels	of	certain	competencies	producing	the	point	of	competency	scale	for	that	enterprise.	
This	unique	point	of	the	scale	allows	the	provision	of	support	 in	order	to	establish	a	course	of	
action	in	conducting	the	assessments.	If	the	enterprise	that	cannot	fulfill	one	or	more	of	the	cri‐
teria	for	a	particular	competency	level	is	not	considered	to	move	into	a	higher	level,	and	cannot	
claim	the	support	and	funds	assigned	to	that	particular	level.	

A	measurement	scale	between	0	to	100	has	been	created	in	order	to	identify	the	competency	
6	levels	of	the	SMEs	as	such	that	10	points	indicate	the	level	score	(LS)	that	the	enterprise	has	
the	 first	and	weakest	 level	of	competency	(level	1)	whereas	20,	40,	60,	80	and	100	points	are	
assigned	as	the	level	scores	to	the	subsequent	levels	respectively.	

As	an	example	of	a	score‐matching	card,	sub	competency	of	Technological	Competency	is	il‐
lustrated	 in	 Table	 2.	 The	 same	matching	 card	 is	 used	 for	 each	 five	 core	 competency	which	 is	
proposed	in	the	model. 
	 Note	that	the	in	Score‐matching	card,	each	assessment	factor	(AF)	determines	the	respective	
competency	level	of	the	enterprise	as	retained	level	(RL)	since	each	level	and	operational	capa‐
bility	has	its	predefined	scores.	After	summing	up	the	scores	obtained	for	all	assessment	factors,	
the	generic	component	competency	score	is	calculated	by	dividing	the	total	value	by	the	number	
of	 factors	assessed.	Here	in	the	example,	some	most	known	assessment	factors	are	used	for	IT	
Infrastructure	as	seen	in	table	3.	In	order	to	establish	which	assessment	factor	will	be	in	which	
level,	the	level	identification	table	as	it	is	seen	as	an	example	in	Table	3	will	be	used.	The	table	is	
arranged	that	each	higher	level	encapsulates	the	other	lower	levels.	Every	five	key	competencies	
with	sub‐competency	have	a	 similar	 identification	card	but	due	 to	paper	 limitation	rest	of	 the	
tables	could	not	find	a	place	in	this	study.	

In	the	Table	3,	the	scope	of	each	level	has	been	described	using	general	terminology.	This	is	
so	that	a	generic	and	flexible	model	that	covers	different	sectors	and	SMEs	can	be	established.	
Considering	the	recent	technological	 transformation	as	well	as	developments,	not	many	enter‐
prises	will	have	so	much	love	competency	indicated	by	the	first	level.	However,	this	level	is	still	
kept	in	this	approach	for	the	sake	of	completeness	and	wider	coverage	of	the	assessment	system.	
In	order	 to	sustain	and	validate	 the	applicability	of	 the	model	a	 flexible	structure	 is	generated	
which	has	high	potential	to	be	updated	according	to	the	requirements	of	the	fund	providers	and	
strategic	objectives	of	funding.	

Table	2	An	example	score‐matching	card	for	IT	system	as	a	Sub	competency	of	Technological	Competency	

 Level	1	
(0‐10)	

Level	2	
(10‐20)	

Level	3
(20‐40)	

Level	4
(40‐60)	

Level	5	
(60‐80)	

Level	6
(80‐100)	

Level   
 
    Assessment 
    Factors (Afi) 

No	information	
technology	
(LP1	Point:	10)	

Independent	
software	use	
(LP2	Point:	20)	

Integrated	
electronic	
data	exchange
(LP3	Point:	40)	

Integrated
developed	
electronic	data	
exchange		
(LP4	Point:	60)

Software‐based	
decision	
making	
(LP5	Point:	80)	

Automated	
decision	
making	
(LP6	Point:	100)	

Af1	
Operation	sys‐
tems	

Retained	level	
(RL1)		

‐	 ‐ ‐ ‐ ‐	

Af2	
Accounting	
programs	

‐	 ‐	 Retained	level	
(RL3)	

‐ ‐ ‐	

Af3	
MRP	System	

‐	 Retained	level	
(RL2)	

‐ ‐ ‐	

….	 ‐	 ‐	 Retained	level	
(RL3)	

‐ ‐ ‐	

Afn	
ERP	system	

‐	 ‐	 ‐ ‐ Retained	level	
(R5)	

‐	

Level	score	
LS1	=	ΣLP1	
LS1	=	10	

LS2	=	ΣLP2	
LS2	=	20	

LS3	=	ΣLP3	
LS3	=	40	+	40	

LS4	=	ΣLP4	
LS4	=0	

LS5	=	ΣLP5	
LS5	=	80	

LS6	=	ΣLP6	
LS6	=	0	

Sub‐competency	
of	technology	
(SC2)	

	
SC2	=	∑ ଺݅ܵܮ

௜ୀଵ 	/	#Af	
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Table	3	An	example	level	identification	table	for	IT	system	as	a	Sub	Competency	of	Technological	Competency	
Technological	level	 Explanation	

Level	6	
Automated	decision	
making	

An	SME	at	 this	 level	 is	at	 the	most	developed	 level	of	 information	 technology.	Every	
sort	of	work	and	data	storage	is	carried	out	on	a	cloud	server	and	satellite	connections	
are	used	to	allow	for	the	fast	buying	and	selling	of	data.	In	terms	of	hardware,	tools	are	
not	used	except	 for	data	entry	and	screening.	ERP	and	MRP	type	programs	are	 inte‐
grated	and	restored	smart	systems	can	carry	out	every	kind	of	work	without	human	
intervention.	Managers	can	access	any	information	they	want	instantly	(with	devices	
such	as	mobile	telephones,	tablets	and	computers,	etc.).	The	system	has	a	very	flexible	
and	smart	reporting	function.	Employees	can	access	and	carry	out	their	work	without	
being	 in	close	proximity	 to	 the	system	by	connecting	via	mobile	phones	or	personal	
computers.	Every	hardware	and	software	infrastructure	is	 in	place	to	run	unmanned	
manufacturing	enterprises.	

Level	5	
Software	based	decision	
making	

At	 this	 level,	 every	 kind	 of	 software	 used	 is	 integrated,	 and	 necessary	 data	 can	 be	
ascertained,	used,	and	shared	without	human	intervention.	Using	a	fast	network	infra‐
structure	system,	the	software	can	share	data	with	systems	in	other	regions,	and	when	
necessary	can	find	data	on	the	internet	to	be	used	with	smart	decision‐making	mecha‐
nisms.	

Level	4	
Integrated	developed	
electronic	data	exchange	

At	 this	 level,	many	programs	are	used	across	 a	network	and	data	 can	be	 shared.	As	
with	 general‐purpose	 software,	 specific	 purpose	 programs	 can	 be	 integrated	 and	 a	
central	data	repository	can	be	used.		

Level	3	
Integrated	electronic	data	
exchange	

Programs	 that	 are	 used	 generally	 to	 reduce	 a	 company’s	workload	 come	under	 this	
level.	Programs	specific	to	the	sector	or	enterprises	are	used	independently.	They	can	
be	used	in	a	network	and	to	provide	inclusion	of	electronic	data	handling.	

Level	2	
Independent	software	use	

At	this	level,	there	are	independent	programs	and	computer	hardware.	The	programs	
are	 used	 generally	 for	 the	 running	 of	 the	 enterprises	 rather	 than	 for	 any	 particular	
purpose.	

Level	1	
No	information	technology	

At	this	level,	no	form	of	computer	hardware	or	programming	products	is	used	for	any	
purpose	in	the	enterprises.	Every	form	of	calculation,	drawing,	and	planning	work	is	
performed	by	hand.	

	
	 After	 defining	 the	 competency	 score	 for	 all	 sub‐components	 of	 Technological	 Competency	
and	five	components	of	the	model,	the	overall	competency	score	(Competency	Grade)	of	the	en‐
terprise	is	calculated	by	multiplying	each	main	component	competency	score	with	its	respective	
weight	values	which	is	represented	as	αi	and	adding	them	up.	A	case	study	in	a	valve	manufac‐
turing	process	is	assessed	for	proof	of	the	concept	of	the	proposed	model.		
	 A	competency	function	with	the	purpose	of	showing	the	degree	of	corporate	competency	is	
established	 as	 shown	 in	 Fig.	 3.	 The	 following	 abbreviations	 are	 used	 for	 sub‐components	 of	
Technological	Competency.	

 SC1	Machinery	suit;	Machinery	suit	(infrastructure)	weight:	α1	=	0.5;	
 SC2	IT	systems;	IT	systems	weight:	α2	=	0.2;	
 SC3	Manufacturing	support	operations;	Manufacturing	support	operations	weight:	α3	=	0.1;	
 SC4	Storage	&	delivery;	Storage	&	delivery	deight:	α4	=	0.2	

	

	 Technological	competency	score:	TCs	=	Σαi	·	SCi	
	

	 The	other	 four	components	of	 the	model	are	not	considering	any	subcomponent.	Note	 that	
the	weights	of	the	sub‐competencies	and	main	core	competencies	are	defined	by	using	SWARA	
(Step‐wise	Weight	 Assessment	 Ratio	 Analysis)	methods	which	 is	 one	 of	 the	most	 used	multi‐
criteria	decision	techniques	(Keršulienė,	et	al.	2011	[35];	Zolfani,	et	al.	2013	[36]).	
	 Table	4	 indicates	some	examples	of	weighing	schemes	for	different	sectors.	Note	that	these	
weight	values	are	defined	by	a	series	of	expert	view	studies	using	SWARA	methods.	However,	
the	model	 does	 not	 impose	 these	 values,	 the	 assessor	 organization	 can	 define	 the	 respective	
values	in	accordance	with	their	suitability	and	can	be	defined	by	a	specific	purpose.	The	model	
requires	that	the	weight	provided	in	Table	4	is	to	be	multiplied	by	the	level	of	competency	of	the	
enterprise	yielding	a	score	called	competency	score	(CS).		
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Table	4	Competency	weightings	of	selected	sectors	
																																																											Sectors								
Competencies	

Mining	 Energy	 Construction	 Manufacturing	 Other	services	

Technological	competency	(wtc)	 0.3	 0.3	 0.2	 0.3	 0.2	
Strategic	competency	(wsc)	 0.1 0.2 0.1 0.1	 0.2
Financial	competency	(wfc)	 0.2 0.3 0.3 0.2	 0.2
Intellectual	competency	(wic)	 0.3 0.1 0.3 0.2	 0.2
R&D	and	innovation	competency	(wrdi)	 0.1 0.1 0.1 0.2	 0.2
Total	weights	 1.0 1.0 1.0 1.0	 1.0
	
	 Weights	for	application	in	this	study	are	imported	from	table	4	for	the	manufacturing	sector.	
The	calculation	is	carried	out	using	a	defined	abbreviation	as	seen	below:	

 TCs	–	Technological	competency	scale	calculated	as	overall	of	 sub‐components	 for	Tech‐
nology		
Weight	of	technological	competency:	wtc	=	0.3	

 FCs	–	Financial	competency	scale	(will	be	accrued	from	related	score	matching	card)	
Weight	of	financial	competency:	wfc	=	0.2	

 SCs	–	Strategic	competency	scale	(will	be	accrued	from	related	score	matching	card)	
Weight	of	strategic	competency:	wsc	=	0.1	

 RICs	–	R&D	and	innovation	competency	scale	(will	be	accrued	from	related	score	matching	
card)	
Weight	of	R&D	and	innovation	competency:	wrdi	=	0.2		

 IC	–	Intellectual	competency	scale	(will	be	accrued	from	related	score	matching	card)	
Weight	of	intellectual	competency:	wic	=	0.2	

 OCS	–	Overall	competency	score	

	 The	SME	corporate	competency	level	 is	calculated	by	multiplying	the	degree	of	competency	
and	the	weights	as	such:		

 Technological	competency	score:	TCS	=	TCs	·	wtc	
 Financial	competency	score:	FCS	=	FCs	·	wfc	
 Strategic	competency	score:	SCS	=	SCs	·	wsc	
 R&D	and	innovation	competency	score:	RICS	=	RICs	·	wrdi	
 Intellectual	competency	score:	ICS	=	ICs	·	wic	

Competency	function	is	then	given	by	the	following	equation:	

OCS	=	TCS	+	FCS	+	SCS	+	RICS	+	ICS	

	 Defining	OCS	in	this	way	indicates	the	enterprise	has	one	of	the	following	technological	com‐
petency	states:		

00.00	൑	OCS	൑	9.99	 		→	 Very	poor	
10	൑	OCS	൑	19.99	 		→	 Poor	
20	൑	OCS	൑	39.99	 		→	 Insubstantial	
40	൑	OCS	൑	59.99	 		→	 Just	enough	
60	൑	OCS	൑	79.99	 		→	 Good/Perfect	
80	൑	OCS	൑100.00	 		→	 Excellent	

	

	 Fig.	3	 is	 the	radar	graph	of	different	competency	scores	with	a	visual	 representation	of	 the	
competency	scale	area	to	better	understanding.	

Each	competency	in	the	proposed	model	is	assessed	by	measuring	several	assessment	factors	
represented	by	Afi.	This	is	defined	to	be	able	to	calculate	the	total	level	score	as	such.	Retained	
level	point	of	Af	can	be	placed	on	those	of	existed	levels	in	the	table	L1,	L2,	L3,	L4,	L5,	L6	then	each	
Af	will	get	a	Level	Point	that	is	symbolized	by	an	abbreviation LP.	Summing	all	assessment	fac‐
tors	will	be	divide	into	several	assessment	factors	used	in	the	table.	
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Fig.	3	Radar	Diagram	of	SME	Competency	Scale	

	
Based	 on	 this,	 each	 Competency	 Score	 (CS)	will	 be	 calculated	 as multiplying	 each	 component	
score	with	its	respective	weight	values	and	adding	them	up	(Σαi	·	SCi). For	a	more	detailed	asses‐
sment,	a	second	alternative	can	be	used	by	the	assessor	assigning	another	weight	to	each	asses‐
sment	factor.	Since	the	existing	study	is	only	comprised	of	generating	a	framework	model,	it	is	
not	considered	in	this	study.	

3.3 Components of the proposed model 

The	SME	competency	assessment	model	comprising	five	core	concepts	that	are	introduced	in	a	
generic	framework	and	the	scoring	system.	The	reason	for	identifying	five	areas	of	competency	
is	clarified	through	supporting	the	idea	by	existing	literature	and	scrutiny	of	the	importance	of	
them	in	terms	of	SMEs.	A	brief	definition	of	each	competency	and	the	respective	model	elements	
with	assessment	tables	are	explained	below.	

Technological	competency	

The	success	of	business	nowadays	is	strictly	related	to	the	technological	competency	of	the	en‐
terprise,	particularly	 in	 the	manufacturing	 industry.	Companies	 are	 competing	by	 their	know‐
how	and	 technology	suits	 to	 facilitate	 their	expertise	 for	 the	sake	of	 improving	 their	power	of	
competitiveness.	This	capability	is	even	becoming	more	and	more	important	especially	with	the	
introduction	of	 Industry	4.0	(Sari	et	al.,	2020)	 [37].	As	such,	 studies	 in	 this	area	are	no	 longer	
focus	on	just	technology	but	are	also	associated	with	innovation	and	unmanned	operational	ca‐
pability.	Developments	in	technology	get	the	ball	rolling	for	innovative	products	and	processes	
to	 spring	 up.	 The	 continuation	 of	 a	 company	 is	 now	 directly	 related	 to	 its	 ability	 to	 adapt	 to	
technological	 advancements.	Medic	et	al.	 (2019)	 [38],	highlighted	 the	 importance	of	 advanced	
Industry	4.0	technologies	in	manufacturing	and	they	provided	several	criteria	to	perform	a	digi‐
tal	assessment	with	respect	to	technological	progress.	They	particularly	pointed	out	the	necessi‐
ty	 of	 integrated	 software	 suite	 like	ERP	 systems.	 The	 technological	 competency	would	not	 be	
ensured	without	taking	this	into	account.	IT	capability	is	therefore	directly	linked	to	competency	
progress	in	this	study.	Moreover,	faster	and	higher	quality	presentation	of	products	and	services	
by	discovering	and	utilizing	the	domain	knowledge	through	IT	utilization.	From	the	past	to	today	
(from	the	1	 revolution	 to	 the	recently	announced	4th	one),	 technology,	along	with	social,	 eco‐
nomic,	and	cultural	factors,	has	become	one	of	the	components	with	the	biggest	influence	on	the	
change	of	societies.	The	 introduction	of	new	system	developments	and	generation	of	 the	 tools	
and	machines	fueled	the	agricultural	revolution	to	digitalization.	The	transformation	continues	
from	industrial	society	towards	the	knowledge	society.	This	kind	of	change	and	effect	that	tech‐
nology	brought	about	 to	 societies	 led	 to	various	definitions	and	commentaries	of	 this	 concept	
throughout	history	(Kibritçioğlu,	1998	[39];	Durand,	2004	[40]).	On	the	other	hand,	the	belief	on	
“something	that	can’t	be	measured	can’t	be	managed”	has	created	the	need	for	technology	to	be	
managed	and	adopted.	Many	studies	on	technology	management	in	this	line	have	become	very	



Oztemel, Ozel 
 

58  Advances in Production Engineering & Management 16(1) 2021

 

popular	 (see,	 for	 example,	 Kropsu‐Vehkapera,	 2009	 [41];	 Cetindamar	 et	al.,	 2009	 [42];	 Tekin,	
2006	[43]).		
	 In	this	study,	a	six‐step	scaling	system	for	technological	capability	has	been	proposed	to	iden‐
tify	the	level	of	the	technological	infrastructure	of	a	certain	enterprise.	A	hierarchical	structure	is	
proposed	in	such	a	way	that	each	level	includes	the	characteristics	of	all	the	levels	below	in	the	
hierarchy.	Besides,	a	set	of	criteria	for	each	degree	of	competency	within	a	level	has	been	speci‐
fied.	The	main	aim	of	this	 is	to	define	the	competency	level	of	an	enterprise	in	terms	of	stated	
criteria	at	that	level.	Thus,	the	technological	competency	assessment	is	performed	on	the	availa‐
ble	foundational	infrastructure.	The	core	infrastructure	is	made	up	of	a	machine	system	that	is	
effective	 in	 every	 area	 of	 production	 by	 directly	 adding	 value	 to	 the	 business.	 In	 order	 to	 in‐
crease	 the	applicability	of	 the	model	 to	different	 sectors	and	business	branches,	 it	 is	designed	
with	a	general	assessment	logic.	Four	core	infrastructures	(Sub‐Competencies	of	Technological	
Competency	Module)	 that	 are	 considered	 to	 have	 great	 importance	 in	 every	 sector	 are	 taken	
into	account	as	such	(Fig.	4).	

 Machinery	suit	(infrastructure),		
 IT	Systems	(examples	are	given	in	Table	2	and	Table	3),	
 Manufacturing	support	operations,		
 Storage	&	delivery.		

 
Fig.	4	Sub‐Competencies	of	Technological	Competency	

	
In	 order	 to	 make	 the	 analysis	 and	 evaluation	 of	 the	 processes	 easier,	 an	 assessment	 Score‐
Matching	Card	has	been	 created	 that	 the	necessary	and	 required	 information	 for	each	 level	 is	
stored	on	this	card.	Note	that,	these	cards	are	structured	in	a	table	format	where	every	column	
highlights	 the	 levels	 of	 operational	 competence	 and	 each	 row	 indicates	 the	 available	business	
operations/capabilities/systems	such	as	machining,	programming,	etc.		
	 As	shown	in	Fig.	4,	the	technological	competency	is	assessed	by	four	sub‐competency	infra‐
structures	stated	above.	These	sub‐competencies	have	been	identified	by	considering	the	areas	
in	business	where	technology	has	 to	be	 implemented.	A	basic	weighting	and	scoring	system	is	
also	proposed.	As	each	 level	encapsulates	 the	 lower	 levels,	 the	degree	of	 technological	compe‐
tency	increases	level	by	level.	A	score	for	generic	technological	competency	level	is	calculated	by	
multiplying	the	level	scores	of	the	operating	infrastructure	as	defined	weights	by	experts	similar	
to	main	competency	weights.		

Financial	competency	

As	stated	above,	most	of	the	SME	evaluations	are	based	on	financial	 indicators	with	respective	
analyses.	 Due	 to	 quantifiable	measures,	 this	 attracts	 the	 assessors	 to	 check	 out	 the	 corporate	
strength	of	any	enterprise,	especially	SMEs.	In	business	society,	it	is	strongly	believed	that	finan‐
cial	power	 indicates	 the	 continuum	 lifecycle	of	 the	 companies	 in	 any	nature.	That	 is	 the	main	
reason	for	relying	on	a	financial	indicator	such	as	ratio	analysis	for	the	assessments.	As	financial	
ratio	provides	some	 information	such	as	 liquidity,	 indebtedness,	and	profitability	of	 the	enter‐
prise	it	attracts	not	only	the	assessors	but	also	other	main	stakeholders.	For	example,	the	banks	
or	bankers	use	this	ratio	as	the	baseline	for	deciding	on	credits	(loans)	and	perform	risk	assess‐
ments.	In	the	scope	of	this	paper,	a	different	point	of	view	and	interpretation	is	presented	on	the	
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ratios	concentrating	on	the	competency.	With	this	in	mind,	Altman’s	(1998)	[44]	Z	score	model	
has	been	taken	as	a	basis	as	it	is	also	proven	to	be	more	consistent	and	correct	(Altman,	2000)	
[45].	 This	model	 introduces	 a	 weighting	 scheme	 for	 analyzing	 respective	 financial	 ratios.	 His	
analysis	is	based	on	the	relationship	between	assessment	components	which	are	experimented	
with	a	multiple	discriminant	method.	Note	that,	this	analysis	predicts	the	financial	ratio	by	sev‐
eral	characteristics	such	as	safe,	grey	or	distress	zones.		
	 A	 level	 boundary	 table	 is	 created	 and	 financial	 position	 is	 scored	 according	 to	 the	 corre‐
sponding	level	of	this	table.	First	of	all,	financial	data	is	analyzed	and	respective	ratio	values	are	
calculated.	 They	 are	 then	 compared	with	 the	 industry	 standards.	 This	 level‐based	 analysis	 is	
expected	 to	 identify	 first	 and	 foremost	 state	 the	 enterprise’s	 financial	 level	 and	 its	 respective	
score.	The	percentages	for	the	levels	have	been	stated	in	accordance	with	the	conditions	of	the	
period	subject	to	the	assessment.	In	this	study,	the	ratios	have	been	leveled	taking	the	difference	
out	of	standards.	For	example,	if	an	enterprise	ratio	is	more	than	50	%	away	(below)	from	the	
industry	standards,	that	enterprise	is	considered	to	be	at	the	second	level	of	competency	where‐
as	the	sixth	level	indicates	that	the	enterprise	is	well	operating	and	is	50	%	above	the	standards.		
	 The	level	boundary	table	has	been	described	before	states	that	a	level	for	each	financial	ratio	
is	evaluated	individually.	As	with	the	scoring	of	the	other	competencies,	a	score	is	given	to	each	
ratio	using	a	scorecard	and	the	level	warranted.	The	Financial	Competency	score	is	calculated	as	
the	following.		

Financial	Competency	Level	Score	=	∑	Ratio	Score	/	#Ratio	

	 By	using	 the	 level	 competency	 score‐matching	 card	 and	 listing	 the	 ratios	 from	 the	 leveling	
table	that	is	similar	to	example	table	3,	 it	 is	clearly	seen	at	which	level	the	enterprise	standing	
for	 its	 financial	 capability.	The	overall	 financial	 competency	score	 is	obtained	by	averaging	all	
scores.	The	following	factors	are	assessed	under	this	component:	

 Sales	profitability,	
 Asset	turnover,		
 Working	capital	ratio,		
 Debt	burden,		
 Debt‐equity	ratio,	
 Working	capital	turnover.		

Strategic	competency	

Strategic	management	 and	 planning	 are	 defined	 as	 the	 systematic	way	 for	 an	 organization	 to	
reach	its	long‐term	objectives,	the	methods	used	in	resource	allocation	necessary	to	attain	these	
goals,	and	applications	 in	the	 light	of	 these	methods.	The	strategy	 is	seen	as	an	administrative	
tool	 that	 provides	 innovation,	 advancement,	 and	 interaction	with	 the	 business’s	 environment	
and	that	keeps	changes	under	control.	It	is	hard	for	an	enterprise	that	is	not	strategically	strong	
to	 achieve	 satisfactory	 and	 permanent	 productivity	 and	 effective	 operations.	 Therefore,	 the	
evaluation	of	an	SME’s	strategic	competency	is	considered	to	be	an	important	matter	in	the	as‐
sessment.	 By	 been	 aware	 of	 this,	 Husseyin	 and	 Jahanzaip	 (2018)	 [46]	 proposed	 a	 conceptual	
manufacturing	framework	that	is	structured	by	three	elements	as	Ideal,	Strategy,	and	Architec‐
ture	 in	 order	 to	 sustain	 a	 continuous	 business.	 They	 considered	 strategic	 planning,	 being	 the	
combination	of	transformation	sustainability	and	competitiveness	as	the	core	element.	However,	
measurement	 in	strategic	competency	 is	 important	but	extremely	difficult.	Taking	 the	 internal	
and	external	conditions	of	enterprises	into	account,	it	is	important	that	the	short	and	long‐term	
plans	of	an	SME	are	correctly	set	up.	While	preparing	these	plans,	appropriate	strategies	should	
be	employed,	and	these	strategies	need	to	be	well	managed.	For	an	SME,	first,	the	mission	and	
vision	and	then	the	goals	and	aims	of	the	business	must	be	identified.	Then	the	strategies	need	to	
be	stated	according	to	the	business	structure	and	market	position,	and	in	time,	updated	accord‐
ingly	(Ulgen	and	Mirze,	2004)	[47].	
	 As	has	been	done	for	the	other	competencies,	a	six‐step	assessment	table	has	been	created	for	
strategic	 competency	 assessment	 as	 well.	 The	 proposed	 strategic	 competency	 model	 is	 ex‐
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pressed	 in	 terms	 of	 environmental	 analysis,	 strategic	 thinking,	 planning	 and	 implementation,	
department‐based	 operations,	 control	 evaluation,	 and	 continuous	 improvement	 within	 this	
scope	as	well	 as	key	performance	 indicators.	The	 following	 factors	 are	 considered	 to	be	 suffi‐
cient	 in	performing	 the	 assessment	 for	 this	 type	 of	 competency	 (for	more	precise	 calculation,	
each	factor	can	be	weighted	as	well):	

 Environmental	analysis,	
 Strategy	formulation,	
 Planning	and	implementation,	
 Department	constitution,	
 Control	and	evaluation,	
 Feedback	and	continuous	improvement.	

	 Similar	 to	 other	 components	 of	 the	 competency	 model,	 the	 strategic	 competency	 will	 be	
scored	using	a	 leveled	table.	Using	the	scorecard,	 it	will	be	determined	whether	or	not	the	pa‐
rameters	of	strategic	management,	analysis	of	environmental	conditions,	strategy	creation,	 im‐
plementation,	and	control	assessment	are	in	place	or	not.	The	score‐matching	card	is	used	in	a	
similar	manner.	Each	 level	 is	marked	depending	on	 the	 score	achieved	 through	 the	 control	of	
whether	the	necessary	processes	are	being	fulfilled	or	not.	As	with	the	other	competency	mod‐
ules,	it	is	possible	to	rearrange	the	scoring	of	the	strategy	levels	in	the	scorecard	according	to	the	
situation	or	strategy	of	the	business	that	will	use	the	leveling	model.	

Intellectual	competency	

The	world	is	on	the	edge	of	the	information	era.	It	is	now	very	clear	that	the	effective	usage	of	
knowledge	in	operations	becomes	more	important,	especially,	with	the	transition	from	industri‐
al	to	the	information	revolution.	The	information	with	respective	knowledge	has	a	direct	impact	
on	many	areas	such	as	company	strategies,	corporate	performance	management,	and	customer	
satisfaction.	 This	 is	 also	 very	much	 related	 to	 the	 transformation	 of	 organizational	 culture	 as	
revealed	by	Draskovic	et	al.	 (2019)	 [48].	With	 this	 in	mind,	 one	of	 the	most	 important	 issues	
corporations	experience	today	is	how	to	use	the	right	knowledge	in	the	right	place	at	the	right	
time	and	in	the	right	way.	That	is	the	main	reason	for	taking	knowledge	management	as	one	of	
the	main	indicators	of	institutional	competency.	The	companies	without	strong	knowledge	man‐
agement	 capability	 it	 is	 extremely	 hard	 to	 solve	 the	 problems.	 An	 SME	with	 strong	 corporate	
culture	and	effective	utilization	of	knowledge	and	information	systems	is	considered	to	develop	
its	related	competency.	

A	similar	six‐step	scaling	system	has	been	created	for	evaluating	intellectual	capital	as	well.	
The	levels	are	stated	in	six	stages	starting	from	the	first	level.	The	first	level	shows	the	weakest	
position	 of	 an	 enterprise’s	 intellectual	 competency	whereas	 the	 sixth	 level	 shows	 the	 highest	
degree	of	intellectual	competency.	Similarly,	a	scorecard	method	is	used	and	a	score	is	defined	
for	each	level	of	intellectual	competency.	In	the	proposed	leveling	system	for	intellectual	compe‐
tency,	each	level	will	be	assessed	from	five	perspectives	such	as:		

 Information	management	
 Education	level,		
 Career	management,		
 Process	and	improvement,	and		
 Generation	of	new	ideas.		

In	the	scorecard,	the	first	and	lowest	level	is	defined	as	implicit	knowledge	possessed,	the	sec‐
ond	 level	as	knowledge	providing,	 the	 third,	understanding	of	knowledge,	 the	 fourth,	analysis	of	
knowledge,	the	fifth,	evaluation	of	knowledge,	and	the	sixth	and	most	developed	level	as	creating	
of	knowledge.		

The	scoring	of	intellectual	competency	will	be	carried	out	in	the	same	fashion	as	the	previous	
competency	modules	 by	 evaluating	 the	 state	 of	 the	 enterprise	 in	 each	 intellectual	 dimension	
according	to	the	definitions	which	are	tabled	and	marking	the	level	on	which	an	enterprise	pos‐
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sesses	on	the	scorecard.	After	every	intellectual	dimension	has	been	marked,	the	level	scores	are	
summed	up	and	divided	by	the	number	of	dimensions.	Thereby,	by	multiplying	the	result	by	the	
intellectual	competency	weights,	an	intellectual	competency	score	to	be	used	in	general	assess‐
ments	is	obtained.	

Research	&	Development	(R&D)	and	Innovation	Competency	

Global	competition	among	corporates	has	inevitably	created	the	need	for	businesses	to	conduct	
R&D	and	innovation	in	business	(i.e.	on	products	or	processes).	Due	to	the	importance	attached,	
R&D	and	 innovation	have	become	an	 important	necessity	all	over	 the	world	 for	 the	growth	of	
SMEs	and	the	marketing	of	more	products	or	services.	Furthermore,	over	the	past	few	years	in	
developing	 countries,	 the	 studies	 related	 to	 entrepreneurship	 attracted	 the	 attention	 of	 fund	
providers	 and	 the	 support	 of	 new	 entrepreneurs	 has	 increased.	 Businesses	 that	 can	 increase	
their	 productivity	 could	 gain	 a	 competitive	 advantage	 in	 the	markets.	 Increasing	 productivity	
depends	on	gaining	competence	in	innovation	on	a	global	scale	(Chen	et	al.,	2009)	[49].	Conse‐
quently,	the	existence	of	R&D	and	innovation	in	SMEs	and	to	what	degree	they	are	effective	has	
come	forth	as	important	criteria	in	searching	out	a	better	assessment	model	and	it	is	considered	
that	innovation	and	R&D,	evaluated	as	an	important	area	of	competency.	
	 Innovation	 and	R&D	mean	 turning	 an	 idea	 into	 a	marketable	 product	 or	 service,	 a	 new	or	
developed	manufacturing	or	distribution	method,	or	a	new	social	service	method.	For	successful	
innovation	 and	 R&D	management,	 the	 respective	 innovation	 strengths	 of	 businesses	must	 be	
explored	and	evaluated.	
	 For	this	reason,	as	with	the	other	competency	tools	above,	the	potential	and	performance	of	a	
business	 through	measuring	 the	 company’s	R&D	and	 innovation	competency	and	capacity	are	
considered	to	be	taken	into	account.	Similar	to	the	others,	The	R&D	and	innovation	competency	
assessment	model	 has	 also	 been	 constructed	 using	 a	 six‐step	 leveling	 table	 as	with	 the	 other	
competency	modules.	Each	level	 is	examined	from	three	core	perspectives	defined	as	commer‐
cialization,	R&D	and	innovation	culture,	and	R&D	potential	and	structure.	The	definitions	of	these	
three	areas	have	been	leveled	separately	in	a	nested	structure	as	defined	earlier.	
	 As	with	the	previous	competencies,	a	scorecard	is	used	for	the	scoring	of	R&D	and	innovation	
competency.	According	 to	 the	 scorecard,	 technological	 competency,	 strategic	 competency,	 and	
intellectual	competency	other	competencies,	and	the	R&D	and	innovation	structure,	scoring	will	
be	done	determining	will	be	used	in	the	measurement	of	this	competency.	In	addition	to	these,	
R&D	and	innovation	structure	will	be	scored	with	the	assessment	table	mentioned	in	the	previ‐
ous	sections.	Thus,	the	R&D	and	Innovation	structure	will	be	evaluated	with	three	competencies	
that	are	components	of	the	proposed	model.	
	 The	 scoring	 of	 R&D	 and	 innovation	 competencies	 in	 enterprises	 uses	 a	 different	 approach	
than	that	of	the	other	competencies.	In	this	competency,	it	is	necessary	to	consider	the	situation	
of	the	technological,	strategic,	and	intellectual	models.	Therefore,	the	scores	previously	obtained	
for	these	three	competencies	are	also	added	to	the	R&D	scoring	table.	 In	addition	to	this,	R&D	
potential	and	infrastructure,	R&D	and	innovation	culture,	and	commercialization	will	be	used	in	
the	scoring.	However,	the	model	has	a	flexible	structure	and	an	enterprise	using	the	model	can	
create	its	assessment	table	and	update	the	proposed	table	as	necessary.	

4. A case study: Implementation of the proposed assessment model 

The	validity	of	the	competency	model	proposed	in	this	study	is	illustrated	by	performing	an	as‐
sessment	of	an	enterprise	operating	in	the	metal	industry.	KAYALAR	ARMATUR	of	KAS	GROUP	
where	the	model	is	implemented	is	a	medium‐sized	valve	manufacturer.	Although,	the	proposed	
model	has	a	general	structure;	this	application	provides	information	regarding	the	applicability	
of	 the	 model	 in	 the	manufacturing	 sector.	 As	 stated	 earlier,	 the	model	 requires	 sector‐based	
weight	values	to	 indicate	the	importance	of	each	component	of	the	model	for	a	defined	sector.	
The	competency	weights	given	in	Table	4	for	the	manufacturing	sector	are	used.		
	 The	assessment	is	carried	out	for	each	competency	using	the	scorecards	explained	earlier	in	
related	table	2	that	is	exampled	on	IT	System	as	a	sub	competency	of	Technological	Competency.	
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By	comparing	the	information	obtained	for	the	company	with	the	competency	level	descriptions,	
the	retained	level	 for	each	assessment	factor	for	each	competency	is	 identified	and	marked	on	
the	 scorecard.	 A	 competency	 score	 for	 each	 competency	 is	 calculated	 and	 by	 adding	 together	
these	 scores	 for	 each	 operation	 and	dividing	 by	 the	number	 of	 operations.	Note	 that	 the	 four	
sub‐competency	of	technological	competency	is	previously	calculated	to	find	the	score	of	tech‐
nological	competency.		
	 The	total	of	these	scores	states	the	enterprise’s	overall	competency	score	which	is	calculated	
to	be:	
	

Overall	Competency	Score (OCS)	=	TCS	+	FCS	+	SCS	+	RICS	+	ICS	
OCS	=	(TCs	·		wtc)	+	(FCs	·	wfc)	+	(SCs	·	wsc)	+	(RICs	·	wrdi)	+	(ICs	·	wic)	
	

OCS	=	(31.75	·	0.3)	+	(56.66	·	0.2)	+	(23.33	·	0.1)	+	(24	·	0.2)	+	(33.30	·	0.2)	
OCS	=	9.525	+	11.33	+	2.33	+	4.8	+	6.66	
OCS	=	34.645	

20	൑	OCS	൑	39.99				→			Insubstantial	

Considering	the	scale	created	earlier,	since	the	company	score	is	between	20‐	39,99	then,	 it	
can	be	defined	 that	 this	 enterprise	 competency	 is	 insubstantial.	 Company	 score	 together	with	
respective	module	scores	shown	in	Fig.	5.	After	find	to	a	retained	level	of	each	assessment	factor	
for	each	competency	TCs	is	calculated	and	then	to	find	the	competency	score	weight	of	related	
competency	 is	 used.	Weight	 values	 are	 defined	 by	 the	 experts	who	work	 operationally	 in	 the	
sector	of	the	company.	

	

Fig.	5	Visual	Representation	of	the	competency	assessment	of	KAS	VALVE	Inc.	

	 In	 the	general	competency	assessment,	 since	 the	KAS	VALVE	Inc.	 is	a	manufacturing	enter‐
prise,	the	highest	weighting	it	received	for	any	of	the	five	competency	components	was	0.3	for	
technological	competency.	As	for	the	four	sub‐competencies	that	make	up	technological	compe‐
tency,	0.5,	the	highest	weighting,	has	been	applied	to	machine	infrastructure,	with	0.1,	0.2,	and	
0.2	being	applied	to	 the	other	areas	respectively.	 In	 the	 technological	competency	assessment,	
the	four	sub‐competencies	scores	were	found	to	be	as	follows:	

 Machine	Infrastructure	Score:	33.3	
 Manufacturing	Support	Operation	Infrastructure	Score:	35	
 Storage	&	Delivery	Infrastructure	Score:	28	
 IT	Systems	Infrastructure	Score:	30	

	 Taking	 these	 scores	 and	multiplying	 them	 by	 the	 relevant	 weightings	 gives	 a	 competency	
score	of	31.75	for	technological	competency.		

TCs	=	33.3	·	0.5	+	35	·	0.1	+	28	·	0.2	+	30	·	0.2	=	31.75	
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This	score	shows	 that	 the	enterprise’s	 technological	competency	 is	at	 level	3.	Similarly,	 the	
scores	56.66,	23.33,	24,	33.3	were	 calculated	 for	 financial,	 strategic,	 intellectual,	 and	R&D	and	
Innovation	competencies	respectively.	Thus,	the	overall	competency	level	of	the	enterprise	has	
been	 defined	 according	 to	 a	 value	 that	 is	 calculated	 and	 represented	 above	 as	OCS	 =	 34.645.
	 KAS	 VALVE	 Inc.’s	 strongest	 area	 of	 competency	 with	 a	 score	 of	 56.66	 contributing	 to	 the	
overall	 competency	 level	 by	 11.33	 is	 financial	 competency.	 The	 next	 strongest	 competency	 is	
technological	competency	with	a	score	of	31.75	(overall	score	of	9.525),	which	is	due	to	the	en‐
terprise	being	a	manufacturing	company.	This	shows	that	after	the	enterprise’s	 financial	 infra‐
structure,	its	technological	infrastructure	is	strong.	Even	though	the	R&D	and	Innovation	compe‐
tency	score	is	low,	it	is	a	competency	that	is	necessary	at	certain	levels	for	a	manufacturing	com‐
pany	with	 a	 competency	 score	of	 6.6.	 It	 is	 seen	 that	 the	 strategic	 and	 intellectual	 competency	
scores	 of	 2.33	 and	 4.8	 are	 comparatively	 low.	 Therefore,	 it	 is	 predicted	 that	 KAS	 VALVE	 Inc.	
would	not	be	able	to	apply	for	support	from	KOSGEB	in	strategic	and	intellectual	areas	as	sup‐
port	 is	 classified	 according	 to	 certain	 scores.	 It	 is	 recommended	 that	 the	 assessed	 enterprise	
increase	its	strategic	and	intellectual	competency	by	strengthening	any	missing	components,	or	
by	securing	support	to	strengthen	these	competencies.	The	strengthening	of	weaker	competen‐
cies	can	also	have	the	effect	of	raising	other	competencies	to	higher	levels.	

5. Conclusion 

SMEs	whose	number	is	remarkably	increasing	day	by	day	can	also	be	seen	as	the	locomotive	of	
economies	 in	most	of	 the	 countries.	Therefore,	 it	 requires	 a	 considerable	 effort	 to	make	 them	
operate	efficiently	and	effectively	with	compatibility	capabilities.	They	are	mostly	supported	by	
the	official	agencies	to	sustain	the	level	of	competency	possessed.	
	 With	the	 increase	 in	 the	number	of	various	supports	offered	by	government	authorized	or‐
ganizations	such	as	KOSGEB,	the	fund	utilization	and	effectiveness	of	support	programs	are	the	
main	concern.	Due	to	the	environmental,	political,	and	social	effects	as	a	result	of	globalization,	it	
is	not	easy	to	sustain	competitive	advantage.	Since,	the	number	of	SMEs	in	need	of	government	
funds	increasing,	defining	a	more	selective	method	and	fair	distribution	of	these	limited	funds	is	
at	the	top	of	the	agenda.	Giving	the	right	amount	of	funds	to	the	right	enterprise	is	of	great	im‐
portance	for	increasing	both	the	benefit	to	the	enterprise	itself	and	also	to	the	country.		
	 It	is	known	that	every	country	has	its	own	methods	for	assessing	the	benefit	of	funds	provid‐
ed	 to	 enterprises	 according	 to	 its	 political	 and	 economic	 conditions.	 In	 evaluations	 that	 have	
been	carried	out,	it	is	seen	that	these	kinds	of	problems	have	been	over	overcome	due	to	strong	
integration	between	government	organizations,	particularly	in	developed	countries.	Many	prob‐
lems	can	be	solved	from	the	beginning	through	the	collective	process	of	data	collection,	sharing	
data,	 and	 use	 of	 highly	 integrated	 automation	 systems.	 In	many	 countries,	 the	 assessment	 of	
companies	who	wish	to	receive	funds	is	carried	out	by	experts	using	a	variety	of	formulas.	This	
process	cannot	 identify	 the	extent	of	 the	benefit	of	 the	 funds	to	an	enterprise	 just	as	 it	cannot	
test	the	strength	of	the	enterprise	applying	for	the	governmental	funds.	Therefore,	it	is	possible	
that	much	of	the	funds	given	by	the	government	are	in	fact	used	by	enterprises	that	cannot	reap	
the	expected	benefits.	Besides	there	is	a	need	for	information	gathering	and	processing	capabil‐
ity	on	how	effective	the	given	supports	are	to	the	enterprises.	Hence,	a	custom	made	monitoring	
system	is	required	for	each	country.		

In	this	study,	it	is	demonstrated	that	in	reality,	the	desired	results	of	an	assessment	will	not	
always	be	obtained	by	 just	considering	the	 financial	data.	 Initially,	a	generic	evaluation	 frame‐
work	is	defined.	Within	this	framework,	it	is	expected	that	the	fund	distribution	schemes	need	to	
be	improved	through	not	only	concentrating	financial	ratios	but	also	other	capabilities	such	as	
technological,	strategic,	financial,	R&D	as	well	as	intellectual	capabilities.	Therefore,	governmen‐
tal	organizations	such	as	KOSGEB	in	Turkey	that	provide	a	variety	of	funds	and	support	to	en‐
terprises	 need	more	 effective	 and	 dynamic	 assessment	 systems.	 For	 the	 creation	 of	 such	 sys‐
tems,	it	is	first	necessary	to	well‐understand	the	competencies	of	enterprises	from	different	as‐
pects	and	measure	those.	
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Implementation of the model in an actual enterprise indicated that the model can be easily em-
ployed and there is no difficulty in collecting the required information to perform the assess-
ment. 

The proposed model can easily be improved and turned into a systematic structure through a 
programming language to considerably facilitate the assessment of applications made by mil-
lions of SMEs. It is foreseen that such an agent-based framework model also can considerably 
facilitate the following secondary objectives: 

• Determining relevant performance indicators to accomplish dynamic analysis of the state 
of SMEs. 

• Determining the SMEs to be supported and the amount to be provided.  
• Estimating what support will bring what kind of benefits, and building an infrastructure to 

plan the next support under such estimations. 
• Displaying what types of support provided SMEs with more successful results. 
• Making suggestions to SMEs on how to use the support they receive in a better way and 

providing SMEs with the computer-assisted distant training courses. 
• Analyzing clusters of SMEs by industry or assessing SMEs within an industry. 
• Analyzing how the support efficiency by industry should differentiate per industrial needs. 
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A B S T R A C T	   A R T I C L E   I N F O	

Combining	 timber	 and	 glass	 in	 the	 wall	 elements	 of	 the	 building	 envelope	
with	the	proper	orientation	of	such	transparent	façade	elements	enables	the	
utilization	of	solar	energy	for	heating	and	internal	illumination	of	the	building.	
However,	 the	 asymmetrical	 layout	 of	 timber‐glass	 wall	 elements	 in	 such	
buildings	can	result	in	problems	with	the	horizontal	stability	of	the	structure,	
so	 their	participation	 to	 load‐bearing	capacity	of	 the	structure	 is	usually	ne‐
glected.	The	study	deals	with	solutions	for	such	elements	as	horizontal	load‐
bearing	members	with	proper	connection	details.	First,	specifically	developed	
timber‐glass	wall	elements	were	experimentally	tested	under	monotonic	and	
cyclic	horizontal	point	load,	and	further	in	combination	with	classical	timber‐
framed	wall	 elements	 implemented	 into	 special	 single	 and	 two‐storey	 box‐
house	models,	which	were	further	experimentally	tested	on	the	shaking	table.	
In	the	second	part	as	the	main	goal	of	the	study,	a	quite	simple	mathematical	
model	of	 the	box‐house	prototypes	 is	developed	using	a	 fictive	diagonal	ele‐
ment	 for	 simulating	 the	 racking	 stiffness	 of	 the	 bracing	 timber‐glass	 wall	
element.	The	calculated	results	for	the	1st	vibration	period	are	compared	with	
the	 previously	 measured	 experimental	 results	 to	 prove	 an  accuracy	 of	 the	
developed	model.	Finally,	a	linear	time‐history	calculation	is	done	as	a	sample	
presentation	 of	 the	 developed	mathematical	model	 using	 Landers	 accelera‐
tion	spectrum.	The	developed	mathematical	model	enables	a	simple	and	effec‐
tive	 seismic	 response	 calculation	 of	 timber	 buildings	 considering	 the	 devel‐
oped	 timber‐glass	 wall	 elements	 as	 load‐bearing	 bracing	 elements	 against	
horizontal	 load	 actions.	 The	 model	 can	 also	 be	 recommended	 for	 using	 in	
further	 parametric	 numerical	 academic	 studies	 analysing	 the	 influence	 of	
various	parameters.	
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1. Introduction  

Climate	changes	of	the	last	few	decades	do	not	only	encourage	research	into	the	origins	of	their	
onset,	but	they	also	mean	a	warning	and	an	urgent	call	 for	a	need	to	remove	their	causes	and	
alleviate	the	consequences	affecting	the	environment.	Eco‐friendly	solutions	 in	residential	and	
public	 building	 construction	 remains	 our	most	 vital	 task,	 whose	 holistic	 problem	 solving	 re‐
quires	knowledge	integration	[1].	Therefore,	the	domain	of	energy	consumption	is	witnessing	a	
worldwide	 trend	 whose	 aim	 is	 to	 reduce	 primary	 energy	 consumption	 and	 greenhouse	 gas	
emissions.	Consequently,	many	investigations	have	been	carried	out	towards	100	%	renewable	
and	sustainable	energy	solutions	 in	many	different	areas	 [2‐5].	Constructions	are,	besides	 the	
fields	of	transport	and	industry,	one	of	the	main	users	of	the	primary	energy	from	fossil	sources.	
However,	it	is	important	to	set	out	that	residential	buildings	forming	70	%	of	the	total	buildings’	
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surface	consume	and	are	responsible	for	63	%	of	the	total	energy	demand	required	to	satisfy	the	
requests	of	the	hosing	stock	[6].		

Moreover,	the	time	of	significant	climate	changes	demands	active	search	for	energy	efficient	
structural	systems	with	as	low	CO2	emissions	as	possible	in	the	phases	of	object	construction,	its	
exploitation,	and	 its	decomposition.	As	a	natural	 raw	material	 requiring	minimal	energy	 input	
into	 the	process	of	becoming	construction	material,	 timber	 shows	 indisputable	 environmental	
excellence	with	very	low	CO2	emissions.	Therefore,	the	prefabricated	timber	buildings	are	suita‐
ble	for	building	the	energy	saving	objects	of	different	standards.		

The	use	of	glazing	in	buildings	has	always	contributed	to	openness,	visual	comfort,	and	better	
daylight	situation.	Although	characterized	by	weak	thermal	properties	in	the	past,	glass	has	been	
gaining	an	ever‐greater	significance	as	a	building	material	due	to	its	improved	thermal,	optical	
and	 strength	 properties,	 resulting	 from	 years	 of	 development.	 Manufacturers	 have	 improved	
thermal	insulation	and	strength	of	the	glass	over	years	[7]	and	the	factor	of	energy	transmission	
of	solar	radiation	which	enabled	not	only	the	internal	illumination	of	the	building	with	big	glass	
surfaces,	primarily	oriented	toward	the	south,	but	also	the	solar	energy	heating.		

Nowadays,	 timber	 construction	 combined	with	 the	usage	of	 suitable	 and	properly	oriented	
glass	 surfaces	 represents	 a	huge	potential	 in	 residential	 and	public	building	 construction.	The	
fact	that	location	of	Slovenia	on	the	southern	side	of	the	Alpine	range	enables	considerably	high	
portion	of	the	solar	potential	in	the	time	of	heating	season	results	in	high	portions	of	solar	gains	
with	the	proper	installation	of	bigger	glass	surfaces	in	the	southern	side	of	the	building	envelope	
[8‐10].	Consequently,	so‐called	timber‐glass	buildings	have	been	developed	in	order	to	provide	
the	 highest	 possible	 solar	 potential	 and	 internal	 natural	 illumination.	 In	 that	way,	 fixed	 glass	
surfaces	 are	 installed	besides	windows	primary	 in	 the	 southern	part	 of	 the	building	 envelope	
(Fig.	 1).	 Such	wall	 elements	were	 earlier	 not	 considered	 as	 load	 ‐	 bearing	 to	 horizontal	 loads	
because	of	the	extremely	brittle	behaviour	of	the	glass.	Only	conventional	prefabricated	frame‐
panel	wall	 elements	with	 classical	OSB	or	 fibre‐plaster	boards	were	mostly	 installed	on	other	
three	sides	of	the	building	envelope.	

However,	 it	 is	 important	 to	 emphasize	 that	 consecutive	 asymmetrical	 installation	 of	 load‐
bearing	wall	elements	of	the	building	envelope,	if	timber‐glass	elements	are	considered	as	com‐
pletely	non	load	bearing,	leads	to	the	phenomenon	of	torsion	in	single	floors	due	to	the	seismic	
load.	As	schematically	presented	in	Fig.	2,	the	position	of	the	mass	floor	centre	(M)	in	such	case	
can	significantly	deviate	from	the	centre	of	stiffness	(R)	of	the	load‐bearing	elements.	

Namely,	 the	 possible	 phenomenon	 in	 the	 mentioned	 case	 can	 be	 the	 so‐called	 soft	 floor,	
which	 should	 be	 avoided	 when	 designing	 multi‐storey	 buildings	 in	 seismic	 areas	 [11].	 This	
phenomenon	can	be	constructionally	solved	in	two	known	and	in	engineering	practice	common	
used	methods:		

 Inner	conventional	prefabricated	frame‐panel	wall	elements	can	be	additionally	installed;	
however,	this	is	not	in	line	with	contemporary	architecture	of	residential	buildings	aiming	
to	enlarge	natural	illumination	and	general	living	comfort.		

 Special	additional	load‐bearing	diagonal	elements	can	be	installed	in	timber‐glass	wall	el‐
ements	of	the	building	envelope,	which	are	evidently	visible	(Fig.	3).	Still,	this	practice	is	
mostly	used	in	public	buildings	only.	

		
Subsequently,	 lots	 of	 researchers	 deal	with	 the	 solution	 of	 the	 problem	 by	means	 of	 load‐

bearing	 timber‐glass	wall	 elements.	 In	 this	 case,	 studies	 of	 non‐linear	 seismic	 response	of	 the	
buildings	on	object	classes	should	be	done,	and	accordingly	such	design	methods	should	be	de‐
veloped	that	are	reliable	enough	for	introduction	in	construction.	Importantly,	the	basic	stand‐
ard	condition	[12]	–	life	safety	should	be	met.		
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Fig.	1	Timber‐glass	houses	with	south‐oriented	fixed	glazing	

	

	
Fig.	2	Phenomenon	of	torsion	on	the	floor	due	to	deviation	of	mass	(M),	
and	centre	of	stiffness	(R),	randomly	chosen	case	

	

	
Fig.	3	Detached	house	with	fixed	glazing	with	south‐oriented	and	additionally	installed	visible	diagonals;	
designed	and	photographed	by	Architekturbüro	Reinberg	ZT	GmbH	Vienna	

The	timber‐glass	wall	elements	are	formed	as	alternative	load‐bearing	members	on	horizon‐
tal	weight	which	can	significantly	contribute	to	additional	horizontal	load‐bearing	capacity	and	
stiffness	of	the	whole	building.	Moreover,	they	reduce	the	torsion	impact	on	single	floors	and	at	
the	same	time	the	installation	of	the	visible	diagonals	can	be	avoided.	This	requires	the	failure	
not	 to	run	at	 the	glass	panel,	which	 is	as	a	very	un‐ductile	structural	element,	but	on	the	 joint	
surface	between	 the	glass	and	 timber	 frame	or	on	 the	steel	 corner	 joint	 inter‐storey	elements	
which	can	ensure	high	level	of	ductility	of	such	load‐bearing	wall	elements.	An	interesting	alter‐
native	method	of	the	development	of	timber‐glass	wall	panels	without	any	adhesive	is	shown	in	
[13].	 In	 [14]	 innovative	 hybrid	 structural	 components	 composed	 of	 cross‐laminated	 timber	
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frame	and	 laminated	glass	 infill	without	using	 any	adhesive	 to	 examine	 their	 response	on	 the	
reverse‐cyclic	loading.	As	a	result,	 in	the	case	of	specimens	with	low	vertical	load,	the	strength	
degradation	 demonstrated	 on	 average	 twice	 higher	 than	 in	 the	 cases	 of	 specimens	with	 high	
vertical	load.	The	stiffness	degradation	was	not	influenced	either	by	the	intensity	of	vertical	load	
or	 by	 the	number	 of	 glazing	panels.	 Therefore,	 it	was	 possible	 to	 formulate	 this	 phenomenon	
with	a	common	equation,	which	is	important	for	the	development	of	future	mathematical	model	
of	the	tested	type	of	structural	components.	

The	goal	of	the	study	analysis	in	this	contribution	aims	to	find	a	solution	to	change	a	conven‐
tional	 board	 (plaster‐fibre,	 OSB)	 of	 framed‐panel	 wall	 elements	with	 fixed	 thermal‐insolation	
glazing.	Importantly,	by	the	right	procedure	of	connection	details	in	the	connecting	plane	of	the	
timber‐glass	 frames,	 these	 can	 be	 considered	 as	 additional	 load‐bearing	 vertical	 elements	 on	
known	horizontal	 strain	with	proper	 level	of	ductility.	This	 is	briefly	presented	 in	 the	 form	of	
experimental	 study	 in	Section	3.	So‐called	 timber‐glass	wall	 elements	were	developed	and	ex‐
perimentally	analysed	 in	detail	on	numerous	specimens	 in	 the	 frame	of	 international	research	
project	WoodWisdom	LBTGC	[15].	However,	it	has	to	be	emphasized	that	the	costs	of	such	ex‐
periments	 are	 too	 high	 to	 be	 recognized	 as	 useful	 in	 engineering	 practice	 using	 also	 various	
types	of	un‐tested	walls	and	box‐house	models.	There	are	also	many	various	parameters,	such	
the	adhesive	and	glass	type	and	thickness,	the	bonding	connection	type,	etc.,	which	significantly	
affect	racking	stiffness	of	timber‐glass	wall	elements	and	have	to	be	very	carefully	analysed,	[15‐
18].	On	 the	other	case,	 the	group	of	authors	widely	 investigated	a	case	where	 the	glass	panes	
were	completely	not	bonded	to	the	timber	frame,	[19,	14].	

Therefore,	 the	second	part	 in	Section	4	as	 the	main	and	 final	goal	of	 the	presented	study,	a	
quite	simple	mathematical	model	of	the	box‐house	prototypes	is	developed	using	a	fictive	diag‐
onal	 element	 for	 simulating	 the	 racking	 stiffness	 of	 the	 bracing	 timber‐glass	 wall	 element.	 It	
enables	designers	its	application	in	a	quite	simple	calculaculation	software	in	order	to	determine	
the	horizontal	load‐bearing	capacity	and	stiffness	of	such	timber‐glass	wall	element	and	further	
also	the	calculation	of	oscillating	form	of	the	whole	timber‐glass	building	model.	Such	mathemat‐
ical	model	can	be	later	used	for	determination	of	complete	seismic	response	of	such	buildings.	A	
simple	example	performed	on	previously	experimental	box‐house	model	is	presented	at	the	end	
of	the	study.	However,	the	behaviour	factor	(q)	should	be	determined	first	in	that	case.	Only	then	
such	 design	 methods	 can	 be	 finally	 developed	 that	 are	 reliable	 enough	 to	 be	 introduced	 in	
common	engineering	practice	 for	 a	 complete	 seismic	 calculation	 analysis	 of	 such	 timber‐glass	
structures.		

However,	it	should	be	especially	finally	emphasized	that	these	topics	are	not	yet	included	in	
European	standards	such	as	[11]	or	[12],	since	they	are	the	first	such	implementing	European	
guidelines	in	terms	of	glass	construction	as	support	and	implementation	of	existing	Eurocodes	
[20].	Nevertheless,	studies	are	already	mentioned	in	these	guidelines	which	explicitly	state	that	
they	are	still	in	the	stage	of	an	academic	level	only.	Generally,	each	object	is	unique,	so	a	designer	
should	provide	sufficiently	high	resistance	to	all	expected	load	cases,	as	determined	by	Europe‐
an	standard.	All	presented	and	developed	timber‐glass	wall	elements	from	our	article,	separate‐
ly	listed	in	[20],	can	only	increase	this	kind	of	calculated	loads	on	request	and	at	suitable	con‐
structor	knowledge	who	does	not	need	to	use	only	known	load‐bearing	wall	elements	or	other	
strengthening	methods	 (e.	 g.	 diagonals)	 in	 order	 to	 ensure	 sufficiently	 high	 resistance	 to	 ex‐
pected	horizontal	 loads	(wind,	earthquake),	which	are	not	 the	 topics	of	 this	study.	Hereby	 the	
problem	of	the	so‐called	soft	floor	can	be	avoided,	and	all	parameters	of	modern	energy	efficient	
prefabricated	timber	building	can	also	be	taken	into	consideration.	

2. Materials and methods 

Prefabricated	 framed‐panel	wall	 elements	 are	made	of	 timber	 frames	 composed	by	 studs	 and	
longitudinal	posts	and	sheathing	boards	(fibre‐plaster	or	OSB),	which	may	be	unilateral	or	bilat‐
eral	with	nails	or	staples	attached	to	the	timber	frame.	The	soft	thermal	insulation	is	installed	in	
the	space	between	 the	 frame	structure	which	 together	with	outer	stiff	 thermal	 insulation	pro‐
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vides	sufficient	thermal	insulation	of	the	outer	wall	elements.	Such	prefabricated	elements	were	
in	their	original	form	technologically	manufactured	only	as	single‐panel	elements	(Fig.	4a)	with	
the	standard	length	1250	mm	which	was	the	standard	length	of	sheathing	boards.	In	1990s,	the	
single‐panel	system	became	a	macro‐panel	system	(Fig.	4b)	for	technological	requirements	after	
faster	manufacture,	 so	 the	entire	wall	 systems	were	manufactured	 in	 one	piece	of	 12500	mm	
length	with	mostly	built‐in	window	and	doors	openings.	In	terms	of	horizontal	 loads,	a	macro‐
panel	system	is	statically	considered	as	the	sum	of	separate	single	panel	wall	elements.	Howev‐
er,	the	method	A	in	Eurocode	5	[12]	requires	only	the	consideration	for	the	contribution	of	the	
single‐panel	elements	without	any	window	and	doors	openings.	
	

																										 								 	
	

																																																																a)																																																																																															b)	

Fig.	4	a)	Single‐panel,	and	b)	macro‐panel	wall	system	

Several	studies	[21‐24]	in	the	known	literature	prove	that	elements	with	window	and	doors	
openings	can	contribute	to	a	certain	extend	to	horizontal	load‐bearing	capacity	and	stiffness	of	
such	wall	elements.	Therefore,	timber‐glass	elements,	where	conventional	sheathing	is	replaced	
by	insulation	glazing	(Fig.	5a),	can	be	considered	as	load‐bearing	to	horizontal	loads	to	a	certain	
extend.	Obviously,	horizontal	force	transfer	should	be	assured	both	over	connecting	plane	glass‐
timber	with	the	help	of	the	suitable	adhesive	and	over	fictive	tensile	diagonal	of	the	glass	panel,	
as	schematically	shown	in	Fig.	5a	[25‐27].	Furthermore,	it	should	be	emphasized	that	such	load‐
bearing	timber‐glass	wall	elements	should	be	then	incorporated	in	a	load‐bearing	wall	system	of	
prefabricated	frame‐panel	macro‐wall	systems	and	used	in	the	models	of	timber‐glass	prefabri‐
cated	objects,	presented	in	the	shape	of	the	simplified	box‐house	models	in	Fig.	5b,	which	were	
experimentally	tested	in	the	frame	of	the	project	[15]	on	the	shaking	table	of	IZIIS	in	Skopje	[28].	

	

																																		 																			 	
																																																																a)																																																																																									b)	

	

Fig.	5	a)	Type	single	panel	wall	element	with	fixed	glazing	and	schematic	presentation	of	horizontal	load	transfer,	
b)	Box‐house	model	of	a	timber	glass	building	

1250 mm 
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3. Results and discussion  

3.1 Experimental analysis 

Experimental	analysis	of	timber‐glass	wall	elements 

Prefabricated	single	frame	panel	wall	elements	with	fixed	three‐layered	insulation	glazing	panel	
were	first	tested	for	monotonous	static	 load	according	to	the	standard	EN	594:2011,	[29].	The	
vertical	static	load	was	constant	and	scaled	up	to	25	kN/m.	The	tests	were	then	resumed	with	
cyclic	horizontal	point	 load	under	the	same	load.	 In	addition,	 the	Niedermaier	end‐joint	 type	1	
[30]	was	used	to	provide	the	joint	between	glass	panel	and	timber	frame.	Two‐component	poly‐
urethane	adhesive	of	5mm	thickness	and	the	annealed	glass	of	3x6	mm	thickness	were	used,	and	
the	 space	 between	 glazing	 was	 16	 mm	 thick.	 Two	 types	 of	 specimens	 were	 tested;	 they	 are	
schematically	shown	in	Fig.	6:		

 wall	elements	with	insulating	glass	unit	(IGU)	in	one	piece	(TGWE‐1),	
 wall	elements	of	equal	dimensions	with	a	glass	panel	in	two	pieces	(TGWE‐2).	

	

	
Fig.	6	Geometry	of	tested	timber‐glass	wall	specimens	

The	results	for	all	obtained	hysteresis	of	cyclic	tests	for	both	types	of	all	tested	specimens	with	
drawn	first	envelopes	of	hysteresis	curves	are	shown	in	Fig.	7.		

It	 can	be	observed	 that	 the	 test	samples	with	glazing	 in	one	piece	(TGWE‐1)	notably	prove	
slightly	higher	horizontal	load‐bearing	capacity	and	especially	higher	stiffness.	However,	hyste‐
resis	curves	show	that	the	ductility	for	TGWE‐1	is	significantly	lower,	which	could	significantly	
influence	on	seismic	resistance	of	such	type	of	load‐bearing	timber‐glass	wall	elements.	The	av‐
erage	ductility	calculated	according	to	EN	12512	[31]	amounts	for	d	=	2.8	for	TGWE‐1	and	d	=	
3.1	for	TGWE‐2.	The	detailed	presentation	of	the	results	under	static	horizontal	load,	calculated	
values	for	horizontal	stiffness	and	detailed	analysis	of	measured	values	with	additional	recom‐
mendations	for	practical	usage	can	be	found	in	detail	in	[15]	and	[28].		

The	reduction	in	load	capacity	in	repetitive	cycles	is	presented	in	Figure	8,	where	the	force‐
displacement	 diagram	 shows	 the	 envelopes	 of	 the	 first,	 second	 and	 third	 cycles	 for	 all	 tested	
samples.	The	curves	are	markedly	antisymmetric,	 and	a	cyclic	decrease	 in	stiffness	 is	also	ob‐
served.	Additionally,	the	calculated	mean	values	of	the	racking	stiffness	with	the	stiffness	reduc‐
tion	chart	for	the	first	three	envelopes	are	also	presented	for	TGWE‐1	and	TGWE‐2	test	samples.	

The	stiffness	diagram	in	Fig.	8	shows	a	slightly	 larger	decrease	 in	stiffness	 from	the	 first	 to	
the	second	cycle	for	TGWE‐2	type	(16.3	%).	From	the	second	to	the	third	cycle,	the	decrease	in	
stiffness	 is	more	pronounced	 in	 the	TGWE‐1	 type	 (8.6	%).	 The	 total	 decrease	 in	 stiffness,	 i.e.,	
difference	between	the	first	and	third	cycle	ranges	from	19.1	%	(TGWE‐2)	to	21.2	%	(TGWE‐1),	
respectively.		
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Fig.	7	Presentation	of	the	response	to	horizontal	cyclic	load	for	both	groups	of	specimens	and	calculated	stiffness	

	
Fig.	8	Presentation	of	the	response	to	horizontal	cyclic	load	for	both	groups	of	specimens	and	calculated	stiffness	
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Experimental	analysis	of	box‐house	timber‐glass	specimens	

The	further	analysis	connects	together	the	previously	experimentally	tested	TGWE‐1	and	TGWE‐
2	 timber‐glass	 wall	 elements	 in	 different	 ways	 by	 conventional	 timber‐framed	wall	 elements	
sheathed	 with	 OSB	 (TFWE‐1)	 boards.	 Consequently,	 as	 the	 final	 product	 so‐called	 box‐house	
timber‐glass	building	models	are	developed,	schematically	presented	in	Figure	5b,	and	tested	on	
the	shaking	table	IZIIS	in	the	Skopje	institute.	Single	and	two‐storey	composed	box‐house	models	
with	different	settings	of	TGWE	and	TFWE	wall	elements	are	photographically	presented	in	Fig‐
ure	9.	It	should	be	mentioned	that	insulating	three‐layered	glass	panels	from	non‐laminate	glass	
were	 used	 just	 for	 the	 economic	 reasons,	while	 laminate	 glass	 should	 be	 used	 in	 practice	 for	
safety	reasons	because	 it	significantly	 increases	the	glass	ductility.	Anyway,	 failure	mechanism	
should	be	created	in	order	to	generate	the	failure	along	ductile	steel	inter‐storey	hold‐downs	or	
at	least	along	adhesive	in	connecting	plane	glass‐timber,	and	by	no	means	the	failure	along	the	
glazing,	which	would	lead	to	the	instant	brittle	fracture.	

Four	single‐storey	and	four	two‐storey	objects	with	ground	plan	2.4		3.4	m	and	height	2.5	
and	5.0	m,	were	 constructed	 from	wall	 elements,	 type	TGWE‐1,	 TGWE‐2	 and	TFWE‐1.	 Three‐
layered	cross	glued	panel	of	dimension	2.4	m		3.4	m	and	thickness	100	mm	served	for	the	con‐
nection	of	wall	elements.	The	additional	mass	of	1600	kg	was	applied	to	the	panel	which	simu‐
lated	the	impact	of	its	own	weight	and	live	load	in	the	floor	element.	Due	to	the	higher	stiffness	
in	shorter	direction,	the	panel	transferred	the	majority	of	vertical	loads	onto	wall	elements,	in‐
stalled	perpendicularly	 to	 the	 direction	 of	 excitation.	 The	wall	 elements	 that	were	 seismically	
loaded	in	their	planes	received	only	a	minor	portion	of	vertical	load.	This	is	an	important	bound‐
ary	 condition	which	 affects	 the	 behaviour	 of	 these	wall	 elements.	 The	wall	 elements	were	 at‐
tached	to	the	AB	foundation	with	WKR‐285	type	of	angle	brackets	and	with	additional	M12	an‐
chors	along	the	length	of	the	bottom	sill.	The	ceiling	panels	were	joint	to	the	wall	elements	by	
self‐tapping	wood	 screws	 8/180	mm	 on	mutual	 distance	 of	 150	mm.	 Upper	 and	 lower	walls	
were	 joint	 together	 in	 corners	by	metal	 angle	brackets	 and	M12	 screws.	 In	 addition,	 dynamic	
tests	were	divided	into	two	basic	modules:	i)	lower	intensity	testing	without	failure	in	the	struc‐
ture	 or	 in	 the	 so‐called	 elastic	 state	 (together	with	 all	 joints)	 and	 ii)	 higher	 intensity	 testing,	
where	the	ground	acceleration	was	scaled	up	enough	to	cause	failure	in	the	structure.		

After	the	structure	was	loaded	with	recorded	Petrovac	and	Landers	accelerograms,	the	struc‐
ture	did	not	exhibit	visible	damages.	In	order	to	intensify	the	response	of	the	structure,	random‐
ly	generated	ground	motion	in	frequency	range	2.0	‐	15	Hz	and	ground	acceleration	from	0.1	to	
0.4	g	was	applied,	as	shown	in	Table	1.		
	

	
Fig.	9	Photo	of	tested	single‐	and	two‐storey	box‐house	timber‐glass	models	
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Table	1	Protocol	of	GLS	model	loading	

Low‐intensity	testing	 High‐intensity	testing	
GLS1	‐	GLS4	and	GLS6	‐	GLS9	 GLS5	 GLS10	
Modified	Landers	 0.15	g	 modified	Landers	 0.50	g	 modified	Landers	 0.50	g	
Modified	Landers	 0.25	g	 modified	Landers	 0.75	g	 modified	Landers	 0.75	g	
Petrovac	 0.22	g	 sine‐beat	9.856	Hz	 0.10	g	 random	2‐15	Hz	 0.25	g	

	 	 sine‐beat	9.856	Hz 0.50	g	 random	2‐15	Hz	 0.35	g	
	 	 sine‐beat	9.856	Hz	 1.00	g	 	 	
	 	 random	2‐15	Hz	 0.10	g	 	 	
	 	 random	2‐15	Hz	 0.25	g	 	 	
	 	 random	2‐15	Hz	 0.40	g	 	 	

	
Deformations	can	be	noticed	 in	 the	glue	 line	between	 the	glass	panel	and	 timber	 frame,	shear	
drift	 and	 corner	 uplifting.	 Fig.	 10	 (left)	 shows	 the	 values	 of	 these	 deformations	 for	 the	 GLS5	
model	at	random	excitation	(2.0‐15	Hz)	with	acceleration	0.4	g.	The	vertical	displacement	of	the	
corner	was	1.0	mm,	however,	shear	wall	drift	(1.9	mm)	and	deformations	of	the	glue	line	in	the	
size	of	1.2	mm	were	also	noticed.	

The	tests	of	structure	excitation	or	the	so‐called	sweep	tests	were	carried	out	in	the	frequency	
area	 1.0‐32	Hz	 and	 the	 intensity	 acceleration	 0.01	 g.	 Based	 on	 these,	 vibration	periods	 of	 the	
structure	were	calculated;	 this	could	serve	also	 for	the	evaluation	of	 the	reduction	 level	of	 the	
structural	stiffness	and	damage	levels.	The	measured	values	before	and	after	high	intensity	exci‐
tation	are	graphically	presented	in	Fig.	11.		
	

	
Fig.	10	Values	of	displacements	and	deformations	of	the	GLS5	and	GLS10	models	for	a	high	intensity	dynamic	test	
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Fig.	11	Measured	values	of	basic	vibration	periods	of	the	before	and	after	high	intensity	testing	

A	detailed	analysis	of	all	 results	 can	be	 found	 in	 [15]	and	 [28],	however,	 it	 should	be	men‐
tioned	that	the	high	intensity	excitation	did	not	result	in	any	visible	deformation	in	glazing,	yet	
ductile	failure	mechanism	with	yielding	of	steel	hold‐downs	between	floors,	the	so‐called	rock‐
ing	 mechanism	was	 generated	 at	 all	 test	 specimens.	 The	 majority	 of	 seismic	 energy	 was	 ab‐
sorbed	in	the	steel	corner	fasteners	which	function	as	ductile	protectors	of	wall	elements.	In	fact,	
this	was	also	one	of	the	goals	of	this	study.	The	measured	values	of	vibration	periods	before	and	
after	excitation	(Fig.	11)	also	prove	that	there	was	no	significant	decrease	in	structure	stiffness.	
The	slight	increase	in	the	measured	1st	time	periods	can	result	only	from	the	yielding	process	in	
steel	corner	fasteners.	

3.2 Mathematical modelling  and  numerical  analysis  of  the  single  and  two‐storey  box‐
house model 

First,	in	order	to	perform	the	numerical	analysis,	it	was	necessary	to	define	a	suitable	mathemat‐
ical	 model	 of	 the	 structure.	 For	 this	 purpose,	 the	 previously	 introduced	mathematical	 model	
with	a	fictive	diagonal	for	determination	of	the	racking	stiffness	of	timber‐framed	wall	elements	
with	classical	OSB	or	fibre‐plaster	(FPB)	sheathing	material	[32]	was	applied	and	further	devel‐
oped	for	the	timber‐glass	wall	elements	stiffness	simulation.	Following	the	expressions	present‐
ed	 in	 [32],	 the	 fictive	 diagonal	 diameter	 for	 classical	 sheathing	 boards	 (OSB	or	 FPB)	 is	 deter‐
mined	in	the	way	that	horizontal	displacement	of	the	actual	wall	element	is	the	same	as	a	hori‐
zontal	displacement	of	the	simplified	model	with	a	fictive	diagonal,	as	schematically	presented	in	
Fig.	12.	Lastly,	the	fictive	diagonal	diameter	(݀௙௜௖)	is	expressed	in	the	final	form	of:	
	

ௗ,௙௜௖ܣ ൌ
݇௣ ⋅ ௗܮ

஽ܧ ⋅ ଶݏ݋ܿ ߙ
	 (1a)

	

݇௣ ൌ
1
௣ܦ

ൌ ቆ
ଷܪ

3 ⋅ ௘௙௙ܫܧ
൅

ܪ
௦ܣܩ

ቇ
ିଵ

	 (1b)

	

݀௙௜௖ ൌ 2 ⋅ ඨ
ௗ,௙௜௖ܣ
ߨ

	 (1c)

	

with	ܧ஽	being	the	modulus	of	elasticity	of	the	diagonal,	ܣௗ,௙௜௖	the	fictive	cross‐section	of	the	di‐
agonal	and	ܮௗ 	the	length	of	the	diagonal.		

However,	it	is	important	to	point	out	that	the	already	developed	mathematical	model	by	[32]	
can	be	used	only	for	sheets	which	are	mechanically	fastened	to	the	timber	frame	by	staples	or	
nails.	The	effective	stiffness	ܫܧ௘௙௙	 is	namely	calculated	using	 the	gamma‐method	 following	 the	
Eurocode	5	[12]	expressions.	
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Fig.	12	Schematically	presented	transformation	of	a	frame‐panel	wall	modelled	with	
truss	members	and	a	fictive	diagonal	

	
However,	in	case	of	timber‐glass	wall	elements,	where	the	glass	pane	is	continuously	bonded	

to	the	timber	frame,	it	is	not	possible	to	determine	the	gamma	coefficient	and	the	effective	stiff‐
ness	ܫܧ௘௙௙	in	Eq.	1b	directly	with	the	known	expressions	from	the	Eurocodes.	Some	already	de‐
veloped	mathematical	models	with	spring	elements	simulate	 the	 flexibility	of	 the	bonding	 line	
between	the	glass	pane	and	the	timber	frame	[25],	followed	by	an	extensive	numerical	paramet‐
ric	study	[27],	albeit	the	calculation	time	is	too	long	to	be	implemented	into	the	whole	box‐house	
building	model.	 Therefore,	 for	 timber‐glass	wall	 elements	 the	 diameter	 of	 the	 fictive	 diagonal	
݀௙௜௖	can	be	determined	using	experimental	results	 from	Subsection	3.1	upon	derived	equation	
only:	

݀௙௜௖ ൌ ඨ
4 ∙ ௖௥ܨ ∙ ௗܮ

௖௥ݓ ∙ ሺcos ܽሻଶ ∙ ߨ ∙ ஽ܧ
	 (2)

	

where	ܨ௖௥	represents	the	force	upon	appearance	of	the	first	crack	and	wcr		represents	the	corre‐
sponding	displacement	upon	appearance	of	the	first	crack.	The	values	for	ܨ௖௥ 	and	wcr	can	be	de‐
termined	only	according	to	experimental	testing.	

The	diameters	of	the	diagonals	were	calculated	in	this	way	for	each	type	of	wall	panel.	As	the	
box‐house	model	 is	composed	as	a	combination	of	classical	 timber‐framed	wall	elements	with	
OSB	sheathing	boards	(TFWE‐1)	and	the	timber‐glass	wall	elements	(TGWE‐1	and	TGWE‐2),	the	
diameter	of	the	substitutional	fictive	diagonal	is	determined	for	the	OSB	wall	elements	in	semi‐
analytical	final	expressions	using	Eq.	1	and	for	the	timber‐glass	TGWE‐1	and	TGWE‐2	wall	ele‐
ments	 from	the	experimental	results	using	Eq.	2.	The	results	 for	݀௙௜௖	are	presented	in	Table	2.	
According	 to	 the	results	presented	 in	Table	2,	 the	horizontal	 stiffness	of	TGWE‐2	and	conven‐
tional	TFWE‐1	wall	panels	are	practically	equal,	the	stiffness	of	the	TGWE‐1	does	not	differ	much	
as	well.	It	also	means	that	stiffness	centre	(ܴ)	and	mass	centre	(ܯ)	of	the	box‐house	model	coin‐
cide	relatively	well.	Basically,	 this	was	one	of	 the	goals	of	our	study,	because	consecutive	high	
torsion	loads	along	the	building	floor	can	be	avoided	in	the	case	of	an	earthquake.	Steel	with	the	
elasticity	module	E	=	210	GPa	was	considered	as	material	for	diagonals.		

Table	2	The	diameter	of	the	fictive	diagonal	for	different	wall	elements	

Wall	elements	 R	(N/mm)	 	(mm)	ࢉ࢏ࢌࢊ

TGWE‐1	 6704	 16.60	
TGWE‐2	 3595	 12.16	
TFWE‐1	 3636	 12.23	
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In	the	mathematical	model	of	the	box‐house	are	considered	as	rigid.	Also,	the	timber	frame	
elements	are	considered	as	axially	rigid	in	order	to	eliminate	the	frame	flexibility	and	only	the	
flexibility	of	 the	diagonals	 is	 taken	into	account	[32].	However,	 they	are	already	further	devel‐
oped	in	[33]	an	upgraded	mathematical	approach	for	classical	timber‐framed	wall	buildings	by	
including	different	contributions	to	the	stiffness	of	the	timber‐framed	walls,	such	as	floor	bend‐
ing	flexibility	and	flexibility	in	all	floor	to	walls	connections,	which	are	not	included	in	this	study.	

The	mathematical	model	defined	by	this	method	was	then	used	for	the	numerical	analysis	of	
the	 single‐storey	GLS5	 and	 two‐storey	model	GLS10.	The	numerical	 analyses	were	performed	
using	the	structural	analysis	software	SAP	2000	v.17.	Timber	columns	were	modelled	as	axially	
rigid,	while	 the	 timber	cross‐glued	 floor	panels	were	considered	as	 isotropic	 thin	slabs	board.	
The	floor	slabs	were	subjected	to	a	surface	load	of	2.0	kN/m2.	Fig.	13	shows	the	numerical	mod‐
els	 of	 the	 one‐storey	 and	 the	 two‐storey	 box‐house	 using	 the	 fictive	 diagonals,	while	 Table	 3	
presents	the	calculated	fundamental	vibration	periods	for	both	models	and	comparison	with	the	
measured	 fundamental	periods	as	obtained	 from	the	experimental	analysis	 (see	Subsection	 ti‐
tled	Experimental	analysis	of	box‐house	timber‐glass	specimens).	

Table	 3	 shows	 that	 the	 results	 of	 the	 numerical	 analysis	 coincide	well	 with	 the	measured	
ones.	Minor	differences	can	be	observed	due	to	the	fact	that	rigid	supports	were	used	in	numeri‐
cal	models,	while	anchor	elements	 in	 the	experimental	models	have	a	certain	 flexibility	which	
gives	rise	to	a	higher	deformability	of	 the	structure	and	consequently	slightly	 longer	vibration	
periods.	Subsequently,	with	the	application	of	the	developed	mathematical	models	time‐history	
analyses	can	be	further	performed	using	the	Landers	accelerogram,	Fig.	13.	The	calculated	hori‐
zontal	displacements	of	the	top	of	the	structures	as	a	function	of	time	are	shown	in	Fig.	14	for	
the	single‐storey	models	GLS5	and	two‐storey	GLS10,	respectively.	The	maximal	horizontal	dis‐
placement	amounted	to	2.67	mm	for	the	model	GLS5	and	11.86	mm	for	the	model	GLS10.	

															 	
Fig.	13	Simplified	numerical	model	of	single‐storey	and	two‐storey	model	with	a	fictive	diagonal	
(presentation	of	fundamental	vibration	forms)	
	

Table	3	Review	of	fundamental	vibration	period	of	experimentally	and	numerically	tested	models	

Model	 Fundamental	vibration	period	T1	(s)	

	 Experimental	 Numerical	

Single‐storey	GLS5	 0.095	 0.096	
Two‐storey	GLS10	 0.167	 0.173	
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Fig.	14	Numerical	values	of	the	top	horizontal	displacements	of	the	GLS5	and	GLS10	models	as	the	result	of	
the	time	history	analyses	using	the	Landers	accelerogram	

	

4. Conclusion 

The	usage	of	enlarged	portion	of	glass	surfaces	in	modern	timber	objects	provides	solar	thermal	
gains	and	impacts	living	comfort	positively.	However,	large	non‐load‐bearing	glass	surfaces	un‐
der	wind	and	seismic	forces	cause	structural	problems,	above	all	in	terms	of	uneven	distribution	
of	the	horizontal	force	due	to	irregularity	of	the	structure	in	its	ground	plan.	Therefore,	it	is	rea‐
sonable	to	ensure	that	such	wall	elements	can	provide	certain	horizontal	load	capacity	and	stiff‐
ness	and	also	certain	level	of	ductility	in	seismic	active	areas.		

Firstly,	discussed	 timber‐glass	elements	were	experimentally	 tested.	 Secondly,	 timber‐glass	
wall	elements	were	studied	with	combination	of	conventional	frame	wall	elements	which	were	
used	 in	the	test	box	models	of	single‐storey	and	two‐storey	objects.	The	timber‐glass	wall	ele‐
ments,	used	 in	 the	box	models	and	subjected	 to	highly	 intensive	seismic	 impact	 showed	suffi‐
ciently	high	level	of	robustness	because	the	energy	absorption	was	noted	in	uplifted	and	shear	
steel	corner	fasteners,	whereas	the	wall	panel	remained	in	elastic	area	without	any	visible	signs	
of	deformation	of	the	glue	line.	In	Subsection	3.2,	special	mathematical	models	using	fictive	di‐
agonal	elements	for	prefabricated	timber‐glass	wall	elements	are	developed	and	upgraded	from	
the	already	known	study	in	[32],	however,	they	are	applicable	for	timber‐framed	wall	elements	
with	classical	sheathing	boards	only.	Consequently,	previously	experimentally	developed	 load‐
bearing	 timber‐glass	wall	 elements	with	 insulating	 three‐layered	 glass	 pane	 are	 implemented	
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into the linear seismic analysis of the whole timber-frame building by using a fictive diagonal 
approach for the first time in this study. 

The developed new models for timber-glass elements however enable numerical simulation 
of seismic behaviour of single and two-storey timber-glass box-house models and demonstrated 
very good agreement with the previously experimentally measured results. Therefore, the mod-
els can be recommended for further parametric numerical academic studies analysing the influ-
ence of many various parameters. 

Our further work will base on existing experimental results and expand numerical models in 
terms of actual nonlinear behaviour of single-wall and anchorage elements and determination of 
the factor for structural behaviour. Only then numerical analyses could simulate real structural 
behaviour as a whole and develop reliable design methods which could be introduced in prac-
tice. It is important to highlight once more that the basic requirement of the standard [11] 
should be fulfilled – that is life safety. 

Finally, discussed timber-glass panels are in the development phase and at the level of im-
plementing guidelines [20] in European standardization, even though some companies have 
started to use them in practice as additional panels after they were awarded international patent 
[34]. In fact, the usage of developed models should be implemented in practice after further 
seismic studies and proper certification of timber-glass wall element with CE marking. 
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Generating	economies	of	scale	is	one	of	the	most desirable	goals	when devel‐
oping	modular	 product	 systems.	 Since	 complex	 products	 are	 commonly	 de‐
veloped	in	collaboration	between	an	Original	Equipment	Manufacturer	(OEM)	
and	its	suppliers,	pursuing	this	goal	inherently	establishes	interdependencies
between	 the	 development	 process,	 supplier	 integration	 and	 supply	 chain	
design.	To	fully	reap	the	benefits	of	modular	product	systems	requires	a	com‐
prehensive	approach	that	encompasses	these	 fields	and	addresses	the	 inter‐
dependencies	 between	 them	via	 a	 coherent	 collaboration	 between	 develop‐
ment	 and	purchasing.	This	 is	 the	main	 focus	of	 this	work.	 In	 this	paper,	we	
first	 describe	 how	 the	 product	 development	 process	 has	 to	 be	 restructured	
for	 the	 concerted	 development	 of	modules	 and	 overall	 products	within	 the	
scope	of	a	modular	product	system.	Secondly,	we	propose	a	new	collaboration	
model	 between	 the	 OEM	 and	 its	 suppliers,	 since	 OEMs	 need	 to	 collaborate
directly	with	suppliers	of	lower	levels	of	the	value	chain	in	order	to	facilitate	
the	 standardisation	 of	 components	 and	 modules	 across	 different	 products.	
Finally,	we	delineate	an	awarding	process	for	both	development	services	and	
production	volumes	for	series	supply	that	resolves	the	conflicting	priorities	of	
economies	 of	 scale	 and	 avoiding	 over‐dependence	 on	 single	 suppliers.	 The	
process	models	 described	 in	 this	 paper	 have	 been	 conceived	 based	 on	 sys‐
tems	 engineering	 principles	 and	 have	 been	 successfully	 tested	 and	 further	
refined	 throughout	several	 industrial	projects	carried	out	with	 two	automo‐
tive	 manufacturers.	 The	 resulting	 approach	 will	 be	 demonstrated	 using	 a	
generic	example	taken	from	the	automotive	industry.	
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1. Introduction 

The	 importance	of	modular	product	architectures	 in	 reducing	 the	 complexity	of	 the	 industrial	
realisation	 process	 of	 physical	 products	 is	 undisputed	 today	 and	 has	 already	 been	 described	
many	times	in	literature	[1,	2].	Yet,	the	existing	literature	mainly	focuses	on	methodologies	for	
the	complexity‐adequate	design	of	modular	product	architectures.	However,	the	introduction	of	
a	consistent	modularisation	strategy	for	complex	products	in	cooperation	with	multiple	suppli‐
ers	and	development	partners	has	far‐reaching	implications	for	the	organization	of	product	de‐
velopment	and	procurement.	First,	the	development	process	at	the	original	equipment	manufac‐
turer	(OEM)	has	to	be	restructured	since	there	are	now	two	different	processes,	which	have	to	
be	aligned:	(1)	the	development	of	modules	to	be	integrated	into	different	overall	products	and	
(2)	the	development	of	overall	products.	Both	processes	are	temporally	decoupled	but	must	be	
coordinated	with	regards	to	their	content.	Second	the	effective	standardisation	of	product	com‐
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ponents	on	different	 levels	of	 the	product	architectures	across	different	products	 requires	 the	
OEM	to	make	design	decisions	and	resolve	technical	conflicts	within	scopes	of	the	technical	sys‐
tem	that	he	has	previously	managed	as	black	boxes	during	the	design	process,	because	the	first‐
tier	supplier	used	to	be	responsible	for	it.	In	doing	so,	the	OEM	must	collaborate	intensively	and	
directly	with	 suppliers	 on	 lower	 levels	 of	 the	 supply	 chain	 during	 product	 development,	 that	
have	previously	been	coordinated	by	first‐tier	suppliers.	Therefore,	a	new	collaboration	model	
between	the	OEM	and	suppliers	at	the	various	stages	of	the	supply	chain	is	needed.	And	third,	
the	awarding	processes	for	external	development	and	production	services	must	be	coordinated	
on	multiple	levels	and	across	projects	in	order	to	achieve	the	objectives	of	modularisation	while	
at	the	same	time	ensuring	a	robust	design	of	the	entire	value	chain	that	prevents	the	OEM	from	
being	overly	dependent	on	single	vendors.	All	the	aforementioned	aspects	necessitate	a	coherent	
and	strategically‐aligned	collaboration	between	development	and	purchasing,	which	so	 far	has	
received	scant	attention	in	the	research	literature.	

The	purpose	of	this	paper	is	to	delineate	the	prerequisites	for	effectively	tapping	the	poten‐
tials	of	product	modularisation	in	the	collaborative	development	of	complex	products.	Thus,	the	
paper	provides	three	major	contributions:	(1)	a	process	model	for	the	concomitant	development	
of	modules	and	overall	products,	(2)	a	new	collaboration	model	between	the	OEM	and	its	sup‐
pliers	 that	 effectively	 supports	 the	 standardisation	 of	 product	 components	 and	 (3)	 a	 compre‐
hensive	process	for	awarding	development	services	and	production	volumes	which	resolves	the	
conflicting	priorities	of	economies	of	scale	and	avoiding	over‐dependence	on	single	suppliers.	

The	theoretical	derivation	of	the	proposed	models	and	practices	will	be	explained	in	detail	in	
this	paper.	The	 empirical	 foundation	of	 the	 approach	 is	based	on	projects	with	 two	European	
automotive	OEMs	and	five	of	their	system	suppliers	(development	partners)	in	which	the	authors	
had	 the	 opportunity	 to	 be	 involved	 as	 participants	 and	 consultants.	 Due	 to	 confidentiality	
agreements	with	all	companies	involved,	neither	the	company	names	nor	the	detailed	data	can	
be	presented	here.	We	will	therefore	use	a	generic	example	from	the	context	of	the	automotive	
industry	to	 illustrate	the	developed	approach	as	the	result	of	our	theoretical	and	empirical	re‐
search.	

The	 structure	 of	 the	 article	 is	 divided	 as	 follows:	 Section	 2	 outlines	 the	 basics	 of	modular	
product	architectures.	Section	3	describes	the	specifics	of	the	development	process	for	the	con‐
comitant	development	of	modules	and	overall	products.	Then,	Section	4	will	propose	a	new	col‐
laboration	model	 between	 the	OEM	and	 its	 suppliers	 as	part	 of	 these	 development	processes.	
Finally,	Section	5	will	explain	how	to	organize	 the	awarding	of	development	services	and	pro‐
duction	 volumes	 across	 various	 products	with	 the	 objective	 of	 designing	 robust	 value	 chains	
based	on	modular	product	architectures.	The	article	finishes	in	Section	6	with	a	conclusion.	

2. Basics of modular product architectures 

In	order	 to	understand	 the	effect	of	modularity	on	 the	product	 architecture,	 it	 is	necessary	 to	
take	a	close	 look	at	 the	defining	principles	of	modularity	 from	a	systems	engineering	perspec‐
tive.	Modularity	is	a	structural	property	of	systems.	A	system	is	modular	if	it	consists	of	subsys‐
tems	whose	inner	relationships	are	much	stronger	than	the	relationships	between	these	subsys‐
tems	[3,	4].	This	primacy	of	the	intramodular	bond	leads	to	an	almost	decomposable	system	which	
consists	of	subsystems	(modules)	that	are	largely	decoupled	from	each	other	[5‐8].	Modularity	
can	thus	be	seen	as	the	opposite	pole	to	complexity	with	regard	to	a	system’s	structure.	In	other	
words,	modularisation,	meaning	grouping	technical	components	into	modules	that	have	strong	
internal	relations	but	relatively	weak	external	relations,	is	the	most	effective	approach	to	reduce	
the	 complexity	 of	 a	 system.	 This	 process	 inevitably	 establishes	 a	 new	 system	 level	 of	 subsys‐
tems,	which	 is	why	modularisation	can	be	seen	as	a	targeted	hierarchization	process	 from	the	
perspective	of	general	systems	theory	(Fig.	1).	Applied	to	 the	concrete	 technical	system	of	 the	
product	 architecture	which	 encompasses	 the	 product’s	 components	 and	 the	 entire	 functional	
and	physical	relations	between	them,	this	means	that	a	product	architecture	is	modular	if	it	con‐
sists	of	subsystems	(modules)	that	are	 largely	 independent	of	each	other	with	regards	to	both	
functional	and	physical	relations.	Functional	relations	encompass	the	flow	of	force,	energy,	ma‐
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terial	and	signals	between	technical	components.	Physical	relations	refer	to	the	physical	separa‐
bility	of	technical	components	and	geometric	structural	dependencies	between	them.	A	compre‐
hensive	computer	aided	methodology	for	the	systematic	development	of	modular	product	archi‐
tectures	that	considers	technical	aspects	and	customer	needs	as	well	as	product	strategy‐related	
objectives	can	be	found	in	[9].	

All	advantages	(as	well	as	disadvantages)	of	modular	product	architectures	are	a	result	of	the	
module’s	relative	independence	in	the	product	architecture.	The	lower	strength	of	intermodular	
relationships	not	only	helps	to	share	development	tasks,	and	thus	simplifies	system	design,	but	
also	 tends	 to	 increase	 product	 robustness	 by	 minimising	 incidental	 interactions	 [1]	 between	
modules.	Optimally,	the	interactions	between	modules	are	limited	to	the	energy,	signal	and	in‐
formation	flow	that	is	indispensable	for	fulfilling	the	desired	function	of	the	system.	The	central	
advantage	of	the	modules	being	largely	decoupled	from	each	other	is	the	possibility	of	concen‐
trating	 the	 required	variance	and	dynamics	on	 specific	modules	and	 therefore	 limiting	 the	 ef‐
fects	of	these	external	factors	to	the	respective	modules	(Fig.	2).	The	required	product	variation	
can	then	be	realized	by	simply	varying	the	design	of	certain	modules,	whereas	the	design	of	the	
rest	of	the	modules	remains	unchanged.	The	same	principle	applies	for	required	product	design	
changes	 over	 time	 due	 to	 a	 change	 of	 customer	 needs,	 new	 legal	 regulations	 or	 technological	
progress.	 In	 modular	 product	 architectures,	 these	 external	 dynamic	 factors	 can	 often	 be	 ad‐
dressed	by	simply	changing	the	design	of	certain	modules,	whereby	as	many	other	modules	as	
possible	remain	stable,	sometimes	even	over	several	product	generations	(carry	over).	

The	extensive	decoupling	of	the	modules	in	the	product	architecture	thus	ultimately	enables	
a	 far‐reaching	 decoupling	 of	 the	 in‐house	 product	 creation	 process	 from	 external	 competitive	
changes	 in	 the	market,	 so	 that	 even	 in	a	 competitive	environment	 characterised	by	high	com‐
plexity	and	dynamics,	standardisation	potentials	in	the	product	creation	process	and	thus	com‐
petitive	advantages	can	be	tapped	(Fig.	3).	In	other	words,	a	modular	product	architecture	ena‐
bles	the	generation	of	economies	of	scale	[9,	10,	11]	while	at	the	same	time	providing	a	high	va‐
riety	of	products	as	well	as	time‐stable	processes	in	the	product	creation	process	and	simultane‐
ously	realising	short	product	life	cycles	[12].	
	

	
	

Fig.	1	Basic	principle	of	modularisation	from	a	general	systems	theory	perspective	
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Fig.	2	Concentrating	variety	and	dynamics	in	the	product	architecture	

	
	

	
Fig.	3	The	product	architecture	as	the	leverage	point	for	the	decoupling	of	external	competitive	changes	and	the	
in‐house	product	creation	process	

3. The development processes of modules and overall products 

The	 task	of	 developing	 a	product	 system	based	on	a	modular	product	 architecture	has	 a	dual	
character:	On	the	one	hand,	modules	must	be	developed	that	can	be	used	across	different	prod‐
uct	variants	and	product	lines	and,	in	part,	across	product	generations	[12].	On	the	other	hand,	
however,	the	resulting	products	should	exhibit	a	high	degree	of	technical	integrity,	meaning	that	
the	final	products	should	appear	to	the	customer	as	if	they	were	made	of	one	piece	and	should	
not	be	perceived	as	a	motley	compilation	of	separate	components	[13].	To	successfully	master	
this	development	task,	its	duality	must	be	taken	into	account	when	designing	the	development	
process.	In	concrete	terms,	this	means	that	separate	processes	should	be	defined	for	both	mod‐
ule	development	and	development	of	the	overall	products.	Both	development	processes	should	
be	temporally	decoupled	so	that	the	development	and	quality	assurance	of	technical	innovations	
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within	the	modules	do	not	have	to	be	carried	out	on	the	critical	path	of	the	development	project	
for	an	overall	product	[14].	However,	they	need	to	be	coupled	in	terms	of	their	content	to	ensure	
that	the	modules	meet	the	requirements	of	the	target	products	into	which	they	are	ultimately	to	
be	 integrated.	This	alignment	of	module	and	product	requirements	 in	order	 to	meet	customer	
needs	 can	be	done	by	means	of	 a	 strategic	 steering	 committee	 in	which	 the	areas	of	develop‐
ment,	marketing,	sales,	production	and	purchasing	are	each	represented	with	a	high	rank	so	that	
the	 different	 perspectives	 of	 these	 departments	 can	 be	mapped	 onto	 the	 product.	 On	 the	 one	
hand,	 this	 steering	 committee	 can	 ensure	 that	 the	 requirements	 from	 the	 respective	 target	
products	will	be	incorporated	into	the	modules’	development	processes,	but	on	the	other	hand	
this	steering	committee	must	also	define	binding	specifications	for	the	target	products	with	re‐
gard	to	the	modules	to	be	used.		

This	planning	process	 for	 the	development	of	 a	modular	product	 system	 is	a	very	 complex	
and	time‐consuming	effort	(Fig.	4).	The	technical	requirements	and	boundary	conditions	of	sev‐
eral	target	products	must	always	be	considered	during	module	development.	In	this	context,	it	is	
advantageous	 to	define	possible	 solution	 spaces	 so	 that	 joint	 intersections	 can	be	determined	
within	 the	module	 development	 process	 and	 stepwise	 convergence	 towards	 uniform,	 discrete	
solutions	can	be	promoted.	Then	again,	the	market	interface	and	controlling	must	define	a	seg‐
ment‐compliant	range	of	functions	and	quality	levels	as	well	as	segment‐compliant	target	costs.	
From	this,	among	other	things,	the	required	variation	and	diversification	of	the	modules	can	be	
derived	 in	order	 to	ensure	a	sufficient	differentiation	of	 the	overall	 target	products	offered	on	
the	market.	In	both	areas,	technical	and	business	planning	of	the	modular	product	system,	long‐
term	aspects	 of	 strategic	planning	 and	 innovation	management	have	 to	be	 taken	 into	 account	
and	competitive	developments	must	be	anticipated.	For	both,	the	modules	and	the	overall	prod‐
ucts,	innovation	roadmaps	have	to	be	created	which	determine	when	which	innovations	will	be	
incorporated	 into	modules	 and	products	 (for	 roadmaps,	 [15]).	 Since	 the	modules	 to	be	devel‐
oped	can	be	used	in	several	products	that	will	be	subsequently	developed,	greater	effort	in	the	
upstream	module	development	ultimately	pays	off.	Due	to	the	many	influencing	factors	and	the	
long	prognosis	period,	 such	a	 strategic	planning	process	 is	associated	with	considerable	prog‐
nostic	 uncertainty.	 Therefore,	 an	 adaptation	 or	 further	 development	 process	 of	 the	 modules	
must	 be	 implemented,	 which	 runs	 parallel	 to	 the	 development	 process	 of	 the	 corresponding	
target	products	in	order	to	make	necessary	adjustments	of	the	modules	with	regard	to	volatile	
requirements	of	the	target	products.	

The	development	of	a	completely	new	product	 that	does	not	built	upon	a	modular	product	
architecture	with	 pre‐existing	modules	 is	 usually	 preceded	 by	 a	 strategy	 phase,	 in	which	 the	
product	planning	takes	place.	The	result	of	this	strategy	phase	is	the	concept	booklet,	a	require‐
ment	document	that	defines	the	strategic	positioning	of	the	product	to	be	developed.	This	doc‐
ument	not	only	describes	the	competitive	environment	and	the	market	segment	the	product	is	
intended	to	enter,	but	also	outlines	important	design	specifications	and	first	technical	concepts	
on	a	high	aggregation	level.	After	completion	of	the	product	planning,	the	actual	product	devel‐
opment	starts	from	scratch.	Thus,	very	little	prior	knowledge	about	the	development	object	ex‐
ists,	which	significantly	 increases	the	uncertainty	 in	early	design	decisions	of	 the	development	
project.	As	a	consequence,	over	the	course	of	the	project,	there	is	a	considerable	risk	that	tech‐
nical	 problems	 occur,	 which	 had	 not	 been	 anticipated	 by	 the	 design	 team,	 requiring	 concept	
changes	that	might	disrupt	the	original	project	schedule.	Due	to	the	lack	of	experience	and	em‐
pirical	data,	preventive	quality	and	risk	management	as	well	as	virtual	and	physical	quality	as‐
surance	 during	 product	 development	 is	 correspondingly	 complex.	 A	 high	 degree	 of	 technical	
maturity	cannot	be	reached	before	late	stages	of	the	project.	Even	at	the	product	launch,	quality	
problems	often	occur.	
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Fig.	4	Product	planning	process	for	a	modular	product	system	

	
The	goal	of	the	module	development	process	in	the	context	of	modular	product	development,	

however,	must	be	to	provide	modules	that	successfully	passed	complete	quality	assurance	and	
for	which	a	stable	production	process	exists	[14].	The	development	process	for	the	target	prod‐
ucts	then	starts	with	a	concept	phase	in	which	the	responsible	strategic	project	manager	(chief	
engineer	[14])	develops	a	product	concept	based	on	the	existing	modules.	At	the	beginning	of	the	
concept	phase,	the	chief	engineer	builds	on	already	proven,	or	at	least	pre‐tested,	modules	with	
a	high	level	of	technical	maturity	and	functional	reliability.	This	allows	for	reaching	the	proof	of	
concept	for	the	overall	product	in	a	relatively	short	time.	After	concept	approval,	the	integration	
phase	 follows.	This	phase	 encompasses	 the	product‐specific	 adaptation	 and	 integration	of	 the	
modules	into	a	coherent	overall	product.	The	volume	of	the	actual	new	development	is	limited	to	
a	few	customisation	components,	which	for	example	are	required	for	the	integration	of	modules	
at	interfaces	(e.g.,	specific	holders	etc.)	or	for	the	differentiation	of	the	products	with	respect	to	
visual	appearance.	The	integration	phase	is	ended	by	the	design	freeze	before	the	marketability	
of	the	product	is	achieved	in	the	assurance	phase	(Fig.	5).	Throughout	the	development	process,	
preventive	quality	and	risk	management	can	focus	on	the	system	integration	of	the	modules	and	
a	limited	number	of	changes	within	the	modules.	Even	if	a	module’s	design	has	to	be	adapted	for	
a	specific	product,	the	module’s	basic	concept	can	usually	remain	stable,	so	that	it	is	still	possible	
to	benefit	from	existing	knowledge	and	experience.	

The	modular	development	process	as	described	above	can	only	be	carried	out	successfully	if	
the	decoupling	of	the	development	processes	of	module	and	overall	products	is	also	reflected	in	
the	 organisational	 structure	 of	 the	 company’s	 development	 department.	 In	 such	 an	 organisa‐
tional	structure,	there	are	development	engineers	and	organisational	units	that	have	component	
responsibility	 for	modules	 and	work	 outside	 the	 critical	 path	 of	 the	 target	 products’	 develop‐
ment	 projects	 in	 the	 upstream	module	 development,	 and	 others	 who	 have	 responsibility	 for	
overall	 products	 and	 carry	out	 the	 integration	 and	 application	development	during	 the	devel‐
opment	projects	of	the	target	products.	The	different	 individual	 interests	of	these	protagonists	
are	determined	in	particular	by	the	inherent	contradiction	between	component‐based	standard‐
isation	and	 the	aspired	objective	of	high	product	differentiation.	To	prevent	a	conflicting	 front	
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line	between	the	involved	stakeholders	as	well	as	to	avoid	unbalanced	priorities,	the	responsibil‐
ity	 for	modules	and	overall	products	must	be	 interlinked	in	a	 fractal	manner	across	all	hierar‐
chical	levels	of	the	development	organisation	[16,	17].	Only	such	an	organisational	structure	in	
development	can	efficiently	support	the	standardisation	of	modules	as	well	as	the	development	
of	coherent	overall	products.	
	

	
	

Fig.	5	Separation	of	module	and	product	development	process	(modified	according	to	[16])	 	

4. Supplier integration in modular product development 

Since	 the	mid‐1980s,	 the	 importance	 of	 outsourcing	 development	 services	 and	 joint	 develop‐
ment	with	external	 suppliers	has	been	 recognised	as	a	 significant	 factor	 in	 successful	product	
development	[18‐25].		Especially	 in	 the	 automotive	 industry,	 the	 collaboration	 with	 develop‐
ment	partners	and	the	assignment	of	development	tasks	to	them	has	often	been	the	subject	of	
scientific	analysis	[25,	26].	

Until	 just	 a	 few	 years	 ago,	 a	 trend	was	 observed	 among	 automotive	 companies	 to	 allocate	
steadily	 larger	 scopes	of	development	 to	 so	 called	 system	suppliers	 in	order	 to	 accelerate	 the	
development	process	and	save	human	resources	at	the	OEM	[27].	The	OEM	increasingly	viewed	
the	outsourced	technical	systems	as	black	boxes	and	controlled	their	development	accordingly	
[28,	29].	In	general,	the	development	partners	in	this	cooperation	model	were	also	the	designat‐
ed	 series	 suppliers	 and	 carried	 out	 both	 the	 system‐technical	 integration	 of	 the	 procurement	
volume	 in	development	and	 the	subsequent	assembly	 integration	on	 their	own	authority	 [30].	
So,	for	example,	the	order	for	the	development	and	series	production	of	an	automotive	seating	
system	was	 often	 completely	 assigned	 to	 a	 tier	 one	 supplier	 [31‐32].	 The	 respective	 tier	 one	
supplier	 carried	out	 the	 actual	 development	of	 the	 seating	 system	based	on	 the	 requirements	
laid	down	in	the	specifications.	The	development	engineer	responsible	for	the	seating	system	at	
the	OEM	only	guided	and	supervised	the	tier	one	supplier	and	mainly	focussed	on	the	integra‐
tion	of	the	seating	system	into	the	overall	vehicle.	The	tier	one	supplier	could	assign	the	orders	
for	the	development	and	series	production	of	modules	and	components	within	the	seating	sys‐
tem	to	subcontractors	on	its	own	behalf	(Fig.	6).	The	main	advantage	of	this	collaboration	model	
was	that	it	allowed	the	OEM	to	control	relatively	large	development	scopes	with	only	one	devel‐
opment	engineer,	as	the	detailed	design	of	the	seating	system	and	the	coordination	of	the	sup‐
pliers	on	the	downstream	levels	of	the	supply	chain	was	accomplished	by	the	tier	one	supplier.	
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However,	 this	 outsourcing	 of	 actual	 development	 and	 awarding	 responsibility	 had	 two	major	
downsides.	(1)	The	development	engineers	at	the	OEM	no	longer	had	an	in‐depth	understanding	
of	the	technical	system	for	which	they	were	responsible	[28,	29,	33].	Since	the	definition	of	the	
manufacturing	processes	for	the	seating	system	and	its	components	lay	also	in	the	hands	of	the	
tier	one	supplier,	essential	technical	know‐how	flowed	from	the	OEMs	to	the	suppliers.	(2)	The	
OEM	had	no	influence	on	determining	which	seating	structure	or	which	safety	and	comfort	sys‐
tems	–	such	as	airbags	and	seat	belt	buckles	or	seat	heaters	and	seat	ventilation	systems	–	were	
integrated	into	the	seating	system.	That	prevented	the	OEM	from	standardising	these	technical	
components	within	 the	 seating	 systems	 across	 different	 vehicles	 resulting	 in	 an	 uncontrolled	
increase	in	variety	at	the	assembly	and	component	level.	This	specific	downside	to	the	outsourc‐
ing	of	development	services	has	been	insufficiently	reflected	in	the	scientific	discourse	so	far.	

To	effectively	 facilitate	components’	standardisation	across	different	vehicles	necessitates	a	
new	collaboration	model	between	the	OEM	and	 its	suppliers.	Such	a	new	collaboration	model,	
however,	must	not	entail	a	significant	increase	in	capacity	requirements	in	the	OEM’s	develop‐
ment	 department.	 To	 address	 these	 aspects,	 the	 authors	 propose	 a	 new	 collaboration	model,	
which	will	be	illustrated	in	the	following,	again	using	the	example	of	an	automotive	seating	sys‐
tem’s	development.		

As	part	of	a	 comprehensive	modularisation	strategy,	 the	OEM	must	regain	control	over	 the	
development	of	all	major	product	components	to	be	able	to	specify	standard	modules	for	differ‐
ent	vehicles.	This	means	that,	 in	the	course	of	module	development,	the	OEM	must	again	work	
directly	together	with	the	suppliers	of	the	second	and	third	level	of	the	subsequent	value	chain	
and	must	again	assume	the	responsibility	for	awarding	the	respective	volumes.	That	way,	it	can	
for	example	be	ensured	that	the	same	standardised	seating	structure	is	used	in	the	seating	sys‐
tems	of	different	vehicles	to	generate	appropriate	economies	of	scale.	However,	the	specification	
of	modules	 for	certain	technical	systems	implies	the	conceptual	design	of	 these	systems.	Thus,	
the	OEM	must	again	take	over	the	responsibility	for	the	system‐technical	integration	of	vehicle‐
specific	procurement	volumes	during	development.	This	is	a	prerequisite	for	deriving	technical	
requirements	 for	 cross‐vehicle	module	 development.	 For	 reasons	 of	 capacity,	 this	 integration	
process	is	supported	by	an	external	development	partner.	This	should	usually	be	a	potential	tier	
one	supplier	or,	in	the	late	stage	of	development,	the	actual	tier	one	supplier,	because	only	they	
have	the	knowledge	required	for	the	system‐technical	 integration	of	the	procurement	volumes	
(see	also	Section	5).	This	 tier	one	 supplier	 can	also	be	a	potential	module	 supplier	within	 the	
scope	of	 the	procurement	volume	 for	 subsequent	series	production.	The	 responsibility	 for	de‐
velopment	and	awarding	of	the	tier	one	supplier	itself	is	limited	only	to	vehicle‐specific	individ‐
ualisation	components	of	subordinate	value	(e.g.,	covers	of	a	seating	system).	
	 However,	this	new	collaboration	model	has	the	consequence	that	the	development	task	at	the	
OEM	in	part	becomes	more	complex	since	the	system‐technical	integration	or	performance	inte‐
gration	 [13],	 which	 was	 previously	 limited	 to	 a	 high	 level	 of	 aggregation	 (seating	 system‐to‐
vehicle),	must	be	extended	 to	 lower	 levels	of	 the	product	architecture	 (e.g.,	module‐to‐seating	
system).	As	a	result,	the	development	engineer	responsible	for	integration	of	the	seating	system	
has	to	acquire	in‐depth	knowledge	about	the	interaction	of	the	modules	and	components	within	
the	seating	system,	which	 the	developer	previously	managed	as	a	black	box	during	 the	design	
process.	That	means	it	is	again	increasingly	important	to	gather	architectural	knowledge	[34,	cf.	
35].	In	addition,	the	development	of	the	modules,	which	should	be	standardised	across	several	
vehicles,	must	again	be	controlled	directly	by	a	development	engineer	at	 the	OEM	responsible	
for	 components	with	 regard	 to	 the	 requirements	 of	 the	 different	 target	 vehicles.	 In	 turn,	 this	
module	developer	must	have	an	in‐depth	understanding	of	the	internal	structure	and	functional‐
ity	of	 the	 individual	modules,	 i.e.	what	 is	 known	as	component	knowledge	 [36,	 cf.	 13,	37].	The	
solution	of	technical	problems	at	the	interface	of	different	development	and	/	or	award	volumes	
is	now	the	responsibility	of	the	OEM	and	requires	a	close	functional	coordination	between	the	
development	 engineer	 responsible	 for	 the	 system‐technical	 integration	 and	 the	module	devel‐
opers.	This	increases	the	OEM’s	coordination	effort	during	product	development	(Fig.	7).	
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Fig.	6	Development	task	and	responsibility	for	awarding	before	the	introduction	of	a	consistent	
modularisation	strategy	–	using	the	example	of	an	automotive	seating	system	
	
	

	
Fig.	7	Development	task	and	responsibility	for	awarding	after	the	introduction	of	a	consistent	modularisation	
strategy	–	using	the	example	of	an	automotive	seating	system	
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This	additional	effort	associated	with	product	modularization	has	led	some	authors	to	rate	the	
positive	 effects	 of	modularization	 in	 product	 development	 as	 significantly	 less	 than	 originally	
hoped	[13,	38,	39,	40],	some	even	speak	of	the	unfulfilled	promise	of	modularity	[13]	in	this	con‐
text.	However,	there	is	a	failure	here	to	recognise	that	the	implementation	of	a	comprehensive	
modularisation	 strategy	 requires	 the	 coherent	 redesign	 of	 the	 development	 process,	 supplier	
integration	and	awarding	process,	as	described	in	this	paper,	to	fully	reap	the	potential	benefits	
of	product	modularisation.	Under	the	premise	of	such	a	comprehensive	approach,	the	extra	de‐
velopment	effort	pays	off,	because	it	increases	the	overall	performance	of	product	development	
with	great	leverage	by	allowing	for	the	development	of	a	significantly	larger	number	of	different	
overall	products	with	a	very	high	degree	of	technical	maturity	in	a	relatively	short	time.	Moreo‐
ver,	this	additional	effort	in	development	at	the	OEM	is	not	associated	with	an	increase	in	capaci‐
ty	 requirements	 in	 the	OEM’s	development	department:	 on	 the	one	hand,	 the	development	of	
modules	used	in	different	vehicles	is	more	complex,	but	on	the	other	hand,	the	number	of	mod‐
ules	 to	 be	 developed	 decreases	 as	 a	 result	 of	 standardisation.	 Thus,	 the	 volume	 of	 vehicle‐
specific	 development	 projects,	 which	 now	 only	 involves	 integration	 and	 application	 develop‐
ment	of	 technically	mature	modules,	 is	significantly	reduced.	Therefore,	 it	 is	often	sufficient	to	
shift	 internal	 development	 capacities	 from	 the	 vehicle‐specific	 development	 projects	 to	 the	
module	development	projects.	In	addition,	the	actual	development	of	the	standardised	modules	
continues	to	take	place	with	the	module	suppliers	and	is	only	controlled	by	the	OEM	with	regard	
to	the	requirements	of	the	different	target	vehicles.	As	a	result,	the	level	of	outsourcing	of	devel‐
opment	services	 to	external	partners	remains	virtually	unchanged	overall.	This	also	applies	 to	
the	influence	of	external	development	partners	in	driving	innovation.	Due	to	the	specific	know‐
how	of	the	suppliers	(cf.	learning	by	doing	[13,	cf.	35]),	many	module‐	or	component‐related	in‐
novation	impulses	will	continue	to	originate	from	the	suppliers	(push	principle).	However,	due	to	
the	increased	knowledge	of	the	OEM	in	terms	of	the	interaction	of	the	modules	in	the	procure‐
ment	volumes	as	well	 as	 the	 cross‐vehicle‐oriented	control	of	module	development	by	 the	 re‐
sponsible	development	engineers	at	 the	OEM,	 innovation	 ideas	 from	the	OEM	to	 the	suppliers	
are	becoming	more	and	more	important	(pull	principle).	

5. The awarding process 

To	design	a	robust	value	chain	based	on	modular	product	architectures,	the	duality	of	the	devel‐
opment	 processes	 described,	 i.e.	 the	 separation	 of	 module	 development	 and	 overall	 product	
development,	must	 also	 be	 reflected	 in	 the	 awarding	 process.	 This	means	 that	 differentiation	
between	modules	and	integration	volumes,	which	cover	several	modules,	is	necessary.	The	mod‐
ified	collaboration	model	with	the	development	partner	also	requires	a	differentiation	between	
the	awarding	of	development	services	and	subsequent	delivery	in	series	production.	This	will	be	
explained	below	again	using	the	example	of	the	automotive	industry.	

5.1 The awarding of integration services in development and production 

When	 the	 responsibility	 for	 system	 integration	 and	 awarding	 to	 downstream	 suppliers	 in	 the	
value	chain	was	still	with	the	tier	one	supplier,	the	OEM	was	forced	to	award	the	entire	order	for	
the	development	services	and	subsequent	series	delivery	to	a	specific	 tier	one	contractor	very	
early	on,	usually	shortly	after	completion	of	the	concept	booklet.	This	was	necessary	to	enable	
the	tier	one	supplier	to	award	the	almost	completely	project‐specific	volume	to	the	subcontrac‐
tors	of	the	downstream	levels	at	an	early	stage	in	order	to	ensure	the	supply	of	parts	in	subse‐
quent	 series	 production.	 Before	 the	 introduction	 of	 a	 comprehensive	modularisation	 strategy,	
every	vehicle	generation	was	typically	entirely	new	designed.	Thus,	prior	knowledge	about	the	
concepts	 to	 be	 developed	barely	 existed,	 so	 that	 design	decisions	 had	 to	 be	made	 under	 high	
prognostic	 uncertainty,	 in	 particular	 during	 early	 stages	 in	 product	 development.	 This	 uncer‐
tainty	rendered	design	decisions	less	stable	and	led	to	frequent	concept	changes	(cf.	Section	3)	
resulting	in	high	costs	for	change	management	and	often	even	renegotiation	of	the	series	price.	
The	bargaining	power	of	 the	 tier	one	 supplier	was	 relatively	 large	due	 to	 the	necessity	of	 the	
OEM	to	bind	early	to	a	certain	tier	one	supplier	and	the	reduced	knowledge	of	the	OEM	about	the	
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system	integration	within	the	procurement	volumes.	The	only	advantage	for	the	OEM	was	that	
the	development	costs	did	not	have	to	be	paid	directly,	but	could	be	allocated	to	the	later	series	
price.	

If	the	OEM	as	part	of	the	modularisation	strategy	again	takes	over	the	system‐technical	inte‐
gration	 of	 larger	 procurement	 volumes	 and	 the	 modules	 for	 which	 the	 series	 production	 is	
awarded	are	already	completely	developed,	the	OEM	is	able	to	carry	out	a	two‐stage	awarding	
process	 (Fig.	 8).	 In	 the	 early	 phase	 of	 a	 vehicle	 project	 –	 in	which	 it	 used	 to	 be	 necessary	 to	
award	the	entire	production	volume	and	thus	to	make	far‐reaching	decisions	with	high	prognos‐
tic	 uncertainty	 –	 initially	 only	 the	 engineering	 service	 for	 supporting	 the	OEM	 in	 the	 system‐
technical	integration	of	the	respective	procurement	volume	up	to	the	design	freeze	is	awarded.	
Hereby,	the	selected	development	partner	is	usually	a	potential	tier	one	supplier.	This	is	because	
only	 these	 suppliers	 have	 the	 required	 development	 competence	 (especially	 with	 regards	 to	
design	for	manufacturing	and	assembly)	to	support	the	OEM	efficiently	in	the	system‐technical	
integration	of	 large	procurement	volumes.	The	OEM	then	directly	remunerates	supplier	devel‐
opment	costs.	At	 the	 time	of	 the	design	 freeze,	when	 the	design	of	 the	entire	vehicle	has	been	
completed,	a	second	invitation	to	tender	is	issued,	in	which	the	remaining	quality	assurance	of	
the	procurement	volume	and	the	actual	production	output	in	terms	of	assembly	integration	and	
series	delivery	is	awarded.	

Since	 the	 concepts	have	a	high	 level	 of	 technical	maturity	due	 to	 the	already	predeveloped	
modules	and	the	high	volume	of	common	concepts,	modules	and	parts,	the	remaining	develop‐
ment	risk	at	the	time	of	awarding	the	series	production	is	relatively	low,	so	that	there	is	a	high	
degree	of	prognostic	 certainty	 for	 the	series	award.	Nevertheless,	 some	communication	 losses	
and	handover	problems	 in	development	are	 to	be	expected,	 if	 this	 second	 invitation	 to	 tender	
results	in	a	change	of	the	supplier,	meaning	if	the	later	series	supplier	is	different	from	the	pre‐
vious	development	partner	up	 to	 the	design	 freeze.	When	awarding	 larger	 assembly	 volumes,	
such	as	a	seating	system	or	a	cockpit	module,	the	production	and	quality	expertise	of	potential	
suppliers	must	be	carefully	assessed.	In	the	automotive	industry,	for	example,	a	segment‐specific	
differentiation	must	be	made.	If,	for	example,	a	supplier	has	so	far	only	had	experience	as	a	seat‐
ing	 system	 supplier	 for	 vehicles	 from	 the	 lower	 segment,	 it	 should	be	 closely	 reviewed	 if	 this	
specific	supplier	can	meet	the	increased	quality	requirements	of	a	higher	vehicle	segment.	This	
also	partly	affects	the	awarding	of	development	services	 in	the	early	phase	of	vehicle	develop‐
ment.	
	

	
	

Fig.	8	Previous,	conventional	awarding	process	vs.	new,	two‐stage	awarding	process	
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5.2 The awarding of modules 

Since	modules	are	used	in	several	products	and	in	part	even	in	several	product	generations	[12],	
and	therefore	are	produced	in	large	numbers	over	a	long	period	of	time,	the	awarding	decision	
for	the	modules	has	a	high	relevance.	This	opens	up	a	field	of	potential	conflict	for	the	OEM	in	
assigning	the	modules	in	regard	to	the	robust	design	of	the	value	chain,	which	has	so	far	attract‐
ed	little	attention	in	literature.	To	maximise	the	economies	of	scale,	the	OEM	would	have	to	bind	
itself	exclusively	to	one	supplier	in	the	long	term	in	order	to	obtain	a	high	quantity	of	standard‐
ised	modules	over	a	long	period	of	time.	However,	this	would	result	in	a	high	dependence	of	the	
OEM	on	this	supplier	and	significantly	reduce	the	robustness	of	the	value	chain	as	there	would	
not	be	an	adequate	alternative	in	the	event	of	supplier	failure.	Toyota's	approach	to	address	this	
issue	is	predicated	on	long‐term,	and	sometimes	exclusive,	symbiotic	collaborations	with	select‐
ed	suppliers	[14,	41]	which	is	often	assured	via	company	shares.	This	approach	cannot	fully	be	
applied	 to	 the	 structure	of	 the	western	 supplier	 industry.	We	propose	a	multi‐stage	awarding	
process	 for	 the	modules	 to	 resolve	 the	 conflicting	priorities	of	maximising	economies	of	 sales	
and	avoiding	over‐dependence	on	certain	suppliers.	 In	contrast	 to	 the	awarding	of	 integration	
services	in	development	and	production,	the	dividing	line	for	allocating	the	award	volume	does	
not	run	within	the	development	process,	but	between	different	production	volumes	after	com‐
pleted	development.	The	reasons	for	this	and	the	specific	design	of	this	awarding	process	will	be	
explained	in	more	detail	below.		

As	 the	 functional	 relationships	 in	 modular	 product	 architectures	 are	 concentrated	 on	 the	
modules	(cf.	Section	2),	 the	modules	are	usually	also	the	primary	technology	carriers	and	thus	
often	the	starting	point	of	innovations.	For	this	reason,	it	is	recommended	that	the	awarding	of	
modules	be	preceded	by	a	 concept	 competition	 that	 enables	 evaluation	of	 the	 technology	 and	
development	 competence	 of	 potential	 suppliers.	 Due	 to	 the	 level	 of	 innovation	 and	 the	 large	
number	of	requirements	to	be	taken	into	account	from	the	different	target	products	(cf.	Section	
3),	the	development	of	new	modules	is	considerably	costlier	than	later	integration	development.	
Therefore,	the	development	effort	and	the	development	risk	are	accordingly	high	for	the	suppli‐
er.	 The	 quality	 assurance	 within	 the	module	 development	 process	 is	 extremely	 complex	 and	
requires	a	close	collaboration	between	OEM	and	supplier.	In	addition,	the	new	development	of	
modules	involving	technical	innovations	also	touches	on	intellectual	property	issues.	A	division	
of	the	award	volume,	which	is	still	done	within	development	is	therefore	‐	in	contrast	to	the	in‐
tegration	development	‐	not	viable.	The	supplier	can	only	be	motivated	to	undertake	the	consid‐
erable	development	effort	and	to	take	on	the	development	risk	if,	at	the	same	time,	later	series	
production	 is	 also	 awarded	 to	 a	 significant	 extent.	However,	 since	 the	developed	modules	 are	
then	used	in	several	products	and	product	generations,	the	later	volume	of	series	delivery	is	so	
large	that	it	opens	up	the	possibility	of	dividing	the	award	volume	into	different	batches,	which	
can	then	be	awarded	to	different	suppliers.	The	division	of	the	batches	should	be	staggered	over	
time	(e.g.,	depending	on	the	planned	vehicle	launches)	in	order	to	be	able	to	control	the	degree	
of	capacity	utilisation	of	the	suppliers	and	also	consider	regional	aspects	(such	as	the	supply	of	
different	 production	 facilities)	 in	 order	 to	 reduce	 logistics	 costs	 and	 satisfy	 local	 content	 re‐
quirements.	 The	 supplier	 to	 whom	 the	 module	 volume	 was	 originally	 awarded	 develops	 the	
module	and,	at	the	same	time,	gets	the	award	for	the	first,	mostly	very	extensive,	batch	for	series	
delivery	so	that	the	development	effort	pays	off	for	this	supplier	(Fig.	9).	

This	supplier	can	also	apply	again	when	later	batches	are	being	awarded.	However,	the	sup‐
plier	already	knows	when	 the	 first	batch	of	 the	production	volume	 is	 awarded	 that	 the	entire	
awarding	volume	will	be	distributed	among	several	suppliers.	Depending	on	the	volume	of	the	
module,	it	may	also	be	the	case	that	the	supplier	who	originally	developed	the	module	does	not	
have	the	capacity	to	solely	supply	the	global	production	volumes	required	by	the	OEM.		
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Fig.	9	Awarding	process	for	modules	

	 The	division	of	award	volumes	in	later	series	delivery	requires	strategic	planning	which	must	
be	 anchored	both	 institutionally	 and	organisationally	 in	 the	 committee	 landscape	of	 the	OEM,	
e.g.,	 in	 the	 form	of	a	strategic	award	steering	committee.	The	 two	most	 important	representa‐
tives	in	this	body,	which	must	also	include	representatives	from	production	logistics	and	quality	
management,	 are	 purchasing	 and	 development.	 Within	 this	 body,	 a	 strategic	 procurement	
roadmap	must	be	developed	which	considers	both	the	planned	product	launches	and	scheduling	
of	technical	innovations	as	well	as	the	OEM's	global	procurement	targets	and	the	supplier's	as‐
sessment	in	terms	of	their	strategic	direction,	economic	stability	and	their	production	capacity.	
The	long‐term	planning	of	the	awarding	of	modules	thus	requires	a	much	more	intensive	coor‐
dination	between	development	and	purchasing	than	the	procurement	of	purely	project‐specific	
volumes	with	a	comparatively	short‐term	planning	horizon.	
	 The	example	of	Toyota	[42‐44]	impressively	demonstrates	the	importance	of	product	design	
for	manufacturing	 and	 assembly	 in	 the	 context	 of	 strategic	 quality	management.	 Toyota	 sees	
itself	primarily	as	a	production	company	where	development	work	allows	for	function,	quality	
and	efficiency,	but	these	are	actually	realised	in	the	factory.	The	design	for	manufacturing	there‐
fore	has	absolute	priority	in	the	Toyota	development	system.	The	joint	development	work	with	
the	 suppliers	 provides	 for	 close	 and	 detailed	 coordination	 throughout	 the	 supplier	 network	
which	aims	to	streamline	the	processes,	synchronises	the	value	streams	and	matches	production	
systems	along	the	entire	value	chain	[14,	44‐46].		
	 Applied	to	the	approach	outlined	in	this	section	for	the	design	of	the	module	awarding	pro‐
cess,	this	means	that	the	OEM	and	the	supplier	to	whom	the	development	contract	and	the	first	
batch	 for	 a	 module	 volume	was	 awarded	 both	 share	 a	 common	 responsibility	 for	 design	 for	
manufacturing	and	the	definition	of	an	optimal	production	and	assembly	process.	This	process	
must	then	be	specified	with	binding	nature	in	subsequent	awards	for	all	other	suppliers	for	this	
procurement	volume.	This	requires	that	the	production	process	is	based	on	best‐practice	solu‐
tions	that	can	be	reliably	implemented	by	every	potential	supplier.	In	order	to	ensure	this,	the	
OEM	must	again	specifically	acquire	knowledge	about	the	production	and	assembly	processes	of	
modules	and	integration	volumes	across	several	stages	of	the	value	chain.	For	certain	key	scopes	
of	particular	 technical	or	monetary	 importance,	 this	may	also	 include	a	small	pilot	production	
and	assembly	line	at	the	OEM.	This	facility	has	only	a	minor	importance	in	terms	of	production	
volume	and	primarily	 fosters	the	development	and	continuous	 improvement	of	manufacturing	
and	 assembly	processes.	 If	 this	 is	 not	possible	 and	 the	 complexity	 of	 the	 awarded	volume	 re‐
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quires	specific	knowledge	in	terms	of	development	and	production	which	only	one	or	a	few	sup‐
pliers	have,	 then	 the	acquisition	of	 shares	of	 suppliers	 following	 the	Toyota	model	 could	be	 a	
conceivable	alternative	 in	 individual	cases	 for	securing	a	 long‐term	partnership.	 In	 this	way,	 if	
necessary,	exclusivity	in	cooperation	can	be	ensured,	which	prevents	the	outflow	of	know‐how	
through	the	development	partner	to	potential	competitors.	

6. Conclusion 

The	individualisation	of	demand	and	the	internationalisation	of	the	geographical	orientation	of	
companies	as	well	as	shorter	technology	cycles	have	made	the	adequate	handling	of	complexity	
and	dynamics	a	decisive	 competitive	 factor	 in	almost	all	 industries	 [47].	The	main	question	 is	
how	to	reduce	the	complexity	of	product	creation	without	restricting	the	range	of	products	of‐
fered	by	 companies.	Modular	product	 architectures,	which	 serve	 as	 the	 basis	 for	 the	develop‐
ment	of	modular	product	families,	are	of	particular	importance	in	this	context	as	they	enable	the	
provision	of	a	high	number	of	variants	and	the	realisation	of	short	product	life	cycles	while	sim‐
ultaneously	opening	up	standardisation	potentials	in	the	product	creation	process.	

In	 this	paper	we	proposed	a	comprehensive	approach	 to	 fully	reap	 the	benefits	of	modular	
product	architectures	in	the	collaborative	development	of	complex	products.	This	approach	en‐
compasses	necessary	changes	to	the	design	of	the	product	development	process	and	the	award‐
ing	process	as	well	as	a	new	collaboration	model	for	the	integration	of	suppliers	during	product	
development.	

Firstly,	we	have	shown	that	the	development	of	a	modular	product	family	requires	a	special	
design	 of	 the	 development	 processes	which	 considers	 the	 dual	 character	 of	 the	 development	
task	[16].	This	duality	exists	in	the	development	of	standardised	modules	on	the	one	hand,	and	
sufficiently	differentiated	overall	products	of	high	coherence	on	the	other	hand.	In	order	to	meet	
both	requirements,	the	module	development	process	has	to	be	temporally	decoupled	from	the	
development	process	of	 the	overall	products.	A	 strategic	 steering	 committee	 should	be	 imple‐
mented	 that	 reflects	 the	different	product	views	of	different	 functional	departments	and	busi‐
ness	units.	This	ensures	that	the	modules	meet	the	requirements	of	the	target	products.	

Secondly,	 we	 proposed	 a	 new	 collaboration	model	with	 external	 development	 partners	 as	
part	of	the	redesigned	product	development	process.	In	order	to	achieve	effective	cross‐product	
standardisation,	the	OEM	must	again	control	the	development	of	all	major	product	components	
to	be	able	to	specify	standard	modules	to	be	used	in	different	products.	This	forces	the	OEM	to	
collaborate	directly	with	 the	 second	and	 third	 tier	 suppliers	 in	module	development	 and	 take	
over	responsibility	for	awarding	modules	within	procurement	batches.	However,	the	specifica‐
tion	 of	modules	 for	 certain	 technical	 systems	 implies	 the	 conceptual	 design	 of	 these	 systems.	
Thus,	 the	OEM	must	 again	 take	over	 the	 responsibility	 for	 the	 system‐technical	 integration	of	
product‐specific	 procurement	 volumes	 during	 development.	 As	 a	 result,	 the	 OEM	 must	 re‐
acquire	specific	knowledge	regarding	the	function	and	structure	of	the	modules	and	their	inter‐
action	within	the	procurement	volumes.	Since	the	development	of	modules	involves	the	consid‐
eration	of	 requirements	 from	 several	 target	products	 and	 the	 subsequent	 development	of	 the	
overall	 products	 requires	 close	 coordination	 between	 the	 development	 engineers	 responsible	
for	the	module	development	and	the	development	engineer	responsible	for	the	product‐specific	
integration	and	application,	the	development	task	at	the	OEM	becomes	more	complex	overall.	

Finally,	we	showed	how	to	organise	the	awarding	process,	in	order	to	generate	economies	of	
scale	 and,	 at	 the	 same	 time,	 ensure	 a	 robust	 design	 of	 the	 supply	 chain.	With	 respect	 to	 the	
awarding	process	a	distinction	must	be	made	between	the	award	of	development	services	and	
production	volumes	as	well	as	between	the	module	and	integration	volumes.	The	separation	of	
the	module	and	product	development	process	allows	for	a	two‐stage	awarding	process	in	which	
initially	only	the	development	up	to	the	design	freeze	and	then	later	the	remaining	series	assur‐
ance	along	with	the	production	output,	i.e.	assembly	integration,	is	awarded.	In	this	way,	more	
competition	as	well	as	cost	transparency	and	security	can	be	realised	when	awarding	assembly	
integration	in	series	production.	When	awarding	the	modules,	there	is	a	field	of	potential	conflict	
between	generating	the	greatest	possible	economies	of	scale	and	avoiding	over‐dependence	on	
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individual suppliers. This can only be resolved by dividing the entire procurement volume for 
the series delivery of several target products into different batches which will be awarded sepa-
rately. Due to the complexity and level of innovation of module development, it is not possible to 
divide up the development scope. Since development costs and risks are accordingly high for the 
supplier, the first award of a module, in addition to the complete development order, typically 
must also contain the first production batch in series delivery with a correspondingly large 
scope. 

With regard to current and future development, it can be said that complex products such as 
automobiles are increasingly becoming product service systems. In particular, the higher level of 
electronics and software (e.g., in-drive entertainment systems, driverless driving, car-to-car 
communication) hereby leads to new development processes and a reorganisation of production 
chains as well as to changed power relations between OEM and certain suppliers. In particular, 
the question arises as to who will own which customer data or who can use it. As a result, on the 
one hand, questions about the scope of outsourcing and the tailoring of modules must be posed 
again. On the other hand, however, the choice of individual product and process development 
partners and the design of development networks must also once again be questioned. An ex-
ample is the purchase of the map service here by BMW, Mercedes and Audi for 2.8 billion euros 
in 2015, which in this context can also lead to challenges in the design of modules beyond OEM 
borders, which creates further need for future research. 
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A B S T R A C T	   A R T I C L E   I N F O	

Aligning	 the	project	management	approach	 to	a	particular	project is	 consid‐
ered	to	be	essential	for	project	success.	Based	on	the	literature	review,	in	this	
research,	 the	project	management	approach	 is	analyzed	 through	differentia‐
tion	between	agile	and	traditional	approaches	within	the	specific	managerial	
aspects.	This	 research	aimed	 to	 contrast	 these	 two	project	management	ap‐
proaches	 and	 explore	 their	 impact	 on	 different	 project	 success	 dimensions.	
The	research	was	conducted	on	a	sample	of	227	project	management	profes‐
sionals	worldwide,	 using	 the	 PLS‐SEM	method.	 Research	 results	 denounced	
that,	in	most	cases,	the	traditional	approach	is	applied	in	project	initiation	and	
planning.	 It	 has	 proven	 to	 provide	 higher‐level	 od	 project	 success,	 while,	
within	all	other	managerial	aspects	considered	in	this	research,	they	gravitate	
more	 towards	 the	 agile	 approach.	 By	 combining	 agile	 and	 traditional	 ap‐
proaches,	 organizations	 can	 take	 advantage	 of	 some	benefits	 of	 agile	 devel‐
opment	without	abandoning	the	stability	provided	by	a	traditional	approach.	
The	study	is	relevant	for	project	management	practitioners	tailoring	down	the	
success‐oriented	project	management	approach	and	developing	project	man‐
agement	contingency	theory	for	academics.	
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1. Introduction  

Contemporary	challenges,	dynamic,	uncertain	environments,	and	stakeholders	increase	project	
complexity	[1].	There	are	many	different,	and	in	some	cases,	overlapping	approaches	to	manage	
the	complexities	of	any	given	project,	make	it	difficult	to	determine	which	one	is	suitable	to	use	
to	achieve	project	 success	 [2].	Things	get	 further	 complicated	as	 the	universal	project	 success	
definition	is	still	challenging	to	find	as	it	is	discordantly	discussed	in	the	literature.	Despite	ex‐
tensive	research	in	recent	years,	there	has	been	little	agreement	on	what	causes	project	success	
and	 how.	Many	 authors	 argue	 that	 aligning	 the	 project	management	 approach	 to	 a	 particular	
project	[2‐4],	particularly	correctly	matching	the	project	characteristics	[5],	is	essential	for	pro‐
ject	 success.	 In	 a	 current	 condition	of	 rapid	 change	and	uncertainty,	 some	authors	 considered	
that	project	success	is	determined	by	how	project	risks	are	managed	[6].	Based	on	the	literature	
review	and	relevant	literature	sources,	in	this	research,	a	project	management	approach	is	ana‐
lyzed	 through	differentiation	between	 agile	 and	 traditional	 approaches.	 The	 early	 adopters	 of	
agile	believe	that	agile	may	positively	affect	project	success	[7‐9].	Followers	of	a	more	traditional	
approach	believe	that	agile	is	more	chaotic	and	lacks	the	formal	procedural	rigor	that	the	former	
possess	[10],	affecting	project	success.	This	raises	questions	about	the	value	and	effectiveness	of	
different	project	management	approaches	and	how	they	link	with	project	success.	There	is	a	lack	
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of	 research	 in	 this	 field,	 signaling	 a	 clear	 gap	 in	 the	 literature.	 This	 research	 aims	 to	 contrast	
these	two	project	management	approaches	and	explore	their	impact	on	different	project	success	
dimensions.	The	 following	 research	question	 is	posed:	How	agile	 and	 traditional	project	man‐
agement	 approaches	differentiate	 concerning	 their	 impact	on	different	project	 success	dimen‐
sions	 within	 the	 project	 management	 process's	 specific	 managerial	 aspects?	 To	 answer	 this	
question,	 we	 empirically	 tested	 the	 relationship	 between	 the	 project	 management	 approach,	
applied	within	 the	 specific	managerial	 aspect,	 and	 individual	project	 success	dimensions.	This	
was	done	on	a	sample	of	227	project	management	professionals	worldwide,	using	the	PLS‐SEM	
method.	Such	a	course	of	action	was	taken	due	to	 this	research's	exploratory	nature	[11].	The	
research	 is	relevant	 for	project	management	practitioners	 tailoring	down	the	success‐oriented	
project	management	approach	and	developing	project	management	contingency	theory	for	aca‐
demics.		

The	paper's	 remainder	 is	 structured	 as	 follows.	 Section	2	 reviews	 the	 literature	on	project	
management	approach	and	project	 success.	 Section	3	 research	model	with	 research	questions	
and	hypotheses	is	given,	while	in	Section	4	research	method,	sample,	and	data	collection	process	
are	presented.	In	Section	5,	statistical	data	and	results	are	presented	and	discussed,	followed	by	
a	conclusion	with	limitations	and	suggestions	for	further	research.	

2. Literature review 

2.1 Project management approach 

As	 global	 demands	 change,	 organizations	 move	 from	 a	 traditional,	 hierarchical	 management	
approach	 based	 upon	 command	 and	 control	 to	 an	 agile	 project	management	 approach	 based	
upon	collaboration,	 flexibility,	 and	dynamism	 [12].	The	 traditional	 approach	pursues	a	goal	of	
logical	sequencing	that	required	deliverables	to	be	set	in	advance	and	project	development	eval‐
uated	 based	 on	 performance	 at	 a	 series	 of	 capabilities	 gated	 reviews	 [13].	 As	 opposed	 to	 the	
traditional	ones,	agile	management	relies	much	more	heavily	on	the	training	and	skills	of	a	col‐
laborative	cross‐functional	team	to	adapt	the	methodology	to	a	problem	that	they	are	attempt‐
ing	 to	 solve	 and	 to	 deliver	 projects	 piece	 by	 piece	 and	make	 rapid	 adjustments	 as	 needed	 to	
speed	up	the	phases	of	the	project	[14].	Bringing	a	project	to	a	successful	closing	requires	inte‐
grating	numerous	management	variables	such	as	planning,	directing,	team	building,	team	com‐
munication,	cost	and	schedule	management,	client	involvement,	requirements,	change	manage‐
ment,	stakeholders	management,	etc.	The	multiple	factors	involved	in	management	that	are	sub‐
ject	to	changes	in	variables	external	to	the	organization	and	organizational	management	models	
cannot	be	a	static	or	deterministic	concept	[15].	To	differentiate	the	agile	and	traditional	project	
management	approach,	according	to	different	project	variables,	 identified	 in	the	 literature,	 the	
authors	defined	five	groups:	(1)	project	initiation	and	planning,	(2)	personnel	management,	(3)	
client	involvement,	(4)	modularity	of	work	and	(5)	troubleshooting.	Each	group	describes	a	spe‐
cific	managerial	aspect	of	the	project	management	process.	Project	initiation	and	planning	refer	
to	how	the	project	is	initiated	and	planned	–	the	level	and	complexity	of	upfront	planning,	clari‐
ty,	 and	 stability	 of	 project	 scope	 and	 requirements.	 Personnel	management	 refers	 to	 the	way	
how	the	project	 team	collaborates,	how	work	 is	organised,	and	what	 is	 the	management	style.	
Client	 involvement	describes	 the	 importance	and	 level	 of	 client	 involvement	 and	 commitment	
throughout	 the	whole	project,	 lifecycle.	The	modularity	of	work	refers	 to	 the	way	how	project	
work	 is	done,	describing	 the	development	process	 (the	value	of	modularized	and	 incremental	
work,	sequence	of	iterations,	prioritization).	Troubleshooting	refers	to	the	way	how	changes	in	
requirements	are	managed	and	implemented.	Differences	between	the	agile	and	traditional	pro‐
ject	management	 approach	within	 the	 specific	managerial	 aspects	 of	 the	 project	management	
process,	identified	in	the	literature,	are	presented	in	Table	1.	
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Table	1	Agile	vs.	traditional	approach	in	project	management	[13,	16‐19]	
Variable	 Agile Traditional	

Project	initiation	
and	planning	

Scope	
Largely	emergent,	rapid	change;	de‐
signed	for	current	and	foreseeable	
requirements	

Known	early,	largely	stable;	designed	
for	current	requirements	

Project	planning	 Complex;	iterative Linear

Contract	
Based	on	time	and	resources	based	
(variable‐price)	

Based	on	fixed	prices,	time,	and	
scope	

Personnel	
management	

Team	
collaboration	

Collaborative;	agile	 Plan	oriented;	less	collaboration	

Team	location	
Distributed	due	to	different	physical	
locations	

Co‐located‐all	located	at	the	same	
place	

Team	
organization	

Self‐organized	and	cross‐functional	
teams;	100	%	dedicated	to	the	project	

Strict	separation	of	roles;	access	to	
external	knowledge;	pre‐structured	
teams;	spread	across	different	pro‐
jects	

Management	style	Leadership	and	collaboration Command	and	control	

Client	
involvement	

Client	
involvement	and	
commitment	

Dedicated,	knowledgeable;	co‐located;	
representative,	frequent	collaboration	

Minimal	commitments;	not	co‐
located	and	not	empowered	

Modularity	of	work	

Development	
model	

Evolutionary‐delivery	model	(iterative	
or	adaptive	models)	

Linear	or	incremental	(anticipatory)	

Fundamental	
assumption	

Continuous	design	improvement	and	
testing	based	on	rapid	feedback	and	
change	

Systems	are	fully	specifiable,	pre‐
dictable,	and	are	built	through	me‐
ticulous	and	extensive	planning	

Quality	control	
Continuous	control	of	requirements;	
design	and	solutions,	continuous	test‐
ing	

Heavy	planning	and	strict	control;	
late	heavy	testing	

Prioritization	 Client	prioritized;	time‐boxed	delivery
Manager	negotiated;	scope‐based	
delivery	

Troubleshooting	 Requirements	
Creative,	innovative;	requirements	
unclear;	changes	expected	

Precise initial	requirements;	low	
change	rate	expected	

2.2 Project success dimensions 

There	are	various	opinions	on	what	composes	project	success	and	criteria	by	which	the	project	
should	be	judged.	Still,	no	general	agreement	on	project	success	has	emerged	appropriate	for	all	
projects	[20,	21].	A	specific	project	should	focus	on	its	explicit	dimensions,	and	these	dimensions	
should	be	determined	according	to	the	particular	project	type	[22].	Traditional	project	success	
measures	focused	on	the	so‐called	iron	triangle,	completing	the	defined	scope	of	work	to	specifi‐
cation,	and	meeting	the	time	and	budget	goals	[23].	Although	this	may	seem	right	in	some	cases	
and	suitable	in	the	short	run	when	time	is	critical,	quite	often,	what	appeared	to	be	a	troubled	
project,	with	extensive	delays	and	overruns,	turned	out	later	to	be	a	great	business	success	[24].	

Table	2	The	five	dimensions	of	project	success	[21]	
Project	success	dimension Measures Time

Project	efficiency	
Meeting	schedule	goal
Meeting	budget	goal	

End	of	the	project	

Impact	on	the	team	

Team	morale
Skill	development	
Team	member	growth	
Team	member	retention	

End	of	the	project	

Impact	on	the	customer	

Meeting	functional	performance
Meeting	technical	specifications	
Fulfilling	customer’s	needs	
Solving	customer’s	problem	
The	customer	is	using	the	products	
Customer	satisfaction	

Months	following	project	

Business	success	
Commercial	success
Creating	a	large	market	share	

Years	following	project	

Preparing	for	the	future	
Creating	a	new	market
Creating	a	new	product	line	
Developing	a	new	technology	

Years	following	project	
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But	literature	has	also	examined	the	broader	impact	of	projects	on	the	business.	Pinto	and	Slevin	
[20]	had	acknowledged	three	aspects	of	project	success	concerning	the	implementation	process,	
the	perceived	value	of	the	project,	and	customer	satisfaction	with	the	delivered	project	outcome.	
Shenhar	&	Dvir	[21]	proposed	a	new	way	to	look	at	project	success.	Rather	than	seeing	projects	
as	tasks	that	lead	to	the	meeting	time,	budget,	and	performance	goals,	one	should	view	projects	
in	their	broader	sense.	They	suggested	a	model	based	on	five	project	success	dimensions,	judged	
over	different	timescales	(see	Table	2).	This	model	was	selected	to	assess	individual	project	suc‐
cess	dimensions	in	this	research.		

3. The research model: The relationship between project management 
approach and project success dimensions 

Organizations	are	using	a	particular	project	management	approach	to	collect	practices,	expect‐
ing	greatly	 improved	project	performance	and	project	success.	As	a	collection	of	practices,	 the	
project	management	approach	collectively	 impacts	different	project	 success	dimensions.	How‐
ever,	one	approach	may	have	a	more	significant	impact	than	others,	and	their	impact	could	differ	
concerning	 different	 project	 success	 dimensions.	 As	 argued	 by	 some	 authors,	 the	 traditional	
project	 management	 approach,	 which	 exclusively	 pursues	 the	 success	 criteria	 of	 costs,	 time,	
quality,	 and	meeting	 technical	 requirements,	has	become	considered	 ineffective	 [25].	Previous	
studies	analyzed	the	impact	of	individual	approaches	or	specific	project	management	practices,	
or	management	variables	on	project	success,	without	considering	the	impact	on	different	project	
success	dimensions,	as	perceived	in	this	research.	Recognizing	this	as	exploratory	research,	the	
authors	intended	merely	to	explore	the	research	questions.	The	research	framework	(see	Fig.	1)	
was	 developed	 to	 provide	 empirical	 evidence	 and	 test	 whether	 the	 agile	 and	 traditional	 ap‐
proach	 differentiates	 concerning	 their	 impact	 on	 different	 project	 success	 dimensions,	 taking	
into	account	various	management	aspects.	For	research	purposes,	this	research	considered	five	
questions	and	25	hypotheses	(see	Table	3).	
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Fig.	1	The	research	model	
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Table	3	Research	questions	and	hypothesis	
Question	

1	
How	agile	and	traditional	project	management	approach	differentiate	concerning	their	impact	
on	project	success	dimension	‐	Impact	on	the	team?	

H1	 Agile	vs.	Traditional	approach in	Project	 initiation	and	planning ‐ The	 project	management	 ap‐
proach	is	related	to	project	success	dimension	‐	Impact	on	the	team	

H2	 Agile	vs.	Traditional	approach	in	Personnel	management	‐	Project	management	approach	is	relat‐
ed	to	project	success	dimension	‐	Impact	on	the	team	

H3	 Agile	vs.	Traditional	approach in	Client	involvement ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Impact	on	the	team	

H4	 Agile	vs.	Traditional	approach in	Modularity	of	work ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Impact	on	the	team	

H5	 Agile	 vs.	Traditional	 approach in	Troubleshooting ‐ Project	 management	 approach	 is	 related	 to	
project	success	dimension	‐	Impact	on	the	team	

Question	
2	

How	agile	and	traditional	project	management	approach	differentiate	concerning	their	impact	
on	project	success	dimension	‐	Project	efficiency?	

H6	 Agile	vs.	Traditional	approach	in	Project	initiation	and	planning	‐	Project	management	approach	is	
related	to	project	success	dimension	‐	Project	efficiency	

H7	 Agile	vs.	Traditional	approach in	Personnel	management ‐ Project	management	approach	is	relat‐
ed	to	project	success	dimension	‐	Project	efficiency	

H8	 Agile	vs.	Traditional	approach in	Client	involvement ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Project	efficiency	

H9	 Agile	vs.	Traditional	approach in	Modularity	of	work ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Project	efficiency	

H10	 Agile	 vs.	Traditional	 approach in	Troubleshooting ‐ Project	 management	 approach	 is	 related	 to	
project	success	dimension	‐	Project	efficiency	

Question	
3	

How	agile	and	traditional	project	management	approach	differentiate	concerning	their	impact	
on	project	success	dimension	‐	Impact	on	the	customer/client?	

H11	 Agile	vs.	Traditional	approach in	Project	initiation	and	planning ‐ Project	management	approach	is	
related	to	project	success	dimension	‐	Impact	on	the	customer/client	

H12	 Agile	vs.	Traditional	approach in	Personnel	management ‐ Project	management	approach	is	relat‐
ed	to	project	success	dimension	‐	Impact	on	the	customer/client	

H13	 Agile	vs.	Traditional	approach in	Client	involvement ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Impact	on	the	customer/client	

H14	 Agile	vs.	Traditional	approach in	Modularity	of	work ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Impact	on	the	customer/client	

H15	 Agile	 vs.	Traditional	 approach in	Troubleshooting	 ‐ Project	 management	 approach	 is	 related	 to	
project	success	dimension	‐	Impact	on	the	customer/client	

Question	
4	

How	agile	and	traditional	project	management	approach	differentiate	concerning	their	impact	
on	project	success	dimension	‐	Business	success?	

H16	 Agile	vs.	Traditional	approach	in	Project	initiation	and	planning	‐	Project	management	approach	is	
related	to	project	success	dimension	‐	Business	Success	

H17	 Agile	vs.	Traditional	approach in	Personnel	management ‐ Project	management	approach	is	relat‐
ed	to	project	success	dimension	‐	Business	Success	

H18	 Agile	vs.	Traditional	approach in	Client	involvement ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Business	Success	

H19	 Agile	vs.	Traditional	approach in	Modularity	of	work ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Business	Success	

H20	 Agile	 vs.	Traditional	 approach in	Troubleshooting ‐ Project	 management	 approach	 is	 related	 to	
project	success	dimension	‐	Business	Success	

Question	
5	

How	agile	and	traditional	project	management	approach	differentiate	concerning	their	impact	
on	project	success	dimension	‐	Preparing	for	the	future?	

H21	 Agile	vs.	Traditional	approach in	Project	initiation	and	planning ‐ Project	management	approach	is	
related	to	project	success	dimension	‐	Preparing	for	the	future	

H22	 Agile	vs.	Traditional	approach in	Personnel	management ‐ Project	management	approach	is	relat‐
ed	to	project	success	dimension	‐	Preparing	for	the	future	

H23	 Agile	vs.	Traditional	approach in	Client	involvement ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Preparing	for	the	future	

H24	 Agile	vs.	Traditional	approach in	Modularity	of	work ‐ Project	management	approach	is	related	to	
project	success	dimension	‐	Preparing	for	the	future	

H25	 Agile	 vs.	Traditional	 approach	 in	Troubleshooting	 ‐	 Project	 management	 approach	 is	 related	 to	
project	success	dimension	‐	Preparing	for	the	future	
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4. The research method 

This	research	was	based	on	the	PLS‐SEM	method	due	to	its	exploratory	nature	[11].	Aside	from	
the	theoretical	interpretation	in	prior	studies,	to	the	best	of	authors'	knowledge,	dimensions	of	
project	management	approach	and	project	success	still	lacks	in	its	empirical	validation,	concern‐
ing	cross‐sectional	samples	and	diverse	research	populations,	as	well	as	from	the	lacks	of	inclu‐
sion	of	various	organizational	types,	sectors,	and	industries	in	such	studies.	Shenhar	et	al.	 [22]	
have	empirically	validated	only	four	factors	of	project	success.	Shenhar	&	Dvir	[21]	proposed	the	
fifth	factor's	inclusion,	“impact	on	the	team”,	afterward.	In	time,	the	five‐factor	solution	of	pro‐
ject	success	was	empirically	tested	with	exploratory	factor	analysis	(EFA)	by	Mir	&	Pinnington	
[26].	However,	as	a	method	of	factor	extraction,	rather	than	to	cofound	factor	solution	on	maxi‐
mum	 likelihood	 (ML),	 the	 authors	 have	 used	 principal	 component	 analysis	 (PCA),	 which	 is	 a	
simple	linear	combination	of	variables;	therefore,	it	cannot	be	considered	as	“true”	factor	analy‐
sis	 [27].	 Similarly,	 the	 constitution	 of	 project	 management	 approach	 dimensions	 concerning	
their	manifest	variables	has	yet,	to	be	empirically	tested	and	validated	within	the	context	of	var‐
ious	research	environments	and	their	specifics.	Thus,	rather	than	“confirm”	factor	structure,	this	
research	is	focused	more	on	exploring	the	relations	between	research	dimensions.	Nevertheless,	
to	achieve	this,	construct	reliability	and	validity	for	project	success	factors	is	carried	out	in	sec‐
tion	5.1,	while	the	factor	structure	of	project	management	approach	was	mimicked	by	calculat‐
ing	 the	 composite	 score	 across	 its	 21	manifest	 variables	 (summation	 of	 respondents’	 scores).	
Specifically,	 following	 literature	recommendations,	 four	 items	were	used	 to	calculate	respond‐
ents’	 score,	 for	 each	 of:	 “Project	 initiation”	 (Q30‐Q33),	 “Client	 involvement”	 (Q39‐Q42),	 and	
“Troubleshooting”	 (Q48‐Q51),	while	 five	 items	were	used	 in	 the	 same	manner	 for:	 “Personnel	
management”	(Q34‐Q38)	and	“Modularity	of	work”	(Q43‐Q47).	

4.1 Measures and questionnaire development 

This	 research	used	 the	originally	developed	questionnaire	 for	 a	 self‐reporting	 (subjective)	 as‐
sessment	 of	 project	management	 approach	 and	 project	 success,	 as	 perceived	 by	 respondents.	
The	questionnaire	had	five	sections,	with	66	questions	in	total.	As	an	independent	variable,	the	
project	 management	 approach	 was	 operationalized	 with	 21	 questions	 and	 analyzed	 through	
differentiation	between	agile	and	traditional	project	management	approaches	(see	Table	1).	The	
variables	 were	 classified	 into	 five	 groups:	 (1)	 project	 initiation	 and	 planning,	 (2)	 personnel	
management,	(3)	client	involvement,	(4)	modularity	of	work,	and	(5)	troubleshooting.	While	the	
fife‐dimension	framework	for	assessing	project	success,	as	a	dependent	variable,	consisted	of	(1)	
project	 efficiency,	 (2)	 impact	 on	 team,	 (3)	 impact	 on	 customer/client,	 (4)	 business	 and	direct	
organizational	success,	and	(5)	preparing	for	the	future,	 taking	the	project	success	assessment	
questionnaire	proposed	by	Shenhar	&	Dvir	[21].	The	operationalization	of	project	success	was	
measured	 with	 at	 least	 four	 manifest	 variables	 for	 project	 efficiency,	 impact	 on	 the	 custom‐
er/client,	five	questions	for	impact	on	the	team,	business	and	directional	success,	and	preparing	
for	 the	 future.	 To	 capture	 respondents’	 self‐reporting	 assessment	 of	 project	management	 ap‐
proach,	 to	 differentiate	 responses	 between	 agile	 and	 traditional,	 a	 continuum	 of	 seven‐point,	
bipolar	Likert	type	scale	was	used	[28],	where	a	far‐left	point	(i.e.,	1)	is	a	measure	of	a	more	agile	
approach,	opposed	to	a	far‐right	measure	of	more,	traditional	approach	(i.e.,	7).	Given	that	they	
are	different	by	nature,	in	contrast	to	the	aforementioned,	a	unipolar,	five‐point	Likert	type	scale	
was	used	 [28]	 to	measure	responses	 regarding	 the	state	of	project	 success	 factors	 (1‐strongly	
disagree,	5‐strongly	agree).		

4.2 Data collection and sample demographic 

The	questionnaire	was	distributed	through	the	Project	Management	Institute	(PMI)	worldwide	
network.	PMI	is	the	world’s	leading	project	management	organization	with	over	500,000	global	
members,	project	professionals,	and	over	300	Local	chapters	internationally.	Data	collection	was	
done	electronically,	using	surveymonkey.com	for	the	distribution	process.	Invitations	to	fill	out	
the	questionnaire	were	sent	by	email	to	PMI	global	members,	through	local	chapters,	and	posted	
in	PMI	LinkedIn	and	other	professional	groups.	This	 research	was	based	on	a	 random	sample	
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method	 of	 project	managers.	 The	 distribution	 process	was	 conducted	 following	 Dillman’s	 ap‐
proach	[29];	thus,	only	one	reply	was	accepted	from	the	respondents.	The	exact	number	of	tar‐
geted	project	management	professionals	and	response	rate	could	not	be	specified,	considering	
that	PMI	chapters	worldwide	distributed	the	questionnaire	through	their	professional	network,	
but	they	could	not	share	the	information	about	their	contact	list.	After	the	two	months,	314	re‐
sponses	were	obtained;	however,	only	227	were	treated	as	a	“completed	survey.”	87	responses	
were	omitted	from	the	final	respondents’	database	due	to	the	potential	risk	of	non‐engaged	bias,	
measured	by	the	very	low	standard	deviations	in	responses	(below	0.2)	or	the	low	percentage	of	
non‐completed	questions	(below	70	%).	To	ensure	sample	representativeness,	227	respondents	
were	compared	with	the	omitted	ones.	The	results	show	that	there	are	no	differences	between	
these	 two	groups.	The	 final	sample	consisted	of	167	males	 (73.6	%)	and	60	 females	 (26.4	%),	
from	49	different	countries	worldwide	(42.7	%	from	Europe,	22	%	from	North	America,	16.3	%	
from	Asia,14.5	%	from	South	America,	3.1%	from	Australia	and1.3	%	from	Africa).	148	respond‐
ents	had	10	or	more	years	of	project	management	working	experience,	and	more	than	80	%	of	
respondents	have	a	professional	PM	certification.	The	organizations	varied	in	size	with	43	(18.9	
%)	organizations	with	 1‐50	 employees,	 30	 (13.2	%)	with	51‐200	employees,	 21	 (9.3	%)	with	
201‐500	employees,	27	 (11.9	%)	501‐1000	employees,	and	106	(46.7	%)	with	over	1000	em‐
ployees.	Respondents	came	 from	organisations	 from	diverse	 industries:	25	%	from	IT,	11.5	%	
finance	&	financial	services,	8.8	%	construction,	machinery,	and	homes,	8.4	%	telecommunica‐
tions,	7.5	%	utilities,	energy,	and	extraction,	7.5%	government,	5.3	%	education,	4.8	%	manufac‐
turing,	4	%	healthcare	&	pharmaceuticals,	3.1	%	business	support	&	 logistics,	3.1%	insurance,	
2.2	%	airlines	&	aerospace	(including	defence),	1.8	%	food	&	beverages,	1.8	%	transportation	&	
delivery,	and	other	industries	have	less	than	1	%.	

5. Data analysis, results, and discussion 

The	research	model	was	evaluated	using	a	two‐step	approach	[11].	The	assessment	of	the	meas‐
urement	model	was	carried	out	first.	Empirical	evaluation	of	the	research	model	was	carried	out	
afterward.	

5.1 Measurement model 

To	 test	 the	 reflective	 measurement	 model	 of	 “Project	 Success,”	 confirmatory	 factor	 analysis	
(CFA)	was	used.	Hence,	construct	reliability,	composite	reliability,	convergent,	and	discriminant	
validity	were	conducted	[11].	A	construct	reliability	test	(Cronbach's	α)	and	composite	reliability	
(CR)	were	carried	out	following	respectful	literature	recommendations	[11,30].	Accordingly,	the	
values	of	0.70	and	above	are	acceptable.	Further,	outer	loadings	and	average	variance	extracted	
(AVE)	were	used	to	check	convergent	validity.	Consequently,	external	loadings	should	be	at	least	
0.7	and	statistically	significant	(t	≥	1.96)	[11],	which	was	not	the	case	for	one	item	of	“Business	
success”	 (Q55.3)	 and	 “Preparing	 for	 the	 future”	 (Q56.3).	 These	 items	were	 removed	 from	 the	
measurement	model	[11].	Moreover,	AVE	values	should	be	at	 least	0.5	 for	every	measurement	
model	 construct	 [11].	All	 constructs	have	met	 this	 criterion.	To	assess	discriminant	validity,	 a	
Fornell‐Larcker	 criterion	 was	 used	 [11].	 Accordingly,	 the	 measurement	 model's	 discriminant	
validity	 is	met	 if	 the	reflective	constructs	have	the	strongest	relationships	only	with	its	 indica‐
tors	(e.g.,	compared	with	any	other	construct)	[11].	This	criterion	was	also	met	for	all	constructs	
of	project	success.	Finally,	collinearity	analysis	was	carried	out	using	VIF	(variance	inflation	fac‐
tor).	Since	all	of	the	VIFs	were	below	the	value	of	3.3,	collinearity	was	not	an	issue	[11].	These	
values	are	shown	in	Table	4.	
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Table	4	The	measurement	model	statistics	
No.	 Construct	 Items	 Outer‐

Loadings	
α	 CR	 AVE	 VIF	 1	 2	 3	 4	 5	

1	 Impact	on	
theteam	

5	 0.808‐
0.869*	

0.896	 0.922	 0.702	 2.058‐2.783 0.838FL	 	 	 	 	

2	 Project	
efficiency	

4	 0.733‐
0.813*	

0.774	 0.854	 0.594	 1.347‐1.787 0.586	 0.771FL	 	 	 	

3	 Impact	on	
the	custom‐
er/client	

4	 0.804‐
0.873*	

0.873	 0.911	 0.719	 1.943‐2.607 0.537	 0.671	 0.848FL	 	 	

4	 Business	
success	

4	(‐)	 0.759‐
0.851*	

0.830	 0.885	 0.658	 1.828‐2.207 0.541	 0.574	 0.585	 0.811FL	 	

5	 Preparing	
for	the	
future	

4	(‐)	 0.719‐
0.827*	

0.748	 0.843	 0.573	 1.360‐1.572 0.455	 0.372	 0.337	 0.464	 0.757FL

α	–	Cronbach's	alpha,	CR	–	composite	reliability,	AVE	–	Average	variance	extracted;	VIF	–	Variance	inflation	factor	*	–	statistically	signif‐
icant,	t	≥	1.96;	–	Construct	with	removed	indicators,	FL	–	Fornell‐Larcker	criterion	

	

5.2 Structural model results and discussion 

A	bootstrapping	technique	with	5000	subsamples	was	used	for	structural	model	testing	of	path	
coefficients.	The	coefficient	of	determination	(R2	values)	was	found	to	be	acceptable	[11].	Thus,	
it	could	be	said	that	the	predictive	power	of	the	research	model	is	valuable.	An	empirically	vali‐
dated	and	tested	research	model	is	given	in	Fig.	2.	These	results	are	shown	in	Table	5.	Concern‐
ing	 the	 bipolar	 scale	 used	 to	 capture	 respondents'	 feedback	 on	 the	 project	 management	 ap‐
proach,	path	coefficients	(β)	of	statistically	significant	relationships	(t	≥	1.96)	with	project	suc‐
cess	factors	are	also	given	in	the	same	manner.	This	is	shown	in	Fig.	3.	Bearing	in	mind	that	the	
continuum	of	far‐right	point	of	the	scale	is	oriented	towards	traditional	(higher	values)	and	far‐
left	towards	the	agile	approach	(lower	values),	positive,	higher	values	of	path	coefficients	show	
strong	 alignment	 in	 traditional,	 and,	 opposite	 to	 aforementioned,	 negative	 values	 are	 aligned	
with	agile.	Results	from	Table	5	show	that,	in	most	cases,	organizations	from	the	research	popu‐
lation	initiate	and	plan	their	projects	work	traditionally.	In	contrast,	within	all	other	managerial	
aspects	of	the	project	management	process,	they	gravitate	more	towards	the	agile	approach.	

According	 to	 the	research	results	empirically	 tested	and	validated	research	model	has	con‐
firmed	13	out	of	25	hypotheses	(see	table	5,	Fig.	2	and	Fig.	3)	which	were	defined	to	answer	the	
research	questions.	Question	1:	How	agile	and	traditional	project	management	approach	differen‐
tiate	concerning	their	impact	on	project	success	dimension‐Impact	on	the	team?	4	out	of	5	hypoth‐
eses	confirmed	that	 the	project	management	approach	 is	 related	 to	project	success	dimension	
impact	on	 the	 team.	Namely,	 the	more	 traditional	 approach	 to	project	 initiation	and	planning,	
including	higher	level	and	complexity	of	upfront	planning,	clarity	and	stability	of	project	scope	
and	requirements,	and	linear	or	incremental	development,	has	a	higher	positive	impact	on	team	
satisfaction.	 It	 could	 be	 assumed	 that	 a	more	 anticipatory	 approach	 is	more	 desirable	 for	 the	
project	team.	On	the	other	hand,	a	more	agile	approach	in	team	collaboration	and	organization	
and	a	higher	level	of	client	involvement	and	commitment	throughout	the	project	life	cycle	have	a	
higher	positive	impact	on	team	satisfaction.	This	is	not	surprising	as	agile	places	a	premium	on	
people	 and	 their	 interactions	 (10).	 Question	 2:	How	agile	and	 traditional	project	management	
approach	differentiate	concerning	their	 impact	on	project	success	dimension‐Project	efficiency?	1	
out	of	5	hypotheses	confirmed	that	the	project	management	approach	is	related	to	project	suc‐
cess	 dimension	 project	 efficiency.	 Only	 in	 project	 initiation	 and	 planning	 results	 has	 shown	 a	
strong	statistically	significant	difference	between	the	agile	and	traditional	approaches	favoring	
traditional.	 A	more	 traditional	 approach	 to	 project	 initiation	 and	 planning,	 including	 a	 higher	
level	and	complexity	of	upfront	planning,	clarity,	and	stability	of	project	scope	and	requirements,	
has	a	more	substantial	positive	impact	on	project	efficiency	over	agile.	According	to	this	result,	it	
could	 be	 assumed	 that	 heavy	 planning	 and	 clarity	 of	 scope	 and	 requirement	 are	 essential	 for	
meeting	project	schedule	and	budget	goals.	Question	3:	How	agile	and	traditional	project	man‐
agement	approach	differentiate	concerning	 their	 impact	on	project	success	dimension‐Impact	on	
customer/client?	5	out	of	5	hypotheses	confirmed	that	the	project	management	approach	is	re‐
lated	 to	 project	 success	 dimension	 impact	 on	 customer/client.	 While	 a	 more	 traditional	 ap‐
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proach	to	project	 initiation	and	planning	has	a	higher	positive	impact	on	client	satisfaction,	all	
other	managerial	 aspects	 favor	 an	agile	 approach.	Namely,	 client	 satisfaction	has	 shown	 to	be	
higher	when	a	team	collaborates	and	is	organized	in	a	more	agile	way,	with	frequent	and	close	
collaboration	with	the	client.	Also,	even	though	the	team	is	more	satisfied	with	linear	and	incre‐
mental	development,	it	has	been	shown	here	that	clients	value	a	more	agile	approach	with	high‐
er	modularity	of	work	and	 frequent	 iterations	with	 changes	 that	 could	be	easily	 implemented	
during	the	project.	Question	4:	How	agile	and	traditional	project	management	approach	differen‐
tiate	concerning	their	impact	on	project	success	dimension‐Business	success?	1	out	of	5	hypotheses	
confirmed	that	the	project	management	approach	is	related	to	project	success	dimension	busi‐
ness	success.	Only	for	troubleshooting,	referring	to	how	changes	in	requirements	are	managed	
and	implemented,	results	have	shown	a	strong	statistically	significant	difference	between	agile	
and	traditional	approaches,	 in	favor	of	agile,	when	discussing	the	impact	on	project	benefits	in	
commercial	value	and	market	share.	Question	5:	How	agile	and	traditional	project	management	
approach	 differentiate	 concerning	 their	 impact	 on	 project	 success	 dimension‐Preparing	 for	 the	
future?	2	out	of	5	hypotheses	confirmed	that	the	project	management	approach	is	related	to	pro‐
ject	success	dimension	preparing	for	the	future.	Namely,	a	more	traditional	approach	to	project	
initiation	 and	planning,	 including	higher	 level	 and	 complexity	 of	 upfront	 planning,	 clarity	 and	
stability	 of	 projects	 scope,	 and	 a	more	 agile	 approach	 in	 team	 collaboration	 and	organization,	
has	 a	 higher	 positive	 impact	 on	 preparing	 for	 the	 future,	meaning	 creating	 new	 technological	
and	operational	infrastructure	and	market	opportunities.	
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Fig.	2	Empirically	validated	and	tested	research	model	
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Table	5	The	structural	model	statistics	

Exogenous	
variable	→	

Endogenous	
variable	

R2	 β	 O.	 μ	 δ	 t	 p	
Hypothe‐

sis	
Sig.	

Project	
initiation	

Impact	
	on	team	

0.261	

0.302	 0.302	 0.304	 0.069	 4.372	 0.000*	 H1	 Yes	

Personnel	
management	

‐0.247	 0.487	 0.492	 0.058	 8.365	 0.000*	 H2	 Yes	

Client	
involvement	

‐0.239	 0.417	 0.422	 0.059	 7.042	 0.000*	 H3	 Yes	

Modularity	
of	work	

0.050	 0.263	 0.266	 0.063	 4.197	 0.000*	 H4	 Yes	

Troubleshoot‐
ing	

‐0.159	 0.074	 0.077	 0.067	 1.101	 0.271	 H5	 No	

Project	
initiation	

Project		
efficiency	

0.346	

0.487	 ‐0.247	 ‐0.252	 0.063	 3.923	 0.000*	 H6	 Yes	

Personnel	
management	

‐0.073	 ‐0.073	 ‐0.076	 0.064	 1.145	 0.252	 H7	 No	

Client	
involvement	

‐0.191	 ‐0.105	 ‐0.108	 0.071	 1.483	 0.138	 H8	 No	

Modularity	
of	work	

0.002	 ‐0.137	 ‐0.138	 0.072	 1.890	 0.059	 H9	 No	

Troubleshoot‐
ing	

‐0.276	 ‐0.034	 ‐0.034	 0.071	 0.478	 0.633	 H10	 No	

Project	
initiation	

Impact	on		
custom‐
er/client	

0.221	

0.417	 ‐0.239	 ‐0.237	 0.065	 3.645	 0.000*	 H11	 Yes	

Personnel	
management	

‐0.105	 ‐0.191	 ‐0.189	 0.065	 2.956	 0.003*	 H12	 Yes	

Client	
involvement	

‐0.135	 ‐0.135	 ‐0.135	 0.067	 2.019	 0.044**	 H13	 Yes	

Modularity	
of	work	

‐0.021	 ‐0.159	 ‐0.161	 0.070	 2.253	 0.024**	 H14	 Yes	

Troubleshoot‐
ing	

‐0.138	 ‐0.266	 ‐0.268	 0.063	 4.200	 0.000*	 H15	 Yes	

Project	
initiation	

Business		
success	

0.312	

0.263	 0.050	 0.050	 0.079	 0.628	 0.530	 H16	 No	

Personnel	
management	

‐0.137	 0.002	 ‐0.000	 0.073	 0.032	 0.974	 H17	 No	

Client	
involvement	

‐0.159	 ‐0.021	 ‐0.018	 0.082	 0.251	 0.802	 H18	 No	

Modularity	
of	work	

0.014	 0.014	 0.016	 0.092	 0.156	 0.876	 H19	 No	

Troubleshoot‐
ing	

‐0.103	 ‐0.245	 ‐0.247	 0.086	 2.833	 0.005*	 H20	 Yes	

Project	
initiation	

Preparing	for	
the	future	 0.202	

0.074	 ‐0.159	 ‐0.156	 0.081	 1.971	 0.049**	 H21	 Yes	

Personnel	
management	

‐0.034	 ‐0.276	 ‐0.274	 0.072	 3.819	 0.000*	 H22	 Yes	

Client	
involvement	 ‐0.266	 ‐0.138	 ‐0.140	 0.085	 1.628	 0.104	 H23	 No	

Modularity	
of	work	 ‐0.245	 ‐0.103	 ‐0.102	 0.095	 1.081	 0.280	 H24	 No	

Troubleshoot‐
ing	

‐0.022	 ‐0.022	 ‐0.024	 0.079	 0.284	 0.776	 H25	 No	

*	statistically	significant	at	α	≤	0.005;	**	statistically	significant	at	α	≤	0.05;	β	–	path	coefficient;	O.	–	original	sample;	μ	–	sample	
mean;	δ	–	standard	deviation;	t	–	t	statistics	(statistically	significant	at	t	≥	1.96)	
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Fig.	3	Path	coefficients	of	the	empirically	validated	and	tested	research	model	

6. Conclusion 

Taking	 a	 different	 perspective	 on	 the	 project	 management	 approach	 may	 provide	 additional	
insight	into	why	and	how	a	particular	approach,	in	some	managerial	aspects,	has	a	higher	impact	
on	 different	 project	 success	 dimensions.	 Perceiving	 this	 as	 exploratory	 research,	 the	 authors	
intended	merely	to	explore	the	latest	research	ground.	This	research	considered	five	questions	
and	25	hypotheses	for	testing	whether	agile	and	traditional	approaches	differentiate	concerning	
their	 impact	 on	different	project	 success	dimensions	 and	 reveal	 these	differences'	 nature.	Re‐
search	results	denounced	that,	in	most	cases,	the	traditional	approach	is	applied	in	project	initia‐
tion	and	planning.	It	has	proven	to	provide	higher‐level	od	project	success,	while,	within	all	oth‐
er	managerial	 aspects	 considered	 in	 this	 research,	 they	 gravitate	more	 towards	 the	 agile	 ap‐
proach.	Based	on	these	results,	we	can	conclude	that	when	we	talk	about	 the	project	manage‐
ment	approach,	namely,	agile	and	traditional,	we	should	consider	combining	them,	where	each	
makes	 the	most	 sense.	 By	 combining	 agile	 and	 traditional	 approaches,	 organizations	 can	 take	
advantage	of	some	benefits	of	agile	development	without	abandoning	the	stability	provided	by	a	
traditional	 approach.	 Traditional	 project	management	 is	 very	 comprehensive,	 and	 it	 has	 been	
proven	to	work	in	diverse	project	situations.	At	the	same	time,	agile	adds	new	ideas	for	address‐
ing	the	unique	project	situations	focusing	on	people	and	collaboration	combined	with	the	need	
to	embrace	change.	This	requires	having	the	right	agile	culture	and	the	proper	alignment	at	the	
management	and	team	level	[30].	The	most	effective	and	most	natural	 is	to	 implement	agile	 is	
under	conditions	commonly	 found	 in	 the	software	 industry,	but	 it	 is	crucial	 to	determine	how	
much	agility	 is	 enough.	 In	 today’s	 changing	 environment,	 organizations	are	 forced	 to	 improve	
risk	management	to	be	successful	and	achieve	goals	[31].	For	each	project	decision,	it	is	essential	
to	consider	the	risks	of	too	much	versus	too	little	agility	and	the	counterpart	risks	of	doing	too	
much	planning	[32].	The	project	management	approach	should	fit	the	requirements	and	circum‐
stances	of	each	project	but	also	the	project	team. A	multidisciplinary	approach,	intense	commu‐
nication,	 lateral	 connections	 between	 functional	 units	 are	 just	 some	 of	 the	 prerequisites	 for	
more	efficient	project	management	[33].	By	combining	different	facets	of	knowledge	about	the	
development	activities,	project	managers	can	tailor	team	members'	workloads	and	modify	team	
composition	to	improve	collaboration,	coordination,	and	information	exchange	[34].	The	project	
management	approach's	choice,	which	determines	how	a	project	is	planned	and	executed,	is	of	
strategic	 importance	 to	 any	 organization.	 The	 chosen	 project	 management	 approach	 is	 often	
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cited among the top reasons projects fail [35]. Each organization must decide the best way to 
select the most suitable project management approach and whether to have one or more varia-
tions. 
 This work contributes to the existing literature by expanding the research related to project 
management contingency theory's evolving field. The research results gave more extensive evi-
dence and findings that demonstrate that a more project-specific approach should be adopted by 
project managers, taking into account the desired impact on different project success dimen-
sions.  
 This research is limited to the contrasting agile and traditional project management approach 
and project success using the model by Shenhar & Dvir [21]. Other dimensions of project success 
could be explored to deepen understanding. In the context of methodological approaches, the 
limitation is the use of bipolar, Likert-type scale. Thus, it was impossible to grasp a “true” nega-
tive relationship between endogenous and exogenous variables. Also, the use of the PMI net-
work for distribution purposes might have, to a certain extent, some influence on responders’ 
opinion, as well on the nature of obtained responses. The distribution process through the PMI 
network could have some influence on the responses obtained.  
 Future research should consider project characteristics as moderating variables. In-depth 
case studies should be conducted by comparing the traditional and agile approaches to see 
which project scenarios signal a better fit. 
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A B S T R A C T	   A R T I C L E   I N F O	

Improving	customer	satisfaction	and	shortening	the	manufacturing	cycle	have	
become	 common	 concerns	 of	 current	manufacturers.	 This	 paper	 presents	 a	
multi‐objective	location	model	considering	the	maximization	of	collaborative	
manufacturing	 capabilities	 and	 service	 benefits.	 This	 method	 first	 uses	 the	
two	dimensions	 of	 customer	share	 and	market	consumption	 to	 segment	 cus‐
tomers,	 and	 identify	 the	 weight	 of	 various	 customer	 groups.	 Secondly,	 the	
space	vector	model	 (VSM)	 is	used	 to	calculate	 the	matching	between	manu‐
facturing	 capabilities	 and	manufacturing	 requirements.	 Then	 build	 a	 multi‐
objective	location	model	based	on	the	two	goals	of	collaborative	manufactur‐
ing	capabilities	and	service	benefits.	Finally,	the	model	was	tested	with	simu‐
lation	data,	which	proved	the	validity	and	feasibility	of	the	model.	According	
to	 the	simulation	results,	managers	 can	accurately	select	 the	optimal	manu‐
facturing	 base	 from	multiple	 candidate	manufacturing	 bases	with	 regard	 to	
less	costs,	shorter	lead	times,	better	manufacturing	capabilities,	better	service	
benefits.	 In	 this	paper,	Fuzzy	 theory,	Logit	model	 and	VSM	are	 combined	 to	
salve	the	problem	of	manufacturing	base	location.	Considering	resources	and	
service	benefits	of	each	manufacturing	base,	it	is	helpful	to	optimize	the	loca‐
tion	 of	 enterprises.	 From	 the	 academic	 and	 practical	 points,	 this	 study	 pro‐
vides	a	new	perspective	for	the	location	problem.	
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1. Introduction  

Enterprises	need	to	get	rid	of	the	traditional	production	modes	in	order	to	meet	the	needs	of	the	
market	and	customers.	Enterprises	should	 form	manufacturing	alliance	with	other	enterprises	
in	the	industry	chain	to	achieve	resource	integration.	The	manufacturing	enterprise	is	no	longer	
an	 independent	 individual	 serving	 for	 the	 customer,	 but	 multiple	 manufacturing	 enterprises	
form	a	 logical	overall	manufacturing	alliance	to	 jointly	serve	 the	demand	side	of	 the	 industrial	
chain.	 In	 the	 face	of	diversified	and	personalized	 customer	demands,	 it	 is	difficult	 for	 a	 single	
enterprise's	 resources	 and	 capabilities	 to	 adapt	 to	 rapidly	 changing	market	 opportunities	 [1].	
Manufacturing	companies	form	a	manufacturing	alliance	to	decompose	a	complete	manufactur‐
ing	task	into	several	sub‐tasks.	Each	manufacturing	company	is	only	responsible	for	the	manu‐
facturing	of	one	sub‐task,	which	can	shorten	the	manufacturing	cycle	[2].	Marković	et	al.	pointed	
out	collaborative	manufacturing	can	improve	the	market	competitiveness	of	enterprises	[3].	
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At	 the	 same	 time,	 if	 enterprises	 want	 to	maximize	 sustainable	 development,	 they	 need	 to	
identify	customer	groups.	For	every	customer	that	an	enterprise	obtains,	it	has	to	pay	a	certain	
amount	of	investment	in	the	past,	but	the	returns	brought	by	customers	are	not	the	same.	In	this	
regard,	enterprises	must	seek	out	the	customer	groups	that	can	bring	value‐added	and	 lock	 in	
high‐value	 customer	 groups.	 Fazlollahtabar	 pointed	 out	 that	 a	 major	 challenge	 in	 marketing	
work	is	to	determine	the	best	market,	especially	in	market	segmentation.	Producers	need	to	find	
high‐value	markets	 in	 order	 to	 bring	more	 profits	 to	 enterprises	 [4].	Market	 segmentation	 is	
widely	used	in	various	industries,	it	can	effectively	help	managers	lock	in	high‐value	customers.	
Hajibaba	et	al.	studied	the	impact	of	tourism	on	hotel	management	and	subdivided	the	market	[5].	

Based	on	this,	this	paper	proposes	a	location	model	of	manufacturing	bases	in	collaborative	
manufacturing	environment,	and	studies	from	two	aspects	of	maximizing	the	matching	degree	of	
collaborative	manufacturing	capabilities	and	maximizing	service	benefit.	Firstly,	the	utility	theo‐
ry	of	Logit	model	is	used	to	classify	the	customers	(demand	points)	in	the	demand	area.	The	cus‐
tomers	are	divided	into	Loyal	customers,	Problem	customers,	Gold	customers	and	Taurus	cus‐
tomers.	According	to	the	production	situation,	these	four	types	of	customers	are	given	different	
weights.	Secondly,	the	vector	space	model	is	used	to	measure	the	matching	degree	between	the	
manufacturing	capabilities	of	 collaborative	manufacturing	partners	and	 the	manufacturing	de‐
mands	of	customer.	Finally,	a	multi‐objective	optimization	model	is	established	under	the	con‐
straints	of	time,	cost,	collaborative	ability	and	service	benefit.	

2. Literature review  

2.1 Customer segmentation and location decision  

Target	marketing	 strategy	 is	 an	 important	 subject	 that	 has	 attracted	much	attention	 from	 the	
industry	and	academia.	Market	 segmentation	 is	 a	widely	used	method	 to	 study	customer	pur‐
chasing	behavior	 [6].	Tan	et	al.	 studied	 the	 customer's	personalized	demands	and	 the	product	
structure.	He	believes	that	customer	behavior	affects	the	manufacturer's	planning	of	candidate	
product	module	variants	and	the	production	strategy	of	personalized	modules	[7].	Wu	et	al.	put	
forward	a	framework	model	reflecting	enterprise	customized	production,	which	combines	with	
organization	 information	 processing	 theory,	 three‐dimensional	 concurrent	 engineering	 theory	
and	resource	dependence	theory	[8].	Han	took	professional	conference	organizers	as	research	
objects	[9].	Zheng	et	al.	studied	the	power	demand	of	different	regions	through	market	segmen‐
tation,	 which	 provides	 a	 certain	 reference	 for	 the	 construction	 of	 the	 power	 industry	
[10].	According	 to	 the	USFK	base	 relocation	project,	 Lee	conducted	 the	preference	 analysis	on	
residential	demand,	 location	and	site	elements	of	 the	US	air	 force	 to	determine	the	 location	of	
the	residential	base	[11].	Ghorui	et	al.	combine	with	the	market	demand	of	consumers,	who	uses	
fuzzy	analytic	hierarchy	process	(FAHP)	and	ideal	solution	similarity	ranking	fuzzy	technology	
(FTOPSIS)	to	select	the	location	of	shopping	center	construction	[12].	In	the	parking	lot	location	
problem,	 Jelokhani‐Niaraki	 and	Malczewskil	 consider	 the	 interests	 of	 stakeholders	 and	 other	
groups,	 integrates	GIS	and	multi‐criteria	decision	analysis	(MCDA)	functions	into	the	web	plat‐
form,	and	provids	an	effective	multi‐criteria	spatial	decision	support	system	(MC‐SDSS)	[13]. 

2.2 Cooperative manufacturing and location decision 

In	 the	 industrial	 revolution,	 the	 production	 and	 operation	 system	 constantly	 pursues	 higher	
efficiency,	which	causes	the	manufacturing	mode	to	show	two	unique	characteristics:	integrated	
manufacturing	 and	 intelligent	manufacturing	 [14].	 Samani	et	al.	 proposed	 a	 concept	 based	 on	
collaborative	 decision‐making,	 using	 Analytic	 Hierarchy	 Process	 (AHP)	 and	 geographic	 social	
networks	to	select	the	location	of	public	parking	lots	in	Tehran	[15].	Wang	et	al.	studies	the	col‐
laborative	construction	of	wind	 farms	and	power	 to	gas	plants	and	establishes	a	collaborative	
location	planning	mathematical	model	based	on	the	scenario	analysis	with	the	optimization	ob‐
jective	of	maximizing	net	 investment	 income	 [16].	Au	et	al.	 used	 the	 feed	 forward	neural	net‐
work	with	error	back	propagation	 (EBP)	 learning	algorithm	and	 fuzzy	analytic	hierarchy	pro‐
cess	(FAHP)	to	establish	the	clothing	factory	location	model	[17].	Garcia	et	al.	studied	enterprise	
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location	considering	regional	accessibility,	distance,	cost,	regional	security,	regional	demand	and	
other	factors	[18].	Cai	et	al.	studied	the	decision‐making	problem	of	chemical	selection.	Consid‐
ering	the	regional	background	air	quality	information,	the	emission	of	new	manufacturing	sites	
and	 the	statistical	model	of	 local	meteorological	 conditions,	he	used	Monte	Carlo	optimization	
method	 to	 optimize	 the	 location	 of	 new	 chemical	 factory	 [19].	Habibi	et	al.	 proposed	 a	multi‐
objective	 robust	 optimization	model,	 which	 considered	 the	 impact	 of	 users,	 transfer	 stations,	
landfills,	recycling	plants	and	waste	transport	vehicles	on	the	location	of	domestic	waste	recy‐
cling	and	disposal	facilities	[20].	

3. Problem description 

Aiming	 at	 the	 location	model	 under	 the	 collaborative	manufacturing	 environment,	 this	 paper	
studies	 from	 the	 two	 aspects	 of	manufacturing	 capabilities	 and	 service	 benefit,	 involving	 the	
two‐stage	location	problem	and	types	of	nodes:	parts	suppliers,	manufacturing	partners,	manu‐
facturing	enterprises	and	customers	(demand	points).	Assuming	that	there	are	d	demand	points	
in	the	area.	To	better	meet	customer	demands,	the	enterprise	plans	to	build	several	factories	in	
this	area.	After	field	surveys,	it	is	found	that	there	are	a	total	of	m	candidate	manufacturing	bases	
for	the	enterprise	to	choose.	At	the	same	time,	 it	 is	 found	that	there	are	s	parts	manufacturing	
enterprises	can	be	used	as	collaborative	manufacturing	partners	and	l	suppliers.	The	structural	
analysis	model	is	shown	in	Fig.	1.	Due	to	the	different	mechanism	of	suppliers	and	collaborative	
manufacturing	partners,	 this	paper	only	studies	 the	enterprise	 location	model	 in	collaborative	
manufacturing	environment.	

Some	parameters	involved	in	this	paper	are	defined	in	order	to	facilitate	the	follow‐up	study.	

ܵ ൌ ሼ ଵܵ, ܵଶ, . . . , ܵ௦ሽ:	A	set	of	collaborative	manufacturing	enterprises.	 ௜ܵ 	represents	the	i‐th	col‐
laborative	manufacturing	enterprise,	݅ ൌ 1,2, . . . , 	.ݏ

ܯ ൌ ሼܯଵ,ܯଶ, . . . , 	represents	௝ܯ	.bases	manufacturing	candidate	of	set	A	௠ሽ:ܯ the	 j‐th	manu‐
facturing	base,	݆ ൌ 1,2, . . . , ݉.	

ܦ ൌ ሼܦଵ, ,ଶܦ . . . , ݈	,point	demand	l‐th	the	௟representsܦ	.points	demand	of	set	A	ௗሽ:ܦ ൌ 1,2, . . . , ݀.	
ܴ ൌ ሼܴଵ, ܴଶ, ܴଷ, ܴସሽ:	A	set	of	demand	point	(customer)	types.	In	this	paper,	customer	groups	

are	divided	into	four	types.	
ݓ ൌ ሼݓଵ, ,ଶݓ ,ଷݓ 	be	can	points	demand	of	set	weight	The	points.	demand	of	set	weight	A	ସሽ:ݓ

obtained	according	to	the	production	and	operation	experience	of	the	enterprise.		
	represents	௜௝݌ the	 distance	 between	 the	 collaborative	 manufacturing	 enterprise	 ௜ܵ	and	 the	

manufacturing	base	ܯ௝.		
௝௟݌
∗ 	represents	the	distance	between	the	manufacturing	base	ܯ௝	and	the	demand	point	ܦ௟.		

	

Manufacturing base 
1

Manufacturing base 
2

Manufacturing base 
m

. . .

Parts supplier 1

Parts supplier l

. . .

Collaborative 
manufacturing enterprise 1

Collaborative 
manufacturing enterprise d

. . .

Demand point 1

Demand point 2

Demand point s

. . .

 

Fig.	1	The	structural	analysis	model	of	manufacturing	base	
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4. Proposed methodology 

4.1 Customer segmentation based on customer value 

In	 this	paper,	 customer	 value	 can	be	 interpreted	 as	 the	present	 value	of	 the	 total	 profits	 that	
customers	may	create	for	the	enterprise	in	the	future,	assuming	that	the	customer's	current	pur‐
chasing	mode	remains	unchanged.	It	can	also	be	understood	that	after	enterprise	adjusts	opera‐
tion	strategies,	the	customer's	consumption	behavior	for	the	product	is	enhanced,	which	in	turn	
promotes	 the	 increase	of	corporate	profits,	and	 the	customer	may	 increase	 the	profit	value	or	
revenue	value	of	the	enterprise	in	the	future	[21].	This	paper	classifies	customer	groups	accord‐
ing	to	the	two	dimensions	of	customer	share	and	market	consumption,	which	is	called	customer	
classification	matrix,	as	shown	in	Fig.	2.	

HighLow

High

Low III

III IV

Customer share

Market 
consumption

	

							Fig.	2	Customer	classification	matrix	

Market	consumption	proposed	in	this	paper	refers	to	the	total	market	value	of	a	region	for	a	
certain	product	in	a	period	of	time.	To	a	certain	extent,	market	consumption	reflects	the	size	and	
trend	of	regional	demand	for	production.	The	demand	of	manufacturing	products	is	mainly	af‐
fected	by	regional	economic	factors	(ݔଵ),	regional	political	and	legal	factors	(ݔଶ),	regional	infor‐
mation	 technology	 factors	 	,(ଷݔ) regional	 cultural	 factors	 	,(ସݔ) regional	 customer	group	 factors	
	total	the	of	model	prediction	regression	linear	the	get	we	model,	regression	linear	the	Using	.(ହݔ)
market	consumption	of	product	in	the	region,	as	follow	

ܴ ൌ ܽଵݔଵ ൅ ܽଶݔଶ ൅ ܽଷݔଷ ൅ ܽସݔସ ൅ ܽହݔହ ൅ ݁																																								(1)	

Here,	a	and	e	are	structural	parameters.	The	value	of	structural	parameters	has	a	direct	im‐
pact	on	market	consumption.	In	order	to	get	more	objective	customer	segmentation	results,	this	
paper	uses	the	entropy	method	to	study	the	structural	parameters	in	Eq.	1.	The	specific	steps	are	
as	follows.	
Step	1:	 Selecting	experienced	professionals	 to	 form	an	expert	group	and	using	 the	1‐5	scoring	
method	to	evaluate	the	factors	of	the	regional	development	status.	Based	on	this,	we	can	obtain	
the	evaluation	information	and	establish	the	evaluation	matrix	as	follow.	

ܣܧ ൌ ൥
ܽଵଵ ⋯ ܽଵହ
⋮ ⋱ ⋮
ܽ௡ଵ ⋯ ܽ௡ହ

൩
௡ൈହ

																																																															(2)	

Here,	ܽ௜௞	is	the	score	of	the	k‐th	index	by	expert	i,	݇ ൌ 1, . . . ,5.		

Step	2:	Calculating	the	proportion	of	the	k‐th	index	given	by	expert	i.		

ොܽ௜௞ ൌ
௔೔ೖ

∑ ௔೔ೖ
೙
೔సభ

			,	݇ ൌ 1, . . . ,5																																																														(3)	

Step	3:	Calculating	the	entropy	value	of	the	k‐th	index	

݁௞ ൌ െߩ∑ ොܽ௜௞ ݈݊ሺ ොܽ௜௞ሻ
௡
௜ୀଵ 																																																														(4)	

Here,	ߩ ൌ
ଵ

௟௡ ௡
,	n	is	the	total	number	of	experts,	݁௞ ൒ 0.	

Step	4:	Calculating	the	coefficient	of	variance	of	the	k‐th	index		
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݀݁௞ ൌ 1 െ ݁௞																																																																											(5)	

Step	5:	Calculating	the	weight	of	each	index.	

ഺܽ௞ ൌ
ௗ௘ೖ

∑ ௗ௘ೖ
ఱ
ೖసభ

																																																																												(6)	

According	to	the	index	weight,	the	total	market	consumption	of	regional	products	is	further	
predicted	by	Eq.	7.	

ܴ ൌ ∑ ഺܽ௞ݔ௞
ହ
௞ୀଵ 																																																																										(7)	

Here,	ݔ௞	is	the	mean	value	of	the	evaluation	information.	
According	to	the	random	utility	theory	in	Logit	model	[22,	23],	the	expected	utility	of	an	en‐

terprise's	products	or	services	can	be	composed	of	two	parts:	decision	part	and	random	part,	as	
shown	in	Eq.	8.	

ܧ ௟ܶ ൌ ௟ݒ ൅ ݁௟																																																																										(8)	

ܧ ௟ܶ	is	 the	 expected	 utility	 of	 product	 j,	ݒ௟	is	 decision	 utility.	݁௟	is	 random	 utility.	 Assuming	
there	are	ܥ௡	similar	products	in	the	market,	݈ ∈ ሾ1, 	.௡ሿܥ

According	 to	 the	 research	 results	of	Guadagni	and	Little,	 customer	choice	 inertia	 is	 also	an	
important	factor	influencing	customer	choice	[24].	Therefore,	the	expected	utility	model	can	be	
further	expressed	as	

ܧ ௟ܶ௚ ൌ ௟௚ݒ ൅ ݁௟௚ ൅ 	(9)																																																													௟௚ݐݏܽܮߦ

Here,	ܧ ௟ܶ௚	is	utility	of	product	h,	when	customers	choose	to	purchase	product	݈	last	time.	ߦ	is	
the	customer's	purchase	inertia	coefficient.	If	݈ ൌ ௟௚ݐݏܽܮ	,݃ ൌ 1.	If	݈ ് ௟௚ݐݏܽܮ	,݃ ൌ 0.	

Decision	 utility	ݒ௟	is	 determined	 by	 a	 series	 of	 related	 variables.The	 decision	 utility	 can	 be	
calculated	by	Eq.	10.		

௟ݒ ൌ ∑ ௟௞ݔ௞ߙ
ே
௞ୀଵ 																																																																						(10)	

Here,	ݔ௟௞	is	 the	known	observation	value,	and	ߙ௞	is	 the	weight	coefficient.	Comprehensiving	
Eqs.	9	and	10,	the	probability	of	choosing	product	݄	can	be	expressed	as	Eq.	11.	

௟௚݌ ൌ
௘഍ಽೌೞ೒శ೐೗೒శ

∑ ഀೖೣ೗ೖ
ಿ
ೖసభ

∑ ௘഍ಽೌೞ೟೗೒శ೐೗೒శ
∑ ഀೖೣ೗ೖ
ಿ
ೖసభ಴೙

೒సభ

																																																									(11)	

The	Markov	prediction	method	can	effectively	predict	the	state	that	may	appear	in	a	certain	
time	according	to	the	current	state.	Markov	method	predicts	that	the	customer's	selection	prob‐
ability	of	product	l	at	the	t‐th	time	is	as	follow.	

ሺܤଵ௧, ⋯,ଶ௧ܤ , ஼೙௧ሻܤ ൌ ሺܣଵ, ⋯,ଶܣ , ஼೙ሻ൮ܣ

ଵଵ݌ ଵଶ݌ ⋯ ଵ஼೙݌
ଶଵ݌ ଶଶ݌ ⋯ ଶ஼೙݌
⋮ ⋮ ⋱ ⋮

஼೙ଵ݌ ஼೙ଶ݌ ⋯ ஼೙஼೙݌

൲

௧

																											(12)	

	represents	ܣ	and	time,	t‐th	the	for	݈	product	of	probability	choice	customer's	the	௟௧representsܤ
the	current	selection	probability.	

4.2 Manufacturing capabilities matching 

In	 the	actual	manufacturing	process,	 it	 is	difficult	 for	manufacturing	enterprises	 to	obtain	real	
and	accurate	manufacturing	information	of	collaborative	manufacturing	partners.	Fuzzy	theory	
is	considered	to	be	an	effective	 tool	 to	solve	 the	problem	of	uncertainty	and	 fuzziness	 [25].	 In	
this	paper,	triangular	fuzzy	numbers	are	used	to	obtain	manufacturing	capabilities	of	manufac‐
turing	partners.	

෠݇ ൌ ൫݇௦, ݇௠, ݇௟൯	is	 a	 triangular	 fuzzy	 number,	݇௦ ൑ ݇௠ ൑ ݇௟,	 which	 membership	 function	
௞෠ݑ ሺݔሻ	is	shown	as	follows:	



Optimization of a multi‐objective location model of manufacturing base considering cooperative manufacturing …
 

Advances in Production Engineering & Management 16(1) 2021  117
 

௞෠ݑ ሺݔሻ ൌ

ە
۔

ۓ
௫

௞೘ି௞ೞ
െ

௞ೞ

௞೘ି௞ೞ
, ݔ ∈ ሾ݇௦, ݇௠ሿ

௫

௞೘ି௞೗
െ

௞೗

௞೘ି௞೗
, ݔ ∈ ሾ݇௠, ݇௟ሿ

0,																																					other

																																																			(13)	

In	this	paper,	five	level	linguistic	variables	ܷ ൌ ሼܸܤ, ,ܯ,ܤ ,ܩ ‐manu	describe	to	given	are	ሽܩܸ
facturing	 capabilities	 of	manufacturing	partners.	 The	 corresponding	 triangular	 fuzzy	numbers	
are	shown	in	Table	1.	

Table	1	Linguistic	variables	and	triangular	fuzzy	numbers	
Language	variables Symbol Triangular	fuzzy	number
Very	bad	 VB (0,0.1,0.2)	
Bad	 B (0.2,0.3,0.4)	
Medium	 M (0.4,0.5,0.6)	
Good	 G (0.6,0.7,0.8)	
Very	good	 VG (0.8,0.9,1)	

Vector	 space	model	 (VSM)	 [26]	 is	 used	 to	 evaluate	 the	matching	 degree	 of	manufacturing	
demands	and	manufacturing	capabilities.	

Definition	1:	manufacturing	capabilities	demand	vector	represents	 the	manufacturing	capa‐
bilities	required	for	product	manufacturing.	Let	݀ ൌ ሺ݀ଵ, ݀ଶ, . . . , ݀ௗሻ	represents	the	demand	vec‐
tor.	 ௝݀ 	is	 the	 j‐th	product	manufacturing	demand,	݆ ൌ 1,2, . . . , ݀.	The	manufacturing	 capabilities	
vector	of	the	i‐th	collaborative	manufacturing	partner	is	݉௜ ൌ ሺ݉௜ଵ,݉௜ଶ, . . . , ݉௜ௗሻ.	݉௜௝	is	the	mas‐
tery	of	j‐th	manufacturing	capabilities	by	the	i‐th	manufacturing	partner,	݅ ൌ 1,2, . . . 	.ݏ

Definition	2:	manufacturing	capabilities	matching	degree	refers	 to	 the	matching	degree	be‐
tween	manufacturing	demands	and	manufacturing	capabilities.	Product	manufacturing	demand	
vectors	 are	 definite	 value.	 manufacturing	 capability	 vectors	 are	 obtained	 by	 triangular	 fuzzy	
number.	

If	݉௜௝	is	 ሶ݇ ൌ ൫ ሶ݇ ௦, ሶ݇ ௠, ሶ݇ ௟൯,	the	triangular	fuzzy	number	can	be	transformed	into	a	definite	value	
by	Eq.	14.	

݉௜௝ ൌ
௞ሶ ೞାସ௞ሶ ೘ା௞ሶ ೗

଺
																																																																					(14)	

According	to	VSM,	the	matching	degree	between	manufacturing	demands	and	manufacturing	
capabilities	can	be	obtained	by	Eqs.	15	and	16.	

simሺܯ, ௜ሻݏ ൌ cosሺ݀,݉௜ሻ,		݅ ൌ 1,2, . . . 	(15)																																															ݏ

cosሺ݀,݉௜ሻ ൌ
∑ ൫ௗೕൈ௠೔ೕ൯
೏
ೕసభ

ට∑ ௗೕ
మ೏

ೕసభ ൈට∑ ௠೔ೕ
మ೏

ೕసభ
,	݅ ൌ 1,2, . . . 	(16)																																										ݏ

Here,	the	higher	the	value	of	simሺܯ, 	.degree	matching	the	higher	the	௜ሻ,ݏ

4.3 Manufacturing base choice model 

This	 paper	 gives	 a	multi‐objective	 optimization	decision‐making	model	 for	 the	manufacturing	
base.	 The	 first	 goal	 is	 to	maximize	 the	matching	 value,	 that	 is,	 the	 reliability	 of	 collaborative	
manufacturing	alliance	formed	between	the	candidate	manufacturing	base	and	the	collaborative	
manufacturing	enterprises.	The	second	objective	 is	 to	maximize	the	service	benefits	under	the	
customer	preference,	that	is,	the	satisfaction	degree	of	each	candidate	manufacturing	base	to	the	
customer	demand	of	different	regions.	

According	to	the	characteristics	of	purchasing,	production,	transportation	and	sales	of	manu‐
facturing	enterprises,	collaborative	manufacturing	mainly	involves	four	influencing	factors:	cost,	
time,	demand	and	collaboration.	

The	total	production	and	operation	costs	of	candidate	manufacturing	base	ܯ௝	are	divided	into	
construction	 costs	 (ܿଵ),	 transportation	 costs	 (ܿଶ)	 and	manufacturing	 costs	 (ܿଷ).	 Among	 them,	
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transportation	cost	 (ܿଶ)	 includes	parts	 transportation	cost	 (ܿ௜௝
ଶ )	and	 finished	product	distribu‐

tion	cost	( ௝ܿ௟
ଶ).	

௝ܥ ൌ ௝ܿ
ଵ ൅ ௝ܿ

ଶ ൅ ௝ܿ
ଷ																																																																		(17)	

௝ܿ
ଶ ൌ ∑ ܿ௜௝

ଶ௦
௜ୀଵ ൅ ∑ ௝ܿ௟

ଶ																																																													ௗ
௟ୀଵ (18)	

In	order	 to	 facilitate	 the	study,	 this	paper	stipulates	 that	 the	unit	 transportation	cost	 is	 the	
same,	which	is	expressed	as	ܿ

∧,	then	the	Eq.	18	can	be	expressed	as:	

ܿ ൌ ܿ
∧
൫∑ ௜௝݌

௦
௜ୀଵ ൅ ∑ ௝௟݌

∗ௗ
௟ୀଵ ൯																																																											(19)	

The	times	of	the	manufacturing	base	ܯ௝	is	the	sum	of	the	collaborative	manufacturing	times	
	.20	Eq.	by	expressed	be	can	which	,(ଶݐ)	times	delivery	the	and	(ଵݐ)

௝ܶ ൌ ∑ ௜௝ݐ
ଵ௦

௜ୀଵ ൅ ∑ ௝௟ݐ
ଶௗ

௟ୀଵ 																																																															(20)	

Full	coverage	and	joint	coverage	are	selected	to	study	the	collaborative	manufacturing	capa‐
bilities.	It	is	required	that	the	collaborative	manufacturing	capabilities	must	meet	the	minimum	
manufacturing	capabilities	( ௝ܼ)	of	manufacturing	bases.	

∑ ݃൫݌௜௝൯
௦
௜ୀଵ ൒ ௝ܼ																																																																			(21)	

Among	them,	݃൫݌௜௝൯	is	the	collaborative	manufacturing	capabilities	based	on	distance	factor	
under	the	situation	of	full	coverage,	which	can	be	calculated	by	Eq.	22.	

݃ሺ݌௜௝ሻ ൌ ቊ
sim൫ܯ௝, ,௜൯ݏ ௜௝݌ ൑ ݎ

0, ௜௝݌ ൐ ݎ
				݅ ൌ 1,2, . . . , ,ݏ ݆ ൌ 1,2, . . . , ݉																								(22)	

Here,	ݎ	is	the	full	coverage	radius.	
Gradual	 coverage	 and	 joint	 coverage	 are	 selected	 to	 study	 the	 effective	 service	 of	 demand	

points.	The	sum	of	services	of	manufacturing	base	is	required	to	meet	the	minimum	service	de‐
mands	(ܼ௟

∗)	of	each	demand	point.	
∑ ݃൫݌௝௟

∗ ൯௠
௝ୀଵ ൒ ܼ௟

∗																																																																	(23)	

Among	them,	݃൫݌௝௟
∗ ൯	are	the	service	capacity	based	on	distance	factor	in	the	context	of	gradu‐

al	coverage,	which	can	be	calculated	by	formula	(30).	

݃ሺ݌௝௟
∗ ሻ ൌ ቐ

ܳ௜; ௝௟݌
∗ ൑ ଵݎ

ܳ௜ െ ௝௟݌
∗ ; ଵݎ ൏ ௝௟݌

∗ ൑ ଶݎ
0; ଶݎ ൏ ௝௟݌

∗
				݅ ൌ 1,2, . . . , ,ݏ ݆ ൌ 1,2, . . . , ݉																												(24)	

Here,	ܳ௜	is	 the	service	capacity	of	 i	 regions.	ݎଵ	is	 the	 full	 coverage	radius.	ݎଶ	is	 the	maximum	
service	radius	that	can	be	perceived.	

According	to	the	previous	analysis,	this	paper	constructs	a	multi‐objective	optimization	loca‐
tion	model	for	manufacturing	bases.	

max 	 ܼ ൌ ∑ sim൫ܯ௝, ௜൯ݏ
௠
௝ୀଵ 	(25)																																																											௝ݔ

max	 ܷ ൌ ∑ ௟ݓ
ௗ
௟ୀଵ ∑ ݃൫݌௝௟

∗ ൯௠
௝ୀଵ 	(26)																																																								௝ݔ

.ݏ 		.ݐ ∑ ݃൫݌௝௟
∗ ൯௠

௝ୀଵ ௝ݔ ൒ ܼ௟
∗																																																																	(27)	

∑ ݃൫݌௜௝൯
௦
௜ୀଵ ௝ݔ ൒ ௝ܼ																																																																					(28)	

∑ ௝ݔ ൬ ௝ܿ
∗ ൅ ܿ

∧
൫∑ ௜௝݌

௦
௜ୀଵ ൅ ∑ ௝௟݌

∗ௗ
௟ୀଵ ൯൰௠

௝ୀଵ ൑ 	(29)																																																ܥ

∑ ∑௝൫ݔ ௜௝݌
௦
௜ୀଵ ൅ ∑ ௝௟݌

∗ௗ
௟ୀଵ ൯௠

௝ୀଵ ൑ ܶ																																																					(30)	

ܼ௟
∗ ൒ 0;		 ௝ܼ ൒ 0;			 ௝ܿ

∗ ൒ ௝௟݌		;0
∗ ൒ ௜௝݌		;0 ൒ 0																																													(31)	
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௝ݔ ൌ ൜
0; 									selected	is			௝ܯ										
1; 			selected	not	is	௝ܯ											

																																																						(32)	

Eq.	25	represents	the	maximum	matching	value.	Eq.	26	represents	the	maximum	service	ben‐
efit.	Eq.	27	is	the	service	benefit constraint.	Eq.	28	is	the	collaborative	manufacturing	capabilities	
constraint.	Eq.	29	is	the	cost	constraint.	Eq.	30	is	time	constraint.	Eqs.	31	and	32	express	the	val‐
ue	range	of	decision	variables.	

5. Results and discussion 

5.1 Results 

An	equipment	manufacturing	enterprise	A	plans	to	build	several	factories	in	city	B.	According	to	
the	product	 sales	 records,	40	product	demand	points	are	obtained.	Through	 the	survey	of	 the	
city,	18	candidate	sites	were	obtained	for	site	selection.	At	the	same	time,	it	was	discovered	that	
20	manufacturing	enterprises	 could	act	 as	 collaborative	manufacturing	partners.	According	 to	
the	location	model	proposed	in	this	paper,	firstly,	it	is	necessary	to	segment	the	customer	groups	
for	these	40	product	demand	points.		

Four	experienced	professionals	in	the	industry	and	six	enterprise	employees	were	selected	to	
form	an	expert	group.	The	1‐5	scoring	method	is	adopted	to	evaluate	the	status	quo	of	regional	
development	and	index	weights,	which	evaluation	information	as	shown	in	Table	2.	

Table	2	Regional	evaluation	information	(one	demand	point)	

	
Development	status	evaluation Index	weight	evaluation	

	ଵݔ 	ଶݔ 	ଷݔ ସݔ ହݔ ଵݔ ଶݔ 	ଷݔ 	ସݔ ହݔ

Experienced	
professionals	

4	 2	 4	 4 5 3 1 5	 4	 3
3	 2	 5	 3 5 4 3 5	 1	 1
5	 4	 5	 5 1 1 2 2	 5	 1
3	 5	 2	 3 2 1 1 5	 3	 1

Enterprise	
employees	

2	 1	 5	 2 5 2 4 3	 3	 1
2	 3	 4	 5 5 2 1 2	 1	 1
2	 1	 4	 5 1 5 1 4	 3	 5
4	 4	 3	 5 4 5 3 5	 5	 4
4	 2	 3	 2 5 3 2 4	 2	 1
2	 1	 1	 1 3 3 1 4	 1	 3

According	 to	 the	 evaluation	 information,	 the	 evaluation	 matrix	ܣܧ	is	 established.	 Further‐
more,	the	proportion	matrix	 ොܽ	of	each	expert	for	each	index	is	calculated.	

ܣܧ ൌ ൥
3 1 5 4 3
⋮ ⋮ ⋮ ⋮ ⋮
3 1 4 1 3

൩
ଵ଴ൈହ

	

ොܽ ൌ ൥
0.103 0.053 0.128 0.143 0.143
⋮ ⋮ ⋮ ⋮ ⋮

0.103 0.053 0.103 0.036 0.143
൩	

Using	the	entropy	method,	the	weight	of	each	index	can	be	calculated,	as	shown	below.	

݀݁ ൌ ሺ0.051,0.062,0.020,0.063,0.095ሻ	

ഺܽ ൌ ሺ0.176,0.212,0.069,0.217,0.326ሻ	

According	to	Eq.	7,	the	total	market	consumption	of	regional	products	is	predicted	as	follows.	

ܴ ൌ෍ ഺܽ
ହ

௞ୀଵ
ݔ ൌ 3.257

	According	to	 field	 investigation,	 it	 is	 found	that	there	are	three	kinds	of	similar	products	 in	
this	 area.	 The	 evaluation	 information	 of	 customers	 for	 these	 four	 products	 is	 obtained	 in	 the	
form	of	questionnaire	survey,	as	shown	in	Table	5.	According	to	the	random	utility	theory,	the	
expected	utility	(ܶܧ)	of	each	product	is	calculated.	
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Table	3	The	expected	utility	(ET)	of	each	product	(one	demand	point)	

Products	
Determining	
utility	(ݒሻ	

Random	
utility	(݁ሻ	

Inertia	coefficient	
	ሻߦ)

Expected	utility(ܶܧ)
݈ ് ݃	 ݈ ൌ ݃

				Product	1	(A	enterprise) 4	 2 0.332 6	 6.332

Similar	
products	

Product	2 4	 3 0.402 7	 7.402
Product	3 3	 5 0.152 8	 8.152
Product	4 2	 5 0.114 7	 7.114

Based	on	the	Markov	prediction	method,	the	selection	probability	of	the	next	purchase	of	the	
demand	point	is	predicted	by	using	the	Eqs.	11	and	12.	

ܤ ൌ ሺ0.331,0.404,0.157,0.109ሻ	

We	can	know	the	market	share	of	enterprise	A	is	0.331.	We	can	use	the	same	method	to	cal‐
culate	market	share	of	other	demand	points,	as	shown	in	Fig.	3.	

According	 to	Fig.	 3,	 there	are	9	Loyal	 customers,	9	Problem	customers,	10	Gold	 customers	
and	12	Taurus	customers	in	40	demand	points.	In	the	next	production	and	operation	reform,	the	
influence	weights	of	 four	types	of	customers	on	enterprise	production	are	0.05,	0.15,	0.45	and	
0.35	respectively,	that	is	ݓ ൌ ሺ0.05,0.15,0.45,0.35ሻ.	

According	 to	production	 requirements,	 enterprise	A	 outsources	 the	 five	 sub‐manufacturing	
processes	of	equipment	manufacturing	products	and	provides	the	minimum	product	manufac‐
turing	capacities	requirements,	݀ ൌ ሺ0.419,0.502,0.562,0.516,0.441ሻ.	Based	on	the	experiences,	
an	expert	group	was	invited	to	use	fuzzy	theory	to	evaluate	the	manufacturing	capabilities.	Ac‐
cording	 to	 Table	 1,	 the	manufacturing	 capabilities	 evaluation	 information	 of	 the	 collaborative	
manufacturing	partner	is	obtained,	as	shown	in	Table	4.	

The	mean	value	of	 the	 triangular	 fuzzy	number	 is	obtained	by	the	mean	value	method,	and	
then,	the	triangular	fuzzy	number	is	converted	into	a	certain	value.	The	collaborative	manufac‐
turing	capabilities	vector	݉௜	of	collaborative	manufacturing	partners	is	shown	in	Table	5.	

The	matching	degree	is	calculated,	as	shown	in	Table	6.	
In	order	to	ensure	the	smooth	delivery	of	products,	the	manufacturing	capabilities	matching	

degree	 ≥	 0.9	 is	 selected	 to	 participate	 in	 the	 product	manufacturing	 process.	ݏଷ,	ݏସ,	ݏ଺,		ݏଵଵ	are	
selected.	The	total	collaborative	manufacturing	capabilities	of	enterprise	A	is	11.428.	The	collab‐
orative	manufacturing	capacity	of	18	candidate	manufacturing	bases	is	shown	in	Table	7.	

The	40	product	demand	points,	20	collaborative	manufacturing	partners	and	18	manufactur‐
ing	enterprise	candidate	points	are	scaled	down	and	drawn	on	the	plane	of	[0,100]×[0,100].	The	
location	relationship	and	information	are	shown	in	Fig.	4	and	Table	8.	

	

Fig.	3	Demand	points	subdivision	graph	
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Table	4	Fuzzy	value	of	manufacturing	capacity	(one	expert)	

	 mi

	 mi1	 mi2	 mi3 mi4 mi5	
s1	 (0.8,0.9,1)	 (0.4,0.5,0.6)	 (0.2,0.3,0.4) (0,0.1,0.2) (0.8,0.9,1)
s2	 (0.2,0.3,0.4)	 (0.6,0.7,0.8)	 (0.8,0.9,1) (0.8,0.9,1) (0.6,0.7,0.8)
s3	 (0,0.1,0.2)	 (0.6,0.7,0.8)	 (0.4,0.5,0.6) (0.2,0.3,0.4) (0.6,0.7,0.8)
s4	 (0.8,0.9,1)	 (0.6,0.7,0.8)	 (0.4,0.5,0.6)	 (0.8,0.9,1)	 (0.6,0.7,0.8)	
s5	 (0.6,0.7,0.8)	 (0.6,0.7,0.8)	 (0,0.1,0.2) (0.8,0.9,1) (0.4,0.5,0.6)
s6	 (0.4,0.5,0.6)	 (0.2,0.3,0.4)	 (0.8,0.9,1) (0.6,0.7,0.8) (0,0.1,0.2)
s7	 (0,0.1,0.2)	 (0.6,0.7,0.8)	 (0.8,0.9,1)	 (0.2,0.3,0.4)	 (0.8,0.9,1)	
s8	 (0.8,0.9,1)	 (0.8,0.9,1)	 (0.4,0.5,0.6) (0.6,0.7,0.8) (0.8,0.9,1)
s9	 (0.6,0.7,0.8)	 (0.4,0.5,0.6)	 (0.6,0.7,0.8) (0.8,0.9,1) (0,0.1,0.2)
s10	 (0.4,0.5,0.6)	 (0.6,0.7,0.8)	 (0.2,0.3,0.4)	 (0.4,0.5,0.6)	 (0.8,0.9,1)	
s11	 (0.6,0.7,0.8)	 (0.6,0.7,0.8)	 (0.8,0.9,1) (0.4,0.5,0.6) (0.6,0.7,0.8)
s12	 (0,0.1,0.2)	 (0.8,0.9,1)	 (0.2,0.3,0.4) (0.2,0.3,0.4) (0.6,0.7,0.8)
s13	 (0.2,0.3,0.4)	 (0.8,0.9,1)	 (0.2,0.3,0.4)	 (0.8,0.9,1)	 (0.4,0.5,0.6)	
s14	 (0.6,0.7,0.8)	 (0.6,0.7,0.8)	 (0.4,0.5,0.6) (0.6,0.7,0.8) (0,0.1,0.2)
s15	 (0,0.1,0.2)	 (0.8,0.9,1)	 (0.2,0.3,0.4) (0.8,0.9,1) (0.6,0.7,0.8)
s16	 (0.2,0.3,0.4)	 (0.4,0.5,0.6)	 (0.6,0.7,0.8)	 (0.2,0.3,0.4)	 (0.4,0.5,0.6)	
s17	 (0.8,0.9,1)	 (0.8,0.9,1)	 (0,0.1,0.2) (0.2,0.3,0.4) (0.8,0.9,1)
s18	 (0.6,0.7,0.8)	 (0,0.1,0.2)	 (0.8,0.9,1) (0.6,0.7,0.8) (0.2,0.3,0.4)
s19	 (0.6,0.7,0.8)	 (0.8,0.9,1)	 (0.4,0.5,0.6)	 (0.2,0.3,0.4)	 (0.4,0.5,0.6)	
s20	 (0.6,0.7,0.8)	 (0.4,0.5,0.6)	 (0.4,0.5,0.6) (0.6,0.7,0.8) (0.8,0.9,1)

	
Table	5	Collaborative	manufacturing	capabilities	

	 mi	 	 mi	

s1	 ݉ଵ ൌ ሺ0.314,0.752,0.224,0.691,0.849ሻ	 s11	 ݉ଵଵ ൌ ሺ0.076,0.728,0.514,0.968,0.965 ሻ	
s2	 ݉ଶ ൌ ሺ0.533,0.629,0.788,0.482,0.765ሻ	 s12	 ݉ଵଶ ൌ ሺ0.478,0.019,0.273,0.622,0.035ሻ	
s3	 ݉ଷ ൌ ሺ0.397,0.945,0.976,0.188,0.802ሻ	 s13	 ݉ଵଷ ൌ ሺ0.457,0.528,0.811,0.466,0.238ሻ	
s4	 ݉ସ ൌ ሺ0.481,0.108,0.835,0.513,0.438ሻ	 s14	 ݉ଵସ ൌ ሺ0.317,0.578,0.536,0.364,0.624ሻ	
s5	 ݉ହ ൌ ሺ0.701,0.141,0.426,0.261,0.772 ሻ	 s15	 ݉ଵହ ൌ ሺ0.348,0.025,0.076,0.138,0.569ሻ	
s6	 ݉଺ ൌ ሺ0.103,0.194,0.621,0.408,0.131ሻ 	 s16	 ݉ଵ଺ ൌ ሺ0.324,0.204,0.690,0.640,0.654ሻ	
s7	 ݉଻ ൌ ሺ0.915,0.651,0.668,0.772,0.850ሻ	 s17	 ݉ଵ଻ ൌ ሺ0.646,0.518,0.195,0.676,0.971ሻ	
s8	 ଼݉ ൌ ሺ0.753,0.337,0.490,0.323,0.947ሻ	 s18	 ݉ଵ଼ ൌ ሺ0.193,0.828,0.850,0.769,0.407ሻ	
s9	 ݉ଽ ൌ ሺ0.391,0.408,0.271,0.480,0.376 ሻ	 s19	 ݉ଵଽ ൌ ሺ0.375,0.586,0.852,0.439,0.565ሻ	
s10	 ݉ଵ଴ ൌ ሺ0.892,0.243,0.437,0.952,0.896 ሻ	 s20	 ݉ଶ଴ ൌ ሺ0.403,0.843,0.604,0.748,0.819ሻ	

	
Table	6	Matching	degree	(one	manufacturing	base)	

Collaborative	
enterprises	

s1	 s2	 s3	 s4	 s5	 s6	 s7	 s8	 s9	 s10	

,ܯሺ݉݅ݏ 	௜ሻݏ 0.900	 0.982	 0.913	 0.913	 0.844	 0.876	 0.974	 0.884	 0.974	 0.894	
Collaborative	
enterprises	

s11	 s12	 s13	 s14	 s15	 s16	 s17	 s18	 s19	 s20	

,ܯሺ݉݅ݏ 	௜ሻݏ 0.899	 0.767	 0.962	 0.970	 0.695	 0.939	 0.886	 0.952	 0.976	 0.974	

	
Table	7	Collaborative	manufacturing	capabilities	of	manufacturing	base	

Manufacturing	
bases

Collaborative	
capability	

Manufacturing	
bases	

Collaborative	
capability	

Manufacturing	
bases	

Collaborative	
capability	

M1	 11.428	 M7 10.295	 M13 9.942	
M2	 12.606 M8 8.455	 M14 11.708	
M3	 8.537 M9 10.354	 M15 12.803	
M4	 11.217 M10 10.537	 M16 9.188	
M5	 9.526 M11 12.801	 M17 7.848	
M6	 13.804 M12 10.206	 M18 8.758	
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Fig.	4	Location	diagram	

Table	8	Manufacturing	information	(A	part)	

s	 r	 M	 C	 T	 ݃ሺ݌ሻ	 ,ܯሺ݉݅ݏ ௜ሻݏ ܼ [r1,r2] D	 ݃ሺ݌∗ሻ	 ܼ∗	 w
s1	 20.569	 M1	 19.143 10.603	 11.428	 11.428 9.513 [30.351,32.393] D1	 60.566	 50.642 0.35
s2	 25.448	 M2	 18.127 6.593	 12.606	 12.606 9.957 [28.689,29.833] D2	 44.108	 58.482 0.05
s3	 28.397	 M3	 18.895 5.451	 8.537	 8.537 6.800 [33.552,35.048] D3	 60.936	 49.063 0.05
s4	 20.312	 M4	 20.863 5.217	 11.217	 11.217 8.481 [28.768,30.501] D4	 59.558	 64.009 0.45
s5	 21.954	 M5	 15.484 8.066	 9.526	 9.526 8.567 [31.658,33.155] D5	 54.574	 31.149 0.35

	

Based	on	the	above	calculation	data,	the	location	model	is	established	according	to	the	Eqs.	
31	to	39.	Assuming	that	the	total	cost	is	no	more	than	2	million	and	the	delivery	time	is	no	more	
than	25	months,	the	location	model	is	as	follows.	

max 	ܼ ൌ ଵݔ11.428 ൅ ଶݔ12.606 ൅ ଵ଻ݔ7.848⋯ ൅ 	ଵ଼ݔ8.758

max 	 ܷ ൌ 0.35ሺ60.566ݔଵ ൅⋯56.564ݔଵ଼ሻ ൅ ⋯0.15ሺ60.566ݔଵ ൅ ଵ଼ሻݔ56.564⋯
	

ܵ. .ݐ 		

ە
ۖ
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۖ
൝ۓ
ଵݔ60.566 ൅ ଶݔ44.108 ൅ ଵ଼ݔ56.564⋯ ൒ 50.642

⋯
ଵݔ60.566 ൅ ଶݔ44.108 ൅ ଵ଼ݔ56.564⋯ ൒ 66.354

൝
ଵݔ11.428 ൅ ଶݔ12.606 ൅⋯8.758ݔଵ଼ ൒ 9.513

⋯
ଵݔ11.428 ൅ ଶݔ12.606 ൅ ଵ଼ݔ8.758⋯ ൒ 15.624
ଵݔ19.143 ൅ ଶݔ19.552 ൅ ଵ଼ݔ15.621⋯ ൑ 200
ଵݔ10.603 ൅ ଶݔ6.593 ൅⋯9.447ݔଵ଼ ൑ 25

௝ݔ ൌ ൜
0; ,selected	not	is	௝ܯ			 ݆ ൌ 1,2, … ,18				
	1; 																																									selected	is	௝ܯ			

	

The	location	model	belongs	to	0‐1	integer	programming	model,	which	is	solved	by	lingo	soft‐
ware.	According	to	the	solution	results,	we	can	choose	4	candidate	manufacturing	bases	(3,	4,	6,	
11)	to	build.	These	4	bases	can	cover	all	the	demand	points	under	the	constraints	of	cost,	time,	
collaborative	requirements	and	service	requirements.	

5.2 Discussion 

Changing	 time	 parameter	 constraints	 of	 the	 model,	 other	 parameters	 remain	 unchanged,	 the	
multi‐objective	value	change	trend	of	the	model	 is	shown	in	Fig.	5.	As	can	be	seen	from	Fig.	5,	
with	the	increase	of	manufacturing	time	constraint,	the	collaborative	manufacturing	capabilities	
and	 service	 benefits	 are	 increased.	When	 the	 time	 constraint	 increases	 to	 a	 certain	 value,	 the	
multi‐objective	value	remains	constant,	which	no	longer	increases	with	the	increase	of	time.	The	
location	problem	involves	many	factors,	only	relaxing	time	constraints,	which	can	increase	tar‐
get	values	within	a	certain	range.	But	after	a	certain	value,	the	time	factor	will	no	longer	affect	
the	target	values.	
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Fig. 5 Time parameter analysis 

6. Conclusion 
Collaborative manufacturing breaks the traditional manufacturing mode and realizes flexible 
production. Aiming at the location model of manufacturing base in collaborative manufacturing 
environment, this paper presents a multi-objective location model considering collaborative 
manufacturing capabilities and service benefit. Firstly, the Logit model is used to segment the 
customers and identify the influence weight of various customer groups. Secondly, the space 
vector model is used to calculate the matching degree between the manufacturing capabilities 
and the manufacturing demands. Then, a multi-objective location model is established based on 
the two objectives of collaborative manufacturing capabilities and service benefit. Finally, the 
simulation data is used to test the model. In this paper, the method considers manufacturing 
capabilities and service benefits of manufacturing base from a new research perspective, which 
is closed to the actual manufacturing status and also provides a reference for the subsequence 
location model. In this paper, the location problem relaxed the constraints of distribution vehi-
cles. In the actual location problem, logistics distribution is also an important problem in the 
location problem. Therefore, in the next research, scholars should pay attention to the impact of 
logistics distribution on the location problem. 
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A B S T R A C T	   A R T I C L E   I N F O	

Nowadays,	it	is	necessary	to	formulate	and	implement	a	development	strate‐
gy	in	manufacturing	enterprises,	in	line	with	the	assumptions	of	the	Industry	
4.0	concept.	In	this	context,	a	gap	in	the	research	has	been	observed	in	effec‐
tive	management	methods,	in	order	to	gain	a	competitive	advantage	through	
the	 implementation	 and	 use	 of	 Additive	 Manufacturing	 (AM)	 technologies.	
The	main	purpose	 of	 the	 study	 is	 to	 build	 a	 new	approach	 to	management,	
based	on	the	implementation	of	new	AM	technologies	and	good	practice.	This	
paper	uses	 the	detailed	 literature	studies	and	results	 from	the	empirical	 re‐
search	of	some	250	Polish	manufacturing	enterprises;	this	material	contains	a	
sample	 thereof,	 processed	 into	 a	 new	approach.	 The	major	 contributions	 of	
the	work	 are	 as	 follows:	 (1)	 identification	 of	 current	management	 areas	 in	
which	manufacturing	companies	focus	their	activities,	in	the	context	of	Indus‐
try	4.0,	(2)	the	establishment	of	the	correlation	between	gaining	a	competitive	
advantage	and	implementing	AM	technologies	in	the	context	of	Industry	4.0,
(3)	Defining	the	so‐called	AM4.0CARD	as	a	new	management	approach,	based	
on	AM	technologies	and	the	requirements	of	Industry	4.0.	Managers	of	manu‐
facturing	enterprises,	thanks	to	the	use	of	the	proposed	approach,	may	take	a	
strategic	decision,	 regarding	 the	 implementation	of	AM	 technologies,	due	 to	
the	 possibility	 of	 forecasting	 the	 impact	 of	 such	 an	 investment	 on	 the	 im‐
provement	of	the	company's	competitive	advantage.	
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1. Introduction  

The	fourth	industrial	revolution,	also	referred	to	as	Industry	4.0,	is	based	primarily	on	the	close	
co‐operation	between	systems	related	to	cybernetic	and	physical	components.	Industry	4.0	has	
resulted	 in	 the	high	 integration	with	 the	 Internet	 of	 people	 and	digitally	 controlled	machines,	
information	 technologies	 and	 networking	 [1].	 Elements	 and	 materials	 produced,	 or	 used	 for	
production,	are	identifiable	at	every	stage	and	have	been	enhanced	with	the	possibility	of	inde‐
pendently	communicating	with	each	other	vertically,	from	individual	components	to	the	compa‐
ny's	IT	department	and	from	the	IT	department	to	the	components,	in	systems	based	on	the	as‐
sumptions	 of	 Industry	 4.0.	 The	 flow	 of	 information	 is	 implemented	 horizontally	 between	ma‐
chines	involved	in	the	production	process	and	the	company's	production	system.	The	assets	of	
the	 largest	 and	 fastest	 growing	 companies	 are	 innovative;	we	are	 talking	about	 the	 latest	 and	
most	innovative	technologies	and	machines,	apart	from	software	and	digital	algorithms,	permit‐
ted	 to	 operate	 on	 the	 network	 [2,	 3].	 The	 concept	 of	 Industry	 4.0	 significantly	 contributes	 to	
changes	 in	manufacturing	 companies	 and	 particularly	 affects	 the	 need	 to	 constantly	 adapt	 to	
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customer	 needs.	 Industry	 4.0	 introduces	 leading	 IT	 solutions	 into	 all	 aspects	 of	 production.	
Thanks	to	the	use	of	advanced	ICT	technologies,	 it	 is	possible	to	adapt	production	to	customer	
expectations	more	accurately	while	maintaining	low	costs,	high	quality	and	efficiency	and	devel‐
oping	 automation	 towards	 the	 implementation	 of	 cyber‐physical	 systems	 and	 testing	 human‐
machine	interactions	[4,	5].	In	connection	with	the	digital	revolution	observed	in	industry,	man‐
agement	 theories	 are	 emerging,	 based	 on	 new	 technologies	 and	 achieving	 competitive	 ad‐
vantages	in	the	market,	in	tandem	with	the	requirements	of	Industry	4.0.	

The	 basis	 of	 Industry	 4.0	 is	 its	 advanced	 production	 technologies,	 which	 include	 additive,	
manufacturing	(AM)	technologies	[6].	AM	is	treated	as	a	combination	of	materials	with	the	aim	
of	obtaining	a	real	object,	based	on	3D	CAD	data	[6,	7].	Metals,	ceramics,	metal	alloys,	as	well	as	
plastics	are	used	in	these	technologies.	Additive	manufacturing	technologies,	due	to	their	speci‐
ficity,	increase	flexibility	in	production	and	facilitate	the	speedy	and	hitch‐free	launch	of	a	prod‐
uct.	 AM	 technologies	 are	 widely	 used	 in	 rapid	 prototyping	 and	 production,	 as	 well	 as	 in	 the	
manufacture	of	products	with	complex	shapes,	which	would	not	otherwise	be	possible	with	tra‐
ditional	manufacturing	methods.	Thanks	to	the	production	capabilities	achieved	using	AM	tech‐
nology,	with	special	regard	to	the	production	of	objects	of	any	shape	and	structure,	AM	technol‐
ogies	 are	 the	 perfect	 solution	 for	 an	 on‐demand,	 customised	 production	 system	 and	 support	
more	significant	designs	and	manufacturing	freedom	to	create	innovation	in	Industry	4.0.	Thus,	
machines	using	AM	technologies	are	very	versatile;	 changing	 the	direction	of	production	or	of	
manufactured	products	does	not	require	retooling	of	the	production	line,	as	is	usually	the	case	
with	 traditional	 technologies.	 Thanks	 to	 this,	 time	 is	 saved	 and	 human	 participation	 reduced.	
Additionally,	AM	technologies	usually	recycle	material	[8].	

Based	 on	 the	 analysis	 of	 the	 literature	 on	 the	 subject,	 we	 have	 determined	 that	 there	 are	
management	theories	applicable	in	the	context	of	Industry	4.0.	On	the	other	hand,	the	develop‐
ment	of	AM	technology	is	evident,	as	has	been	confirmed	on	the	basis	of	empirical	research	on	
the	use	of	AM	technologies	 in	western	Poland,	 to	name	but	one	 location.	However,	answers	to	
the	 following	questions	are	 sought:	 (1)	Does	 the	 implementation	of	AM	 technology	 increase	a	
company's	competitiveness	on	the	market?	(2)	What	factors	influence	the	decision	to	implement	
AM	technology?	(3)	What	strategic	goals	can	be	achieved	by	implementing	AM	technologies?	

This	paper	deals	with	problems	related	to	management	theory,	as	described	in	the	research	
literature	of	 2018‐2020,	 namely,	 the	obtainment,	 in	 the	market,	 of	 competitive	 advantages	by	
manufacturing	 companies,	 due	 to	 use	 the	modern	 technologies	 in	 the	 context	 of	 Industry	 4.0.	
Our	purpose,	in	this	research,	is	to	advance	the	literature	on	the	relationship	between	competi‐
tion	within	a	manufacturing	company	and	the	implementation	of	AM,	in	the	context	of	meeting	a	
company's	 requirements	vis‐à‐vis	 the	 Industry	4.0	 concept.	 Therefore,	 a	 new	management	 ap‐
proach	 (CARD),	 based	 on	 AM	 technologies	 and	 the	 requirements	 of	 Industry	 4.0	 (so‐called	
AM4.0CARD)	is	proposed.	

2. Research methodology 

The	research	was	carried	out	in	two	stages:	(1)	analysis	of	the	literature	and	(2)	the	empirical	
research	to	identify	current	areas	of	interest	and	management‐oriented	activities	in	the	context	
of	the	implementation	of	AM	technologies.	In	the	first	stage,	current	professional	literature	was	
analysed,	highlighting	the	main	management	theories	on	achieving	competitive	advantage,	veri‐
fication	methods,	 areas	 of	 application	 and	 limitations.	We	 reviewed	 35	 articles	 published	 be‐
tween	 2018‐2020.	 Articles	 obtained	 from	 databases	 (mostly	 Elsevier)	 were	 subjected	 to	 an	
analysis	of	 the	preliminary	 content,	 based	on	 the	 titles	of	 the	articles	 and	 their	 abstracts.	The	
publication	period	was	set	from	2018	to	2020.	The	knowledge	contained	in	the	articles	was	ana‐
lysed	and	extracted,	with	particular	attention	being	paid	to	management	theory	with	aim	of	ob‐
taining	a	competitive	advantage,	the	correlation	with	Industry	4.0	and	the	models	verifying	the	
theory	thereof	and	the	possible	applications	and	limitations	to	be	encountered	when	applying	a	
given	theory.	In	the	final	step,	we	collected	the	data,	analysed	it	and	proceeded	to	write	this	pa‐
per.	 In	 researching	 the	 literature,	a	 research	gap	was	 identified	 in	 the	context	of	management	
theory,	based	on	AM	technologies	with	particular	reference	to	Industry	4.0.	
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	 In	the	second	stage	of	the	research,	at	the	end	of	2019,	we	tested	250	Polish	manufacturing	
companies	from	western	Poland	(from	the	Lubuskie	Voivodeship,	Lower	Silesia,	Opole,	Greater	
Poland	and	West	Pomeranian	Voivodeship)	in	the	metal	(125)	and	automotive	(125)	industries.	
The	tests	were	carried	out	using	the	survey	method.	The	survey	questionnaire	included	multi‐
choice,	closed	questions.	Among	the	automotive	companies,	were	92	small	enterprises,	29	medi‐
um	enterprises	and	4	large	enterprises,	while	representatives	of	the	metal	 industry	comprised	
95	 small	 enterprises,	 27	medium	enterprises	 and	3	 large	 enterprises.	 The	 respondents	 in	 the	
automotive	industry	were	mostly	representatives	of	the	management	(69)	and	company	owners	
(32),	specialist	employees,	including	technologists,	logisticians,	designers,	marketing	employees	
(16)	 and	 company	 support	 employees,	 including	 assistants,	 accountants,	 administrative	 staff,	
etc.	(8).	In	the	metal	industry,	the	respondents	to	the	survey	were	mainly	representatives	of	the	
management	(72),	owners	and	shareholders	(36)	and	specialist	employees,	in	the	fields	of	quali‐
ty,	 production,	 purchasing,	 design	 and	 construction,	 among	others	 (13)	 and	 company	 support	
employees,	including	accountants	and	sales/sales	department	staff	(4).	The	research	group	rep‐
resents	1	%	of	manufacturing	companies	from	the	automotive	industry	and	the	metal	industry,	
in	western	 Poland	 [6]	 based	 on	 data	 from	Central	 Statistical	Office	 of	 Poland,	Warsaw.	 In	 the	
second	stage,	through	empirical	research,	the	interest	 in	AM	technologies	of	respondents,	who	
use	AM	in	production	was	identified,	which	indicates	the	development	of	additive	technologies.	
	 In	order	to	find	the	answer	to	our	research	question,	correlation	analysis	was	used.	Correla‐
tion	 analysis	 is	 a	 statistical	 study	 that	describes	 the	 strength	of	 a	 linear	 relationship	between	
two	variables.	The	value	characterising	the	relation	 is	 the	correlation	coefficient	of	 the	sample	
(r).	 It	 takes	 its	 values	 from	 the	 closed	 interval	 <–1;	 1>.	 A	 value	 of	 –1	 indicates	 there	 is		
a	perfect	negative	correlation	and	a	value	of	1	indicates	a	perfect	positive	correlation.	A	value	of	
0	indicates	no	linear	correlation	[9].	
	 Finally	exploited	is	the	capability	of	the	Balanced	Scorecard	(BSC)	to	identify	the	relationship	
between	competition	within	a	manufacturing	company	and	the	implementation	of	AM	technolo‐
gies,	in	the	context	of	meeting	a	company's	requirements	by	combining	the	results	of	the	litera‐
ture	review,	the	empirical	research	results	and	the	correlation	analysis	results.	The	use	of	BSC	
can	provide	 a	manufacturing	 company’s	 strategy	 [10].	 Therefore,	 a	 new	approach	 to	manage‐
ment	 (CARD),	 based	 on	 the	 implementation	 of	 AM	 technologies,	was	 built	 using	 the	Balanced	
Scorecard	and	it	is	for	this	reason	that	identification	of	the	main	management	problems,	needs	
to	be	concentrated	on	four	strategic	areas	in	production	companies,	namely,	the	customers	(the	
sales	 market),	 the	 finances	 (including	 production	 resources),	 the	 processes	 (production	 pro‐
cesses)	and	development	(research	and	development	projects).	The	Balanced	Scorecard	is	a	tool	
that	enables	the	identification	of	problems	in	given	areas,	together	with	the	planning	of	strategic	
goals,	 activities	 and	 controls	 through	evaluation	of	 the	measure.	This	 tool	 allows	 the	accurate	
perspective	of	actions	to	be	analysed	at	specified	time	intervals,	so	that	solutions	to	identifying	
problems	can	be	planned	while	measuring	the	achievement	of	goals.	

3. Results and discussion 

3.1 Literature review results 

In	the	 literature	on	manufacturing,	 the	changes	refer	to	Industry	4.0	[11].	Manufacturing	com‐
panies	focus	on	the	implementation	of	new	technologies	in	order	to	meet	market	requirements	
and	 also	 face	 the	 challenge	 of	 adjusting	manufacturing	 processes,	 keeping	 in	mind	 strategies	
towards	 sustainable	 development,	 the	 proposal	 of	 products	manufactured	with	 a	 low	 energy	
input,	using	reduced	levels	of	resources	and	low	emissions	of	waste	and	exhaust	gases.	By	ana‐
lysing	the	literature	on	the	subject,	it	was	possible	to	identify	the	main	areas	in	which	manufac‐
turing	enterprises	focus	their	management	activities,	dictated	by	the	digital	revolution	of	indus‐
try.	Data	obtained	on	the	basis	of	literature	analysis	was	collected	and	summarised	in	Table	1.	
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Table	1	Management	theories	aimed	at	competitive	advantage	according	to	the	requirements	of	Industry	4.0		
No.	 Management	theory	aimed	at	competitive	advantage Aspects	of	Industry	4.0	 References
1.	 Theory	based	on	technology‐oriented	alliances	(the	hiring	of	

R&D	scientists	from	competitors	within	the	industry)	
Technology	implementation	and	
development	

[12]	

2.	 Theory	based	on	sustainability	in	the	context	of	a	company’s	
mainstream	competitive	strategy	

Sustainability [13]	

3.	 Theory	based	on	sustainable	development	and	inter‐temporal	
trade‐offs	

Sustainability [14]	

4.	 The	competence‐based	view	of	submarket	industrial	evolution,	
that	is,	the	convergence	toward	homogeneous	or	heterogene‐
ous	industry	structures,	e.g.	the	positioning	of	incumbents	

Big	data [15]	

5.	 Theory	based	on	the	concept	of	relational	rivalry (Competition	
between	firms)	

No	direct	correlation	 [16]	

6.	 Theory	based	on	the	creative	integration	of	several information	
and	communication	technologies	(ICTs)	

Networking,	ICTs,	Internet	of	
things	

	[17,	18]

7.	 Theory	based	on	corporate	social	responsibility	(CSR) No	direct	correlation	 [19]	
8.	 Theory	based	on	effective	risk	management	in	technological	

innovation	and	the	implications	thereof	
Big	data [20]	

	
9.	 Institutional	theory	and	international	entrepreneurship	(inter‐

nationalisation)	
No	direct	correlation	 [21,	22]

10.	 Theory	based	on	the	product‐service‐systems	(PSS)	strategy Networking,	Internet	of	things		 [23,	24]
11.	 Theory	based	on	the	use	of	business	models by	management No	direct	correlation	 [25]	
12.	 Theory	based	on	the	accumulation	of	knowledge	strategies	and

knowledge	management	
Big	data [26,	27]

13.	 Strategy	based	on	effective	research	and	development	(R&D) Technology	development	and	
implementation,	big	data	

[28]	

14.	 Theory	based	on	management	of	the	green	supply	chain	
(GSCM)	

Sustainability [29]	

15.	 Method	based	on	the	synergy	effect	 Networking [30]	
16.	 Theory	based	on	the	development	of	a	product	and	the	portfo‐

lio	design	method		
Networking,	big	data,	technology	
development	and	implementa‐
tion	

[31,	32]

17.	 Theory	based	on	identifying	and	implementing the	best	tech‐
nology	

Additive	manufacturing,	tech‐
nology	development	and	imple‐
mentation	

[33]	

18.	 Theory	based	on	the	management	of	a	sustainable	supply chain	
(SSCM)		

Sustainability	 [34]	

19.	 Theory	based	on	business	analytics	in	manufacturing: Big	data [35]	
20.	 Smart	manufacturing	(SM)	

	
Smart	manufacturing,	Internet	of	
things,	big	data,	building	blocks,	
additive	manufacturing	

[36]	
	

21.	 Theory	based	on	improving	the	systematic	learning within	a
factory	based	on	the	level	of	maturity		

Big	data,	smart	manufacturing,	
technology	development	and	
implementation	

[37]	

22.	 Theory	based	on	implementing	project	management	good	
practices	and	lean	production	methodologies	

Additive	manufacturing,	smart	
manufacturing,	big	data	

[38]	

23.	 Methodology	for	the	design	of	agile	product	development	net‐
works	

Networking,	Internet	of	things		 [39]	

24.	 Theory	based	on	open	innovation	(OI)	 Technology	development	and	
implementation,	networking		

[40]	

	
	 An	analysis	of	the	management	theories,	presented	in	Table	1,	indicates	that	20	are	correlat‐
ed	with	 Industry	4.0	while	 the	remaining	4	have	no	direct	correlation	 thereto.	 In	carrying	out	
further	 analysis	 of	 the	 data	 in	 Table	 1,	 the	 data	was	 divided	 into	 those	main	 areas	 on	which	
management	theories	focus	and	into	which	the	theories	were	divided,	according	to	the	examples	
of	Industry	4.0	to	which	they	applied.	To	this	end,	theories	were	analysed	and	divided	into	five	
main	groups	or	areas	on	which	management	activities	focus:	(1)	company—environment	rela‐
tions;	 (2)	 company	 relations—other	 company	 relations;	 (3)	 processes;	 (4)	 products;	 (5)	
knowledge	and	competences.	The	division	of	theories	into	main	areas	of	activity	is	presented	in	
Table	2.		 	
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Table	2	Division	of	management	theory	in	the	area		
Management	area	 The	sequence	number	of	the	theory	(from	Table	1)

Company	relations—environment	 2,	3, 7, 9, 14,	18
Company	relations—other	company	 1,	5,	24
Processes	 6,	8,	11,	15,	17,	19,	20,	22
Products	 10,	16,	23
Knowledge	and	competences	 1,	4,	6,	12,	13,	19,	21,	24

	 	
The	literature	analysed	presents	the	current	management	theories	that	are	applied	in	the	con‐
text	of	Industry	4.0.	When	analysing	the	data	collected	in	Table	1	and	Table	2,	there	is	a	visible	
tendency	 for	manufacturing	 enterprises	 to	 focus	 on	management	 in	 two,	main	 areas,	 namely:	
processes	and	knowledge	and	competences.	In	addition,	there	is	a	clear	tendency	that	most	the‐
ories	are	correlated	with	Industry	4.0	and	are	applicable	in	aspects	such	as:	big	data,	network‐
ing,	the	Internet	of	things,	smart	manufacturing,	etc.	Changes	related	to	Industry	4.0	shape	the	
trend,	and	force	companies	to	adapt	to	the	expectations	of	a	competitive	market.	The	changing	
needs	of	customers	mean	that,	ever	more	frequently,	companies	are	forced	to	react	quickly	and	
thus	 to	modernise	 production	 lines.	 This	 is	 a	 necessary	 process	 but	 it	 is	 time	 consuming	 and	
requires	considerable	resources.	Thanks	to	the	use	of	AM	technology,	the	use	of	flexible	produc‐
tion,	reduces	production	time,	reduces	the	need	to	change	the	production	line,	allows	products	
to	 be	 produced	 in	 any	 shape	 and	 reduces	 human	participation	 in	 the	 production	process.	 AM	
technologies	allow	products	to	be	produced,	based	on	3D	CAD	data,	by	adding	material,	 layer‐
by‐layer	to	create	a	solid	object	and	thus	solve	various	Fourth	Revolution	issues.	However,	we	
have	not	found	an	approach	to	management,	based	on	the	implementation	of	AM	technologies	in	
the	context	of	planning	strategic	action,	with	the	aim	of	achieving	a	company’s	competitive	edge.	
By	proposing	a	new	approach,	based	on	the	implementation	of	AM	technology,	in	the	context	of	
Industry	4.0,	we	intend	to	present	the	impact	of	obtaining	a	competitive	advantage	by	a	produc‐
tion	company	implementing	AM	technology,	using	the	results	of	the	literature	research,	the	re‐
sults	of	the	empirical	research	and	the	strategic	analysis	tool.	

3.2. Empirical research results 

The	 results	 obtained	were	 subjected	 to	 statistical	 analysis	 in	 the	 Statistica	 v.13.3	 programme	
and	we	examined	the	correlation	between	the	results	obtained.	In	order	to	examine	the	validity	
of	hypothesis	1,	we	analysed	the	correlation	between	the	research	results	related	to	competitive	
advantage	and	the	motives	for	implementing	AM	technology	in	the	enterprise.	The	results	were	
collected	and	are	presented	in	Table	3.	

Analysing	the	results	of	the	statistical	surveys	obtained,	we	noticed	that	the	highest	correla‐
tion	occurs	between	competitive	advantage	and	freedom	in	product	design.	Probably,	the	com‐
panies	participating	in	the	survey	see	a	real	opportunity	in	gaining	a	competitive	advantage	by	
offering	consumers	the	opportunity	to	buy	any	product,	personalised	according	to	the	custom‐
er's	expectations.	In	addition,	the	motive,	indicated	for	the	implementation	of	AM,	suggests	that	
companies	want	 the	possibility	of	quickly	 transforming	production	 lines	 in	order	 to	be	able	 to	
produce	any	product,	depending	on	the	needs	of	the	market.	The	indication	for	this	motive,	for	
the	implementation	of	AM,	also	suggests	that	companies	want	to	be	able	to	produce	products	of	
any	shape,	even	those	with	the	most	complex	geometry	which	could	not	be	produced	using	tra‐
ditional,	manufacturing	methods.	 In	addition,	 companies	see	 that	a	 competitive	advantage	can	
be	gained	by	not	having	assembly	lines,	but	rather,	by	having	products	personalised,	using	mate‐
rials	efficiently	and	responding	quickly	to	market	needs.	

We	 also	 examined	 the	 correlation	 between	 the	 results	 of	 the	 research,	 as	 related	 to	
knowledge	about	AM	and	competitive	advantage.	The	research	covered	factors	indicating	com‐
petitive	advantage	and	the	factors	describing	knowledge	prerequisite	for	the	implementation	of	
AM	technologies,	namely:	research	results	related	to	interest	in	implementing	AM	technologies.	
This	 factor	 was	 chosen	 because	 employees'	 knowledge	 about	 AM	 technology	 should	 include	
knowledge	about	processes	to	which	AM	technologies	(and	the	methods	related	to	AM)	can	be	
applied.	The	data	was	collected	and	is	presented	in	Table	4.	
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Table	3	Correlation	between	motives	for	implementation	AM	technologies	and	competitive	advantage	

Relations	 Correlation	 r2	 t	 p	

Cost	reduction/competitive	advantage	 0.261347	 0.068303	 4.255292	 0.000030	
Effective	use	of	material/competitive	advantage	 0.399677	 0.159742	 6.852541	 0.000000	
Freedom	in	product	design/competitive	advantage	 0.476172	 0.226740	 8.510392	 0.000000	
No	assembly/competitive	advantage	 0.411996	 0.169740	 7.106148	 0.000000	
Product	personalisation/competitive	advantage	 0.411996	 0.169740	 7.106148	 0.000000	
Quickly	reaction	for	the	needs	of	market/competitive	advantage		 0.371527	 0.138032	 6.289171	 0.000000	
Optimisation	of	product	function/competitive	advantage	 0.329615	 0.108646	 5.486935	 0.000000	
Development/competitive	advantage	 0.034717	 0.001205	 0.545943	 0.585598	
Product	quality/competitive	advantage	 0.095248	 0.009072	 1.503779	 0.133916	
Effectiveness/competitive	advantage	 ‐0.062487	 0.003905	 ‐0.983990	 0.326083	
Waste	or	energy	reduction/competitive	advantage	 ‐0.035784	 0.001280	 ‐0.562747	 0.574117	
Employee	reduction/competitive	advantage	 ‐0.050812	 0.002582	 ‐0.799608	 0.424706	

	 	
Table	4	Correlation	between	interest	in	implementing	AM	technology	and	competitive	advantage	

Relations	 Correlation	 r2	 t	 p	
FDM/competitive	advantage 0.063443	 0.004025	 1.001124	 0.317743	
LOM/competitive	advantage 0.095360	 0.009093	 1.508599	 0.132674	
DLP/competitive	advantage 0.193372	 0.037393	 3.103808	 0.002132	
PolyJet/competitive	advantage	 0.159730	 0.025514	 2.548154	 0.011434	
DMLS/competitive	advantage	 0.485181	 0.235401	 8.738014	 0.000000	
SLS/competitive	advantage 0.063443	 0.004025	 1.001124	 0.317743	
SLA/competitive	advantage 0.226348	 0.051233	 3.659508	 0.000309	
EBM/competitive	advantage 0.226348	 0.051233	 3.659508	 0.000309	

	
	 The	results	of	the	statistical	analysis	indicated	that	the	highest	correlation	exists	between	the	
interest	 in	 implementing	 the	DMLS	method	and	 competitive	 advantage.	The	DMLS	method	al‐
lows	the	creation	of	complex	shapes	by	the	selective	melting	of	metal	powders	that	would	not	
have	been	possible	using	traditional,	manufacturing	methods.	Once	again,	companies	see	a	com‐
petitive	advantage	 in	 implementing	the	AM	method	that	allows	the	design	and	manufacture	of	
products	 of	 any	 shape,	 depending	 on	 customer	 expectations	 and	market	 needs.	 In	 addition,	 a	
significant	correlation	was	observed	 for	 the	SLA	(Stereolithography)	and	EBM	(Electron	Beam	
Melting)	methods.	Both	methods	are	used	in	rapid	prototyping.	The	SLA	method	involves	hard‐
ening	the	resin	by	 laser,	allowing	the	rapid	production	of	plastic	prototypes.	The	EBM	method	
uses	an	electron	beam	to	melt	metal	powders,	allowing	precision	parts	to	be	made	in	a	vacuum.	
	 On	 the	 basis	 of	 the	 research	 results,	 both	 from	 analysis	 of	 the	 literature	 and	 the	 empirical	
research	results	from	250	Polish	manufacturing	enterprises,	a	new	management	approach	was	
built,	based	on	implementing	AM	technologies	 in	manufacturing	companies,	namely	the	AM4.0	
CARD.	

3.3. AM4.0CARD – A new approach to management, based on the implementation of a new 
    Additive Manufacturing technologies 

The	proposed	approach	 is	based	on	a	 specific,	 innovative	group	of	AM,	 the	benefits	of	 the	 im‐
plementation	of	which	appear	in	all	production	areas.	In	order	to	define	the	strategic	action	for	a	
manufacturing	company,	in	the	context	of	an	increase	in	competitive	advantage,	due	to	the	im‐
plementation	 of	 AM	 and	 the	 adjustment	 to	 the	 requirements	 of	 the	 Industry	 4.0	 concept,	 the	
Balanced	Scorecard	tool	was	used.	On	the	basis	of	data	 from	Table	1,	main	management	areas	
were	 identified,	which	were	 presented	 in	 Table	 2.	 The	most	 frequently	 discussed	 area	 in	 the	
literature	analysed	were	processes.	By	examining	process	theories,	 it	appears	that	they	are	re‐
lated	to	Industry	4.0	in	the	following	aspects:	Additive	manufacturing,	big	data	and	networking.	
The	second	area	is	knowledge	and	competences;	it	appears	that	these	are	related	to	Industry	4.0	
in	the	aspect	of	technology	development	and	implementation.	The	third	area	is	a	company’s	re‐
lationship	with	the	environment	and	then	the	relationship	of	companies	with	one	another.	In	the	
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case	of	 relationships,	a	 link	 to	 Industry	4.0	has	been	 identified	 in	 the	aspects	of	sustainability,	
technology	development	and	 implementation.	The	 last	area	are	products,	 in	which	association	
with	Industry	4.0	has	been	identified;	this	area	is	in	the	areas	of	Networking	and	the	Internet	of	
Things	(IoT).	Examination	of	management	 theories	associated	with	 Industry	4.0	has	 identified	
four	main	areas	of	management:	process,	product,	knowledge	and	management	and	lastly,	rela‐
tionships.	Based	on	 the	 results	of	 empirical	 research,	 the	 correlation	between	 the	motives	 for	
implementing	AM	technology	declared	by	the	manufacturing	companies	surveyed	and	a	defined	
competitive	advantage	was	examined.	The	results	of	the	empirical	research	indicate	a	set	of	fac‐
tors	describing	competitive	advantages,	including	new	material,	adaptation	of	new	manufactur‐
ing	technologies,	 investments,	personalised	products,	 the	management	of	suppliers	and	reduc‐
tions	in	the	waiting	time	for	products.	A	significant	correlation	was	observed	in	the	case	of	free‐
dom	 in	product	design:	 the	absence	of	an	assembly	 line,	product	personalisation,	 the	effective	
use	of	material,	quick	reaction	to	 the	needs	of	 the	market,	 improvement	 in	 the	 function	of	 the	
product	and	a	reduction	in	costs.	Additionally,	a	significant	correlation	was	observed	in	the	fol‐
lowing	factors,	new	material,	adaptation	of	new	manufacturing	technologies,	personalised	prod‐
ucts	and	the	management	of	suppliers.	Based	on	the	results	of	an	analysis	of	areas	of	manage‐
ment	and	factors	correlated	with	competitive	advantage,	strategic	goals	were	defined;	this	pro‐
cess	is	shown	in	Table	5.	

The	measures	in	Table	5	were	defined	on	the	basis	of	strategic	goals.	When	designing	strate‐
gic	goals	and	measures,	we	took	into	account	the	results	of	the	correlation	analysis	of	the	mo‐
tives	for	implementing	AM	technology	and	the	factors	defining	competitive	advantage,	as	well	as	
the	results	of	the	literature	research.	The	measures	have	been	designed	to	allow	verification	of	
progress	and	achievement	of	strategic	goals.	Above	all,	significant	interest	in	laser	technologies	
(e.g.	DMLS)	 and	 the	 factors	 affecting	 decisions	 on	 implementing	AM	were	 taken	 into	 account:	
cost	reduction,	reduction	in	production	times,	reduction	in	barriers	to	design	and	in	barriers	to	
manufacturing	a	wide	variety	of	shapes,	etc.	The	perspectives	of	those	actions	taken,	for	imple‐
menting	 strategic	 goals,	 based	 on	 adopted	measures,	 in	 accordance	 with	 Balanced	 Scorecard	
methodology,	are	formulated	in	Table	5.	
	 The	proposed	approach	based	on	the	use	of	AM	technology	in	combination	with	the	theories	
contained	in	Table	1,	is	a	new	approach,	because	it	directs	the	enterprise	concerned	to	focus	its	
management	 activities	 on	 specific,	 innovative	 manufacturing	 technology.	 The	 approach	 thus	
proposes	to	focus	on	the	new	AM	technology,	enabling	the	production	of	finished	products	and	
structures	of	virtually	any	shape,	thereby	reducing	the	assembly	stage	and	human	participation.	
The	company's	 focus	on	manufacturing	with	AM	technology	can	help	 it	gain	a	competitive	ad‐
vantage	by	being	able	to	respond	quickly	to	market	needs	without	having	to	switch	production	
lines	 to	 a	 new	 product,	 allowing	 experimentation	 and	 prototyping	 before	 making	 large‐scale	
production	decisions,	which	contributes	to	effective	knowledge	management	and	competence	in	
products	and	processes,	as	well	as	 to	 the	effective	management	of	resources.	The	research	re‐
sults	may	prove	useful	for	manufacturing	companies	from	the	metal	and	automotive	industries	
which	are	focussed	on	development	and	achieving	competitive	advantage,	primarily	in	the	area	
of	manufactured	products,	product	portfolio	and	quick	response	to	market	needs.	The	main	limi‐
tations	may	 be	differences	 in	 the	 level	 of	 development	 of	 Polish	 industry,	 in	 relation	 to	 other	
countries	in	the	world.	It	should	be	emphasised	that	the	proposed	approach	was	created	on	the	
basis	of	an	analysis	and	empirical	research	of	the	literature	conducted	in	metal	and	automotive	
manufacturing	companies	in	western	Poland	(Europe).	The	proposed	approach	is	the	first	step	
to	creating	an	individual,	long‐term	strategy,	based	on	the	use	of	the	new	AM	technology.	Creat‐
ing	a	 long‐term	strategy	 should	 take	 into	account	 the	profile	and	 individual	 capabilities	of	 the	
company.	
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Table	5	AM4.0CARD	–	A	management	approach	based	on	the	implementation	of	AM	technologies	for	manufacturing	
companies	in	the	context	of	industry	4.0	
Perspective	 Problem Strategic	goal Measure Value Actions	
AM4.0	Customers	
	
	

Inability	to	pro‐
duce	a	product	
that	meets	cus‐
tomer	expecta‐
tions	

Adopt	and	im‐
plement	AM	
technology	
	

The	number	of	AM	
technologies	se‐
lected,	via	analy‐
sis,	resulting	in	the	
implementation	of	
strategic	goals	

≥ 3 1.	 Analysis	of	new	and	potential‐
ly	adaptable	production	tech‐
nologies	and	the	selection	of	a	
minimum	of	3	AM	technolo‐
gies	

2.		Testing	the	technology	in	an	
external	enterprise	(research	
and	development	unit)	before	
deciding	on	implementation	

3.		Comparative	analysis	of	im‐
plementation	assumptions	and	
the	results	of	empirical	re‐
search	

4.		Analysis	of	the	quality	of	
products	obtained,	using	cur‐
rent	and	envisaged	technology

Limitations	in	
obtaining	a	prod‐
uct	with	complex	
geometry	

Product	person‐
alisation	and	
freedom	in	
product	design	
	

AM4.0	Finances	 Costs	of	employ‐
ing	production	
workers	

Reduction	of	
employee	partic‐
ipation	in	the	
production	
process	

Adaptation	of	AM	
technology	using	a	
laser,	e.g.	DMLS	–	
a	method	reducing	
the	assembly	
stage,	allowing	the	
serial	production	
of	products	of	any	
geometry	without	
the	need	to	retool	
the	machinery	
Learning	and	
training	in	the	use	
of	new	AM	tech‐
nologies	

1
	

1.	 Selecting	a	technology	that	
meets	the	objectives	of	achiev‐
ing	strategic	goals	

2.		Analysis	of	the	adaptability	of	
new,	manufacturing	technolo‐
gy	

3.		Decision	to	implement	the	
new	AM	technology	

4.		Implementation	
Costs	associated	
with	the	need	to	
change	machin‐
ery	

Quick	response	
to	changes	and	
market	needs	
and	reduction	of	
conversion	costs

The	relatively	
large	amount	of	
waste	material	
that	cannot	be	
recycled	

Effective	use	of	
material	

Indicator	of	waste	
material		

< 10 % 1.	 Measurement	and	analysis	of	
the	amount	of	waste	material	

2.		Control	in	the	management	of	
materials		

3.		Analysis	of	emerging,	innova‐
tive	materials	in	terms	of	their	
adaptability	to	the	production	
process	

AM4.0	Processes	 Long	waiting	
times	for	the	
product	
	
	

Reduction	in	
production	
times	by	reduc‐
ing	the	assembly	
stage	

Time	of	produc‐
tion	

‐15 % 1.	New	technology	in	the	produc‐
tion	process	

2.		Adaptation	of	technology	to	
the	requirements	of	the	pro‐
cess	and	of	the	product		

3.		Testing	the	possibility	of	ob‐
taining	any	shape,	using	AM	
technology	

4.		CAD	design	
5.		Production		

Technological	
limitations	in	the	
production	of	
products	

Producing	prod‐
ucts	of	any	
shape	

The	possibility	to	
obtain	any	shape	
throughout	the	
production	pro‐
cess	

100 %

AM4.0	Develop‐
ment	

No	access	to	
models	

‐	 ‐ ‐ 1.	 New,	production	process	tech‐
nology	

2.		Learning	and	training	in	the	
use	of	new	AM	technologies		

3.		Acquiring	knowledge	and	
competences	through	experi‐
ence	in	the	use	of	AM	technol‐
ogies	

No	R&D
activities	

Increased	level	
of	knowledge	
and	competence	
in	the	use	of	AM	
technologies	

The	possibility	of	
acquiring	new	
knowledge	and	
competence	

‐

	
Based	on	the	research	results	obtained,	it	can	be	assumed	that	the	introduction	of	AM	technolo‐
gy	into	Polish	manufacturing	companies	may	contribute	to	increased	interest	in	Polish	products	
by	other	EU	countries	as	also	to	contributing	to	an	increase	in	the	level	of	exports	and	competi‐
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tive	advantage.	In	this	matter,	a	key	role	is	played	by	the	costs	associated	with	production,	which	
shape	the	price	of	a	given	product.	The	additive	manufacturing	technology	facilitates	the	produc‐
tion	of	ready‐made	structures,	the	assembly	of	which	would	be	impossible	or	at	least	very	diffi‐
cult	using	conventional	manufacturing	methods.	 In	addition	to	a	significant	reduction	 in	waste	
and	 the	maximum	use	 of	materials,	 the	 production	 of	 structures,	with	 complex	 geometry	 but	
without	an	assembly	stage,	is	the	most	obvious	of	the	competitive	advantages.	

4. Conclusion 

The	proposed	approach,	namely,	the	AM	4.0CARD,	based	on	the	adaptation	of	AM	technology	to	
manufacturing	 companies,	 can	be	 introduced	 in	 companies	 that	 are	 focussed	 on	development	
and	continuous	improvement.	This	approach	is	different	from	that	analysed	(Table	1)	because	it	
focusses	on	one	specific,	innovative	group	of	additive	manufacturing	(AM)	technologies.	The	AM	
technology‐based	 approach	 allows	 the	 production	 company	 to	 adapt	 processes	 and	 organisa‐
tions	to	the	changes	dictated	by	Industry	4.0.	Thus,	the	company,	using	the	proposed	approach,	
can	gain	a	competitive	advantage,	in	a	relatively	short	time,	by	reducing	waste,	reducing	human	
participation	in	the	process	and	producing	products	of	any	shape	which	require	no	further	pro‐
cessing	or	assembly.	AM	technologies	allow	products	with	a	complex	geometry	to	be	produced,	
which	would	not	otherwise	be	possible,	using	traditional	technologies.	This	is	a	huge	opportuni‐
ty	for	manufacturing	companies,	because	it	allows	quick	responses	to	the	changing	needs	of	the	
market,	 without	 having	 to	 re‐invest	 in	 the	 machine	 park	 and	 retool.	 Thus,	 the	 time	 and	 the	
amount	 of	 the	 resources,	 involved	 in	production,	 are	 saved.	The	proposed	 approach	 indicates	
the	goals	and	how	they	are	achieved,	which	is	the	scenario	for	the	next	step	in	the	implementa‐
tion	of	AM	technology.	

The	main	limitation	to	the	approach,	based	on	the	adaptation	of	AM	technology,	is	its	limited	
potential	 for	 usability	 in	 resource‐limited	 enterprises.	 Unfortunately,	 the	 costs	 of	 purchasing	
machines	using	AM	technologies	and	the	costs	associated	with	adapting	infrastructure	and	train‐
ing	personnel	 are	 still	 high.	 In	 this	 case,	 companies	 considering	 implementing	AM	 technology	
should	make	an	accurate	estimate	of	the	costs	and	the	return	on	investment,	taking	into	account	
the	actual	cost	of	the	investment	and	all	the	benefits	of	using	AM	technology,	the	efficient	use	of	
materials,	the	reduction	of	waste,	the	reduction	of	the	number	of	employees	involved	in	the	pro‐
duction	process,	freedom	to	design	and	produce	products	without	having	to	change	the	machine	
park	and	to	produce	products	with	a	complex	geometry	that	could	not	be	produced	by	tradition‐
al	manufacturing	methods	–	all	of	which	can	really	contribute	to	increasing	the	company's	finan‐
cial	result	over	a	relatively	short	period,	by	introducing	new	products	onto	the	market.	In	addi‐
tion,	it	should	be	emphasised	that	the	theory	was	built	based	on	an	analysis	of	the	scientific	lit‐
erature	and	solely	on	the	basis	of	research	carried	out	in	a	representative	group	of	1	%	of	Polish	
manufacturing	 companies	 in	 two	 industries,	 in	western	 Poland	 (Europe),	 the	 automotive	 and	
metal	industries.	The	research	was	conducted	at	the	end	of	2019,	which	also	suggests	that	it	is	
worth	conducting	research	in	the	next	period,	in	order	to	examine	changes	and	evaluations.	An‐
other	limitation	to	the	application	of	the	proposed	theory	is	the	material	used	in	production.	Not	
every	material	can	be	used	in	AM	technologies.	Sometimes,	the	inability	to	change	the	material	
used	for	production	can	completely	waste	the	chance	and	purpose	of	adapting	to	AM	technology.	
Therefore,	an	in‐depth	analysis	of	the	adaptation	or	replacement	of	AM	technology	in	a	produc‐
tion	 company	 is	needed,	based	on	 the	parameters	of	 current	production	methods	and	 the	pa‐
rameters	of	the	AM	technology	selected.	This	is	the	research	direction	proposed	by	the	authors	
of	the	article.		

Further	research	should	be	aimed	at	analysing	the	possibilities	of	implementing	AM	technol‐
ogies	 and	 directing	 further	 actions	 to	 designing	 a	 universal	 solution	 to	 decision	making.	 It	 is	
worth	emphasising	that	a	new	approach	will	be	built	in	order	to	take	decisions	about	the	imple‐
mentation	of	AM	technology	in	a	production	company,	taking	into	account	all	relevant,	produc‐
tion	parameters.		
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Calendar of events 

• International Conference on Machine Learning and Deep Learning in Manufacturing, March 
15-16, 2021, London, United Kingdom. 

• International Summit on Industrial Engineering, March 15-16, 2021, Munich, Germany. 

• International Conference on Manufacturing Applications of Artificial Intelligence, March 22-
23, 2021, Prague, Czech Republic. 

• International Conference on Advanced Materials and Intelligent Manufacturing, March 29-30, 
2021, Paris, France. 

• 6th International Conference on 3D Printing Technology and Innovations, May 24-25, 2021, 
Berlin, Germany. 

• 38th Global Summit on Nanoscience and Technology, June 21-22, 2021, Osaka, Japan. 

• International Conference on Manufacturing Models and Cloud Manufacturing, July 15-16, 
2021, Stockholm, Sweden. 

• International Conference on Industrial Production Methods and Flow Production, August 5-6, 
2021, Montreal, Canada. 
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