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Preface 
 
This volume, Proceedings of The 15th International Symposium on Operations Research, 
called SOR’19, contains papers presented at SOR’19 (http://sor19.fov.uni-mb.si/) that was 
organized by Slovenian Society INFORMATIKA (SDI), Section for Operations Research 
(SOR), University of Maribor, Faculty of Organizational Sciences, Kranj, Slovenia, and 
University of Ljubljana, Faculty of Mechanical Engineering, Ljubljana, Slovenia, held in 
Bled, Slovenia, from September 25 to September 27, 2019. The volume contains blindly 
reviewed papers or abstracts of talks presented at the symposium.  
The opening address at SOR’19 was given by Prof. Dr. Lidija Zadnik Stirn, President of the 
Slovenian Section of Operations Research, Mr. Niko Schlamberger, President of the 
Slovenian Society Informatika, Prof. Dr. Iztok Podbregar, Dean of the Faculty of 
Organizational Sciences, University of Maribor, Prof. Dr. Mitjan Kalin, Dean of the Faculty 
of Mechanical Engineering, University of Ljubljana, Prof. Dr. Immanuel Bomze, President 
of The Association of European Operational Research Societies (EURO), ), Prof. Dr. Zrinka 
Lukać, President of Croatian Operational Research Society (CRORS), and 
presidents/representatives of some others Operations Research Societies from abroad. 
SOR’19 is the scientific event in the area of operations research, another one in the 
traditional series of the biannual international OR conferences, organized in Slovenia by 
SDI-SOR. It is a continuity of fourteen previous symposia. The main objective of SOR’19 is 
to advance knowledge, interest and education in OR in Slovenia, in Europe and worldwide 
in order to build the intellectual and social capital that are essential in maintaining the 
identity of OR, especially at a time when interdisciplinary collaboration is proclaimed as 
significantly important in resolving problems facing the current challenging times. Further, 
by joining IFORS and EURO, the SDI-SOR agreed to work together with diverse disciplines, 
i.e. to balance the depth of theoretical knowledge in OR and the understanding of theory, 
methods and problems in other areas within and beyond OR. We believe that SOR’19 
creates the advantage of these objectives, contributes to the quality and reputation of OR by 
presenting and exchanging new developments, opinions, experiences in the OR theory and 
practice.  
SOR’19 was highlighted by five distinguished keynote speakers. The first part of the 
Proceedings SOR’19 comprises invited abstracts and papers, presented by five outstanding 
scientists: Acad. Prof. Dr. Ivan Bratko, Faculty of Computer and Information Science, 
University of Ljubljana, Ljubljana, Slovenia, Prof. Dr. Mirjana Čižmešija, University of 
Zagreb, Faculty of Economics and Business, Zagreb, Croatia, Assoc. Prof. Dr. Tibor Illés, 
Budapest University of Technology and Economics, Institute of Mathematics, Budapest, 
Hungary, Prof. Dr. Joanna Józefowska, Poznan University of Technology, Poznan, Poland 
(the EURO plenary), and Prof. Dr. Matej Praprotnik, Laboratory for Molecular Modeling, 
National Institute of Chemistry, Ljubljana, Slovenia. 
Proceedings includes 106 papers or abstracts written by 203 authors. Most of the authors of 
the contributed papers came from Slovenia (79), then from Croatia (43), Czech Republic 
(13), Hungary (12), Slovak Republic (12), Poland (9), Austria (7), Spain (5), France (4), 
Netherlands (3), Portugal (3), Italy (2), Norway (2), Romania (2), Thailand (2), Germany 
(1), Indonesia (1), Ireland (1), Serbia (1), and United Kingdom (1). The papers published in 
the Proceedings are divided into Plenary Lectures (5 abstracts), seven special sessions: 
Application of Operation Research in Agriculture and Agribusiness Management (5 papers), 
Formal and Behavioral Issues in MCDM (6 papers and 1 abstract), Graph Theory and 

http://www.drustvo-informatika.si/sekcije/sor/
http://fis.unm.si/en
http://fis.unm.si/en


Algorithms (11 papers and 1 abstract), High-Performance Computing and Big Data (4 
papers), Optimization in Human Environments (7 papers), System Modelling & Soft 
Operational Research (5 papers), Towards Industry 4.0 (5 papers), and eight sessions: 
Econometric Models and Statistics (10 papers), Environment and Social Issues (5 papers 
and 1 abstract), Finance and Investments (11 papers), Location and Transport, Graphs and 
their Applications (4 papers), Mathematical Programming and Optimization (7 papers and 2 
abstracts), Multi-Criteria Decision-Making (6 papers), Human Resources (4 papers), and 
Production and Management (6 papers). 
The Proceedings of the previous fourteen International Symposia on Operations Research 
organized by the Slovenian Section of Operations Research, that are listed at 
https://www.drustvo-informatika.si/sekcije/sor/sor-publikacijepublications/, are indexed in 
the following secondary and tertiary publications: Current Mathematical Publications, 
Mathematical Review, Zentralblatt fuer Mathematik/Mathematics Abstracts, MATH on STN 
International and CompactMath, INSPEC. The Proceedings SOR’19 are expected to be 
covered by the same bibliographic databases. 
 
The success of the scientific events at SOR’19 and the present proceedings should be seen as 
a result of joint effort. On behalf of the organizers we would like to express our sincere 
thanks to all who have supported us in preparing the event. We would not have succeeded in 
attracting so many distinguished speakers from all over the world without the engagement 
and the advice of active members of the Slovenian Section of Operations Research. Many 
thanks to them. Further, we would like to express our deepest gratitude to prominent keynote 
speakers, to the members of the Program and Organizing Committees, to the referees who 
raised the quality of the SOR’19 by their useful suggestions, section’s chairs, and to all the 
numerous people - far too many to be listed here individually - who helped in carrying out 
The 15th International Symposium on Operations Research SOR’19 and in putting together 
these Proceedings. Last but not least, we appreciate the authors’ efforts in preparing and 
presenting the papers, which made The 15th Symposium on Operations Research SOR’19 
successful. 
 
We would like to express a special gratitude to The Partnership for Advanced Computing in 
Europe (PRACE) for a financial support and to The Association of European Operational 
Research Societies (EURO) for financing the EURO plenary speaker. 
 
 
Bled, September 25, 2019 
 

Lidija Zadnik Stirn 
Mirjana Kljajić Borštnar 

Janez Žerovnik 
Samo Drobne 

Janez Povh 
 (Editors) 
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ROBOT LEARNING AND PLANNING WITH QUALITATIVE 
REPRESENTATIONS 

 
Ivan Bratko 

Slovenian Academy of Sciences and Arts, Ljubljana, Slovenia  
and University of Ljubljana, Faculty of Computer and Information Science,  

Ljubljana, Slovenia  
E-mail: bratko@fri.uni-lj.si 

 
Abstract: To execute tasks in an unknown environment, a robot has to learn a model of the environment 
and use the learned model for task planning. One approach to this is reinforcement learning with deep 
neural networks. However, a drawback of this approach is lack of comprehensibility. In the interest of 
Explainable AI, the use of qualitative representations is more promising. In the presentation, an 
approach based on ideas of qualitative modelling and simulation are presented. The approach are 
illustrated on the problems of learning to fly a quadcopter, and a humanoid robot learning to walk. 
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ECONOMIC SENTIMENT IN QUANTITATIVE ANALYSIS 
 

Mirjana Čižmešija 
University of Zagreb, Faculty of Economics and Business, Department of Statistics 

Trg J.F. Kennedya 6, 10 000 Zagreb, Croatia  
E-mail: mcizmesija@efzg.hr 

 
Abstract: The incorporation of the psychological sentiment in quantitative analysis, especially in 
macroeconomic modelling, turned out to be necessary and invaluable during and after the recent crisis 
in 2008. It has been shown that knowing the level and the dynamics of GDP, industrial production, 
stocks of finished products, employment, investment, savings etc. is not enough. Equally important 
are the perception and expectation of business actors and consumers about these real macroeconomic 
variables. One of the important sources of the economic and consumer sentiment indicators are 
Business and Consumer surveys (BCS).  Managers’ and consumers’ judgements about their economic 
surroundings, derived from BCS results, are expressed as different, empirically confirmed, leading 
indicators, like economic sentiment indicator or consumer sentiment indicator. It is well known that 
the European Economic Sentiment Indicator (ESI) is one of the high-quality leading indicators of 
overall economic activity. They are based on assessments and expectations actors in five BCS sectors 
(industry, retail trade, services, construction and the consumer sector). Consumer Confidence 
Indicator (CCI) presents consumer sentiment. It is based on the consumers’ perceptions about the 
past, and expected financial situation of households, the expected general economic situation and the 
intentions to make major purchases over the next 12 months.  
Lately, some methodological improvements and new areas of application of economic sentiment in 
quantitative analyses are more present. The well-known econometric methods such as linear time 
series and panel data models, or simple regression and correlation analysis still exist. Nonetheless, the 
modern time series analysis methods such as state-space modelling, nonlinear econometrics (time-
varying parameter models, threshold models and breakpoint tests) accentuate the role of economic 
sentiment in short-term forecasting of economic activity. Models, which include economic sentiment 
and all other BCS indicators, bring additional benefit to the methodological skills of economists and 
analysts.  
 

Keywords: business and consumer surveys, economic sentiment indicator, consumer confidence 
indicator, leading indicator, time series analysis 
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SUFFICIENT LINEAR COMPLEMENTARITY PROBLEMS –  
PIVOT VERSUS INTERIOR POINT ALGORITHMS 

 
Tibor Illés 

Budapest University of Technology and Economics, Institute of Mathematics   
Egry József u. 1., 1111 Budapest, Hungary 

E-mail: illes@math.bme.hu 
 
Abstract: Linear complementarity problems (LCP) generalizes some fundamental problems of 
mathematical optimization like linear programming (LP) problem, linearly constrained quadratic 
programming (LQP) problem and some other. It admits an enormous number of applications in 
economics, engineering, science and many other fields. The three most significant classes of algorithms 
for solving LCP problems are: pivot algorithms (PA), interior point algorithms (IPA) and continuation 
methods. Because, both PA and IPA have been developed earlier for LP and QP problems it is quite 
natural idea to test them on LCP problems, as well. 
Concept of sufficient matrices, as generalization of positive semidefinite matrices, has been introduced 
30 years ago. LCPs with sufficient matrices possess many important properties, like the solution set is 
convex and polyhedral; guarantees the finiteness of PAs and (pseudo) polynomial behaviour of the 
IPAs. Furthermore, for sufficient LCPs, it is meaningful to introduce dual LCP problem and it can be 
proved that from sufficient primal- and dual LCP problem, exactly one has solution that is an 
interesting, nice and (quite) new generalization of the old Farkas’ lemma. 
There are still several open questions in the area of sufficient LCPs. More importantly, solution methods 
developed for sufficient LCPs helps us in trying to solve LCP problems with more general matrices. 
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JUST-IN-TIME SCHEDULING (The EURO plenary) 
 

Joanna Józefowska 
Poznań University of Technology, Faculty of Computing 

Piotrowo 3, 60-965 Poznań, Poland 
E-mail: joanna.jozefowska@cs.put.poznan.pl 

 
Abstract: Although scheduling is already a mature field of operational research it continues to inspire 
researchers with variety of practical applications, new models and solution approaches. One of the 
examples is just-in-time scheduling that has many practical applications in manufacturing as well as in 
computing systems. The goal of this talk is to present two approaches to just-in-time scheduling. The 
first one follows from the traditional Toyota system and the second one is an extension of a classical 
formulation of a scheduling problem. Each of them relates to slightly different production conditions. 
Both lead to interesting theoretical results. 
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SCIENTIFIC CASE FOR COMPUTING IN EUROPE 2018-2026 
 

Matej Praprotnik 
Laboratory for Molecular Modeling, National Institute of Chemistry 

Hajdrihova 19, 1001 Ljubljana, Slovenia 
E-mail: praprot@cmm.ki.si 

 
Abstract: The scientific case (http://www.prace-ri.eu/third-scientific-case/) for computing in Europe 
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Abstract: The Critical Path Method (further CPM method) is widely used in time planning projects. It 
is applicable to all kinds of projects from various industries. The cattle stall construction projects using 
CPM method is presented in this paper. The data are provided in the real life practice. Results shows 
that critical path is 131 days and is the latest time for finishing the planning project if no delays postpone 
the project steps. Also, a project network is proposed to show the relationships between the activities 
and monitor the progress of the project. However, a delay to progress of any activity on the critical 
path will, without acceleration or re-sequencing, cause the overall project duration to be extended, and 
is therefore referred to as a ‘critical delay’.  
 

Keywords: project planning, agriculture, critical path method, stall construction 
 
1 INTRODUCTION 

 
The critical path method (CPM) is a fundamental concept in project planning and management. 
It is a useful technique used for scheduling project activities like PERT method. Although both 
techniques serve the same purpose, they use different methods to calculate the activity duration. 
Critical path of a schedule demonstrates the activities that cannot be delayed. Because any 
delay in the critical path causes the delay of the project.  

Many different techniques and tools, e.g. Gantt chart, Critical Path Method (CPM) and 
Program Evaluation and Review Technique (PERT), have been developed to support an 
improved project planning. These tools are used seriously by a large majority of project 
managers to identify critical activities and calculate the minimum time required for project 
completion [1-5]. Among these methods, most traditional scheduling techniques employ Gantt 
chart. Although this method is still a valuable tool, its application is limited for scheduling 
large-scale operations. In particular, the bar chart fails to delineate the complex interactions 
and precedence relationships existing among the project activities. Network-based procedures 
of PERT and CPM are well known and widely used to assist managers in planning and 
controlling both large and small projects of all types including construction, research, 
development projects and many others [6-9]. One of the clear example of CPM method 
application, associated with agriculture is study by Zareei (2018) that focuses on application of 
planning and scheduling for analysis of biogas plant construction project.  
 
2 METHODOLOGY 
 
Network analysis can help identify the interrelationships between tasks that make up complex 
processes and establish the most appropriate moment for their execution. They help in 
preparing the project program and determining critical paths. Programs describe the sequence 
in which tasks must be carried out so that a project (or part of a project) can be completed on 
time. A typical network represents a set of different “arrow diagrams” which go from the origin 
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node to the destination node. In this sense, the path is defined as a sequence of connected events 
which flow from the start of the project to the end. The time necessary in covering any of these 
paths is the sum of the time corresponding to each of the tasks involved. The critical path is 
the one that requires the longest period of time to progress from start to completion and 
indicates the minimum timeframe necessary to complete the whole project. The reduction of 
the total execution timeframe will only be possible if the activities on this path can be 
shortened, since the time necessary to execute non-critical activities does not affect the project's 
total duration. Decreasing the duration of one or more critical activities, can reduce the project's 
total timeframe; but it may also change the critical path so that activities which were not 
previously critical become so. The CPM was developed by James E. Kelley and Morgan R. 
Walker as a scheduling technique in the 1950’s [11, 12]. The graphic representation of 
a project is called a network and consists of a list of activities and priorities. Activity 
dependencies represent the relationship between the activities. The time required to follow one 
of these paths is the sum of the times corresponding to each of the activities. The diagram 
below is a graphic representation using the arrow diagram technique. Note that a fictitious 
activity (F) of no duration had to be entered so that activities F and G do not have the same 
start and finish node; only in this way is it possible to differentiate both activities and calculate 
the float for one of them, in particular that of F (Figure 1). 

 

Figure 1: Graphic representation using CPM method 
 
An algorithm is used to calculate the critical path which includes two phases: forward step and 
backward step. The forward step starts at the origin node and ends at the destination node. At 
each node a number is calculated which represents the earliest start time for the corresponding 
action. These numbers are represented in the figure above in the upper left sector. For the 
backwards step the calculations are taken from the destination node and flow towards the origin 
node. The number calculated at each node (shown within the upper right sector) represents the 
latest finish time for the corresponding activity. The early start time for each activity is the 
earliest date on which this activity may begin, assuming that the priority activities have started 
on their respective earliest start dates. The forward step begins at the origin node, where Dij is 
the duration of the activity (i,j) and Ei the early start time for all the activities which share 
origin node i; if i=1, therefore it is the origin node and by convention E1=0 for all critical 
path calculations. The calculations for this forward step are obtained using the following 
expression: 

                                                                                                        (1) 
If the time necessary to carry out an activity is Dij, the early finish time can similarly be 
determined as Tij=Ei+Dij. The last finish Li, is the latest an activity can finish without delaying 
the project beyond the deadline. In the same way, the last start Iij, is the latest an activity can 
start without delaying the project's completion date; it is defined as Iij=Lj-Dij. 

The second phase, the backwards step, begins at the destination node. Its objective is to 
calculate the last finish (Li) for all activities which conclude at node i. If i=n, then this is the 
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destination node, Ln=En, and corresponds to the start of the backwards step. In general, for 
any node i: 

                                                                                                                     (2) 
Once the two phases are complete, the activities which comprise the critical path can be 
identified; they are those which satisfy the following conditions: 

                                                                                                               (3) 
There are two important types of floats: total and free. The total float, Hij for activity (i,j), is 
the difference between the maximum time available to carry out the activity (Lj-Ei) and 
its duration(Dij); it represents the maximum amount of time the start date for the activity can 
be delayed, in relation to the early start without delaying the completion of the whole project:  

Hij = Lj - Ei - Dij = Iij - Ei = Lj – Tij                                              (4) 
In terms of the free float, it is assumed that all activities start as early as possible. In this case 
the free float, Fij for activity (i,j), is the excess of time available (Ej-Ei) over its duration (Dij); 
it represents the delay allowed for an activity without holding up the early start date for the 
initiation of another activity:  

Fij = Ej - Ei – Dij                                                                 (5) 
In the example represented it can be seen that the activities which make up the critical pathare 
A, C, E and G, turning out a project with an 11 unit duration. The activities B, D and F have 
floats, both total and free, of 3, 2, and 1 month respectively [11, 12]. Assuming that the number 
of activities involved in the critical path is sufficiently high, that 
the duration distribution functions for each task are of the same type and are statistically 
independent, it is possible to estimate the project time frame based on the sum of the activity 
durations which comprise the critical path. In addition, the variances in 
the project's duration are evaluated using the sum of the variances in activities which form 
the critical path, using the Gauss curve distribution function. These conditions are sometimes 
not fully followed on projects; nonetheless, the PERT technique has offered good practical 
results. Graphically, the nodes represent the activities and the arrows their interrelationships. 
These methods allow a more complete understanding than a Gantt chart for the different tasks 
involved in a project. They provide information on the dependency relationships and the 
decisions to be made to reach the proposed aim [11]. 
 
3 RESULTS AND DISCUSSION 
 
Activities can be determined by using the work breakdown structure and project scope. 
The scope of work defines the deliverables required to complete the project. The work 
breakdown structure divides the project scope into meaningful work packages (Table 1).  
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Table 1: Activity chart for new construction of cattle stable. 
 

No. Activity Activity description Duration Start End Previous 
activities 

1 1,1 Ordering of armature, concrete, gravel, 
grates, equipment, wood 1 day Mon 1.4.19 Mon 1.4.19 0 

2 1,2 Demolition of the existing construction 
and mark of new construction 2 days Tue 2.4.19 Wed 3.4.19 1 

3 1,3 Armature delivering 1 day Tue 2.4.19 Tue 2.4.19 1 
4 1,4 Roof delivering 4 days Tue 2.4.19 Fri 5.4.19 1 
5 1,5 Grates delivering 40 days Tue 2.4.19 Mon 27.5.19 1 
6 1,6 Equipment delivering 21 days Wed 3.4.19 Wed 1.5.19 1 

7 1,7 Earth excavation and earth straighten 5 days Thurs 4.4.19 Wed 10.4.19 2 

8 1,8 Gravel delivery 1 day Thurs 
11.4.19 Thurs 11.4.19 7 

9 1,9 Gravel straighten 2 days Fri 12.4.19 Mon 15.4.19 8 
10 2,0 Reinforcement and other material 8 days Tue 16.4.19 Thurs 25.4.19 9;3 

11 2,1 Concrete preparation and delivery 1 day Fri 26.4.19 Fri 26.4.19 10 

12 2,2 Walls concreting and  in concreting of 
manure cave base 2 days Mon 29.4.19 Tue 30.4.19 11 

13 2,3 Concrete drying 14 days Wed 1.5.19 Mon 20.5.19 12 

14 2,4 Preparation of project land, 
reinforcement, panels 2 days Wed 1.5.19 Thurs 2.5.19 12;1 

15 2,5 Wood construction delivery 5 days Thurs 2.5.19 Wed 8.5.19 1 
16 2,6 Concrete preparation and delivery 1 day Fri 3.5.19 Fri 3.5.19 14 

17 2,7 Base concreting 1 day Mon 6.5.19 Mon 6.5.19 16 
18 2,8 Concrete drying 14 days Tue 7.5.19 Fri 24.5.19 17 
19 2,9 Construction wood coloring 10 days Thurs 9.5.19 Wed 22.5.19 15 

20 3,0 Panels and reinforcing of walls, other 
stable equipment installation 10 days Mon 27.5.19 Fri 7.6.19 17;1;13;18 

21 3,1 Concrete preparation and delivery 1 day Mon 10.6.19 Mon 10.6.19 20 

22 3,2 Concreting of walls and corresponding 
equipment (pillars, feedstock table,..) 2 days Tue 11.6.19 Wed 12.6.19 21 

23 3,3 Concrete drying 14 days Thurs 
13.6.19 Tue 2.7.19 22 

24 3,4 Panels and reinforcement 5 days Thurs 
13.6.19 Wed 19.6.19 22;1 

25 3,5 Concrete preparation and delivery 1 day Thurs 
20.6.19 Thurs 20.6.19 24 

26 3,6 Further concreting of the existing 
floorboard, panels and pillars 1 day Fri 21.6.19 Fri 21.6.19 25 

27 3,7 Concrete drying 14 days Mon 24.6.19 Thurs 11.7.19 26 
28 3,8 Gratis installation 1 day Wed 3.7.19 Wed 3.7.19 23;5 
29 3,9 Sinking walls of manure with earth 3 days Wed 3.7.19 Fri 5.7.19 23 

30 4,0 Mechanical smoothing of concrete and 
grinding 2 days Fri 12.7.19 Mon 15.7.19 23;27 

31 4,1 Installation of a work platform for the 
roof 1 day Fri 12.7.19 Fri 12.7.19 27;29 

32 4,2 Wood construction assembly 5 days Mon 15.7.19 Fri 19.7.19 19;31;28 

33 4,3 Roofing installation 5 days Mon 22.7.19 Fri 26.7.19 32;4 
34 4,4 Epoxy coating in feeding area 5 days Mon 29.7.19 Fri 2.8.19 30;33 
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35 4,5 Coloring of interior and exterior concrete 
surfaces (walls) 3 days Mon 5.8.19 Wed 7.8.19 27;34 

36 4,6 Fencing 3 days Thurs 8.8.19 Mon 12.8.19 35;6 

37 4,7 Machine installation 5 days Tue 13.8.19 Mon 19.8.19 36 
38 4,8 Electricity installation 5 days Tue 20.8.19 Mon 26.8.19 37 
39 4,9 Front size wood coloring 4 days Tue 27.8.19 Fri 30.8.19 38 
40 5,0 Color drying 4 days Mon 2.9.19 Thurs 5.9.19 39 
41 5,1 Installation of an anti-wind network 1 day Mon 2.9.19 Mon 2.9.19 39 
42 5,2 Placing the rubber on the floor 1 day Tue 3.9.19 Tue 3.9.19 41 

43 5,3 Placing of doors 1 day Wed 4.9.19 Wed 4.9.19 42 
44 5,4 Placing of wood on the construction 2 days Fri 6.9.19 Mon 9.9.19 40;43 
45 5,5 Landscaping 1 day Tue 10.9.19 Tue 10.9.19 44 

 
Table 1 shows all the activities needed for the completion of the analyzed project and their 
duration, respectively. Previous activities are also shown in the last column of the table.  

After the identification of activities and establishing their dependencies, a network diagram 
can be drawn. Below figure illustrates a presented network diagram for analyzed case study 
(Figure 2). The diagram was developed using Microsoft Office Excel 2016.  
 

 
 

Figure 2: Network diagram for the cattle construction project. 
 
Forward and backward pass calculation is used to determine the critical path and total float. By 
the help of forward pass and backward pass calculations, the earliest start and finish dates, and 
the latest start and finish dates for each activity can be identified and the Critical Path of the 
network diagram can be determined. The Critical Path of the analyzed project is 131 days 
(S21=1+2+3+8+9+10+11+12+13+15+17+18+19+21+22+23+25+26+27+28+32+33+34+35+
36+37+38+39+40+41+45+46 days) and is the maximum time available to provide out 
the whole project. According to the calculated results the early project finish time is 41 days. 
The red color shows the critical path of the project, as mentioned before, 131 days (in presented 

15



case starting on 1st of April, 2019 and finishing on 10th of September, 2019). However, there 
advantages of CPM methods as follows; it improves decision making within the project team, 
it is a visual technique which enables to show activities, activity dependencies and durations in 
the same diagram, further the method enables the project team to make time optimizations, it 
enables to manage and organize large and complex projects to. Very important is the 
calculation of The Earliest Start/Finish and The Latest Start/Finish dates in order to manage 
activities and procurement tasks. Although the process of CPM estimation allows decision 
maker to break down complex tasks into simpler, the levels to which the process can break 
down these tasks can make the critical path diagram for the entire project much more complex 
than necessary. For large and complex projects, there’ll be thousands of activities and 
dependency relationships. Without software it can be mighty difficult managing this. To make 
matters worse, if the plan changes during project execution then the precedence diagram will 
have to be redrawn. Fortunately, we do have relatively cheap software that can handle this with 
ease.  

 
Conclusion 
The CPM helps to determine which activities can be delayed without delaying the project and 
at last it is a Schedule compression methods such as fast tracking and crashing rely on the 
critical path method. On the other side there are some limitations of CPM too, like  is hard to 
manage activities in large and complex projects without software, it does not consider resource 
allocations, activity durations should be determined correctly otherwise, the critical path of the 
project will be wrong and it will be hard to determine the critical path if there are many other 
similar duration paths in the project. The method gives the project management teams correct 
completion dates for their projects. However, it is not easy to apply this method to large scaled 
projects that have thousands of activities without support of a software. Correspondingly it can 
be used to determine the critical path of a project easily. 
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Abstract: Nowadays, many rural areas face the difficulty how to motivate farmers to undertake 
diversified activities, such as farm tourism, while raising their efficiency [15]. Though economic 
viability and low productivity of small-scale tourist farms have been extensively dealt with, there is no 
information neither about the economic analysis nor efficiency of the tourism sphere [6]. The aim of 
this paper is to examine the efficiency of tourist farms in Slovenia by adopting the approach using a 
framework of non-parametric programming – Data Envelopment Analysis (DEA) and Analytic 
Hierarchy Process (AHP). The findings of this paper can help the tourist farm managers to improve 
efficiency of their tourist farm. It can help managers to get important insights for their strategic and 
operational decisions to improve performance of their business, as well. 
 

Keywords: farm tourism, efficiency, Data Envelopment Analysis (DEA), Analytic Hierarchy Process 
(AHP). 
 
1 INTRODUCTION 
 
In spite of increase of the number of tourist farms and inrease of the demand for their services 
and in spite of their sustainable potential [14, 16, 23], they often fail on the market [4]. 
Accordingly, the challenge appears how to preserve efficient and competitive operation of 
tourist farms [6]. Efficiency of tourist farms is a crucial factor when planning economic 
successfulness. Though economic viability and low productivity of tourist farms have been 
extensively dealt with, there is no information neither about the economic analysis nor 
efficiency of the tourism sphere [6]. Efficiency is understood as a measure of operational 
excellence in rational utilization of resources and refers to decision-making, possibility of 
improvements and benchmarks of resource allocation [8]. 
 
2 EFFICIENCY ASSESSMENT APPROACHES 
 
A measure of efficiency determines the ability of an organization to attain the output(s) with 
the minimum inputs. Efficiency is not a measure of successfulness on the market but a measure 
of operational excellence in the rational utilization of resources. Efficiency refers to decision-
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making, possibility of improvements and benchmarks of resource allocation [8]. For 
measuring efficiency which is associated with ‘doing things right’ two approaches are 
available, DEA and AHP. 
 
2.1 DEA  
 
The Data Envelopment Analysis (DEA) was moslty used as a non-parametric method 
introduced by [10]. This approach is used in assessment of relative efficiency for evaluating 
decision making units (DMUs). Each DMU i.e. tourist farm selects its best set of 
corresponding weights to consider inputs and outputs and the values of weights may thus vary 
from one DMU to another. Furthermore the DEA calculate each DMU's performance score 
ranging between 0 and 1. This result represents its relative degree of efficiency [24]. 

As far as the efficiency measuring literature is concerned, DEA is quite popular in 
efficiency measuring in general, but it is not so long ago that DEA started to be used in the 
tourism and hospitality industry [25]. As far as the DEA application papers are concerned the 
share of tourism is just estimated to only 1.34% [13]. In the sphere of farm tourism only one 
research is traceable, [6] applying DEA to tourist farms in South Korea.  

DEA is known as CCR (Charnes-Cooper-Rhodes) model, which is built on the assumption 
of constan returns to scale of activities. That's mean, if an activity (x, y) is feasible, then, for 
every positive scalar t, the activity (tx, ty) is also feasible. The efficient production frontiers 
have constant returns-to-scalecharacteristics for the single-input and single-outputcase [5]. 
While BCC (Banker-Charnes-Cooper) model accepts the convex combinations of the 
decision-making units as the production possibility set [6]. The frontiers have piece-wise linear 
and concave characteristics which,leads tovariable returns-to-scale characterizations [5]. 
 
2.2 AHP 
 
The Analytic Hierarchy Process (AHP) is a commonly used multi-criteria decision making 
method [18]. AHP was first proposed by the author Thomas L. Saaty in 1971 [17, 18, 19]. 
AHP performs pairwise comparisons between factors to make priorities among them by means 
of the eigen-value calculation [11]. 

The AHP method is used in many spheres, such as activity planning, alternative choosing, 
optimization, resource allocation, conflict resolution etc. [1], but it has been used also in 
business, energy, health, resource management, and transportation. However, tourism is 
seldom discussed in scientific documents based on the Expert Choice 2000 [7]. In the field of 
farm tourism there is no research using AHP. 
 
2.3 USE OF COMBINED MODELS 
 
There is a limited number of papers on combinations of DEA and AHP approaches [2], 
Irrespective of the constructive efforts and in many ways positive results of combing DEA and 
AHP, most existing studies use DEA and AHP models separately.  

Among other things, combinations of both models can be used for selection of a flexible 
manufacturing system [22], evaluation of quality management activities [27], proposed facility 
layout design [26], measuring the relative efficiency of non-homogeneous decision-making 
units (DMUs) [20], facility layout design (FLD) in a manufacturing system [9] evaluation of 
supplier selection [21], improvement and optimization of railway system [3] evaluation of 
efficiency performance of international airports [12]. 

Papers combining DEA and AHP methods for tourism sector as well as for the farm tourim 
have not yet been published.  
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In our study discussing efficiency of tourist farms the DEA and AHP models were used 
separately and the results were compared.  
 
3 CASE STUDY 
 
The combined DEA and AHP model has been used on tourist farms in Slovenia, where the 
tourist farm efficiency was tested on 45 samples. For assessing efficiency of tourist farms the 
following input variables were used: 

 the number of full-time employees in the basic agricultural activity,  
 the number of full-time employees contributed, in total, by other family members to 

basic agricultural activity,  
 the number of rooms,  
 the number of beds,  
 the number of seats and  
 the number of full-time employees in tourist activity on the farm. 

The outputs used were: 
 the number of tourist arrivals in 2017 
 the number of tourist nights in 2017 
 total revenue from the basic agricultural activity in 2017 
 total revenue from tourism in 2017 

In excess of the said inputs and outputs, included in DEA, several additional variables have 
been used with AHP: 

 additional possibilities on the farm, such as: location near wine road, pets are 
welcome, house with tradition, beekeeping on the farm, access by bus, camper parking 
lot, ecological farming, etc. 

 additional activities on the farm, such as: hiking, biking, swimming in pool, river or 
lake, sauna, horse-riding, playground for children, hunting, fishing, etc. 

 food and drink services, such as: bed and breakfast, half board, full board, all 
inclusive, a la carte food service, domestic and local speciality, domestic and local 
wines, etc. 

 specialized offer, such as: ecological tourist farm, family friendly tourist farm, bikers 
friendly tourist farm, tourist farm offering healthy vacation, etc. 

 
4 RESULTS 

The figure 1 herebelow shows the results of both models ranking the farms in terms of 
efficiency. Within DEA and its sub-models CCR and BCC it was found, that 50 % of tourist 
farms were efficient, supposing that they reached the efficiency degree 1. The rusulting 
efficiency degree 1 means that the tourist farm is efficient. The remaininig tourist farms, which 
have lower efficiency degree than 1  were evaluated as parly efficient implying that the lower 
the value the less efficient the tourist farm. As far as the AHP method and inclusion of the 
additional variables are concerned, it was found that up to unit 11 the AHP ranked in the same 
order as the DEA. In the continuation, the values of efficiency assessment follow 
intermittently. It is evident that AHP model, involving additional variables, ranked differently 
than DEA model, implying that in some cases those additional variables had significitant 
impact.  
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Figure 1: The results of DEA and AHP models 

 
5 CONCLUSION 
 
A tourist farm can be considered to be efficient, when the relation between inputs and outputs 
is approoriate. For example, this means that the number of rooms and beds results in creation 
of a profitable number of tourist arrivals and nights. This refers also to other relations of inputs 
in outputs. 

The results show that the use of combined models DEA and AHP is justified, since, by 
inclusion of additional variables, the AHP model gives more precise values and different 
ranking on certain units (tourist farms) than the DEA model.  

The results of the comparison of the combined use of the DEA and AHP models for tourist 
farms might be useful also for other sectors within tourism and wider.     
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Abstract: One of the essential functions that agricultural soils provide is nutrient cycling. The 
capacity of soils to provide this function is influenced by the interactions between soil properties, 
climate and management. Understanding these interactions can help in assessing the soil nutrient 
cycling potential on a field and in identifying best management options. To optimize this process, we 
developed a multi-attribute decision model using the DEXi modelling tool. The outputs from this 
model may be used to obtain recommendations for farmers and other stakeholders and assist them 
with the selection of management practices fostering the nutrient cycling potential of soils.  
 

Keywords: soil functions, nutrient cycling, decision model, DEXi, recommendations. 
 
1 INTRODUCTION 
 
Soils provide ecosystem services such as primary productivity, water regulation and 
purification, habitats for biodiversity, climate regulation and nutrient cycling [12]. Soils 
differ in their capacity to deliver these functions in response to climate, weather, intrinsic soil 
properties and also management. Compaction, erosion, desertification, salinization, sealing 
and contamination may have a negative effect on the capacity of soils to deliver these 
services. Therefore, these threats may ask for adjustments of the management of soils [6, 7, 
13]. 

Societies are in need of nutrient cycling to minimize the use of finite resources and to 
avoid the accumulation of ‘wastes’, from here on referred to as by-products. Examples of 
these by-products are crop residues, manures and industrial and municipal refusals. Nutrient 
cycling encompasses the capacity of a soil to accommodate the reception of by-products, to 
provide nutrients to crops from by-products and from intrinsically present resources, to 
support the acquisition of nutrients by these crops, and to effectively carry over these 
nutrients into the harvested parts of crops [10]. If this function does not perform well, there 
will be a greater need for putting in additional nutrients to compensate for the nutrients that 
are fixed or lost to water and air. This will increase the depletion of finite resources of 
nutrients, such as mined phosphorus (P) rock and of fossil fuels needed for manufacturing 
mineral nitrogen (N) fertilizers [5, 8, 14]. 

Assessing and optimizing the nutrient cycling soil function is a complex decision process 
that depends on interactions between the soil properties, climate and weather and soil 
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management practices. To capture these interactions and assess the capacity of soils to 
recycle nutrients, we developed a multi-attribute decision model.  
 
2 MATERIALS AND METHODS 
 
The nutrient cycling decision support model was developed together with experts from the 
H2020 project LANDMARK using Multi-Criteria Decision Analysis, in particular using the 
DEX (Decision Expert) integrative methodology [2, 3, 4] for qualitative decision modelling. 
Using this methodology, the main decision problem (concept, in our case nutrient cycling) is 
decomposed into smaller, less complex sub-problems (sub-concepts) in a hierarchical way. 
The attributes at the lowest level of the tree are the basic attributes, representing the main 
drivers of nutrient cycling: attributes describing the soil, environmental and management 
properties. The attributes in the intermediate levels represent aggregated attributes. The 
values of the basic attributes are represented in a qualitative way and the values of the 
intermediate attributes are obtained using decision rules integrating the combined effect of 
lower-level attributes. The decision rules are a tabular representation of a mapping of values 
of lower-level attributes to higher-level attributes. From the above points of view, the 
capacity of a soil to recycle nutrients is reflected by the ratio of the amounts of nutrients that 
are applied (input) and nutrients that are harvested (output). That ratio (output/input) is 
determined by the summed product of one or more (n = i) types of inputs and their respective 
nutrient fertilizer replacement values (NFRV, ‘mineralizability’, i.e. the extent to which 
nutrient availability in by-products is equivalent to that in mineral fertilizers), the apparent 
nutrient recovery fraction (ANR, the extent to which nutrients are effectively taken up by 
crops) and the nutrient harvest index (NHI, fraction of the nutrients in crops that eventually 
leaves the field in harvests), divided by the inputs: 

𝑁𝑢𝑡𝑟𝑖𝑒𝑛𝑡 𝑐𝑦𝑐𝑙𝑖𝑛𝑔 =  
𝑜𝑢𝑡𝑝𝑢𝑡

𝑖𝑛𝑝𝑢𝑡
=  

∑ (𝑖𝑛𝑝𝑢𝑡𝑖 × 𝑁𝐹𝑅𝑉𝑖) × 𝐴𝑁𝑅 × 𝑁𝐻𝐼𝑖

∑ 𝑖𝑛𝑝𝑢𝑡𝑖𝑖
 

The construction of the model is further based on the premise that each of these three factors 
is in turn determined by combinations of underlying factors that are ultimately ruled by basic 
attributes. As opposed to non-agricultural environments, mineralization (NFRV) is not seen 
in the model as the major limiting factor for nutrient cycling, apart from relatively rare 
situations where it is too dry, too cold, too acid or too alkaline for biological decomposition. 
Nitrogen, as opposed to P, is very mobile and therefore gets easily lost between ‘field, food, 
fork and fire’. As a result of these losses (leaching, denitrification, ammonia volatilization) 
most by-products (e.g. crop residues, livestock manures, composts, incineration-ashes, etc.) 
contain less N per unit P than what most crops need when these by-products are used as a 
fertilizer [9]. Considering that, the presence or provision of sufficient N is deemed key for 
effective nutrient cycling, in particular via the apparent nutrient recovery (ANR). The model 
further assumes that an effective export of nutrients from the field (NHI) is mainly 
determined by the absence of crop failures and the decision to remove crop residues. 

When the initial version of the model was completed, a sensitivity analysis was carried 
out. The goal of the sensitivity analysis is to find input attributes whose values have 
negligible impact on the outputs of the model. Because different attributes had different 
scales of values, the weights were normalized to the same unit interval, i.e., we used global 
normalized weights, which take into account the relative importance of sub-models to the 
overall model [4]. If the weights of the basic attributes were less than 1%, they were removed 
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from the model and the corresponding decision rules were modified accordingly. This 
allowed us simplify the model to its present form. 
 
3 RESULTS 
 
The final decision model obtained after the sensitivity analysis is presented in Figure 1. It 
consists of three sub-models: the mineralization model (NFRV), the nutrient recovery model 
(ANR) and the harvest index model (NHI). These three rule the top concept– the capacity of 
a soil to provide and cycle nutrients.  
 

 
 

Figure 1. Decision model for assessment of the ability of a soil to provide and cycle nutrients. 
 
The model was validated using a French national dataset collected within the French Soil 
Monitoring Network (RMQS) [1]. The dataset comprised soil, climatic and management data 
for 534 site-years across France using wheat grain yields as a proxy of harvested nutrients 
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[11]. In hindsight the dataset was of limited value for validation, because most of the site-
years pertained to commercial fields from mainly one environmental zone with relatively 
mild weather conditions, where P deficiency nor soil compaction occurred. Moreover, ample 
amounts of mineral fertilizer N had been and hardly any by-products. Consequently, only 5% 
of the sites exhibited a nutrient cycling score ‘low’ and 47% a score ‘medium’  and grain 
yields that were only slightly less than when the score was ‘high’. Unfortunately, it turns out 
to be extremely difficult to find a complete data set with sufficient variation, with focus on 
the cycling of by-products and a long history to make sure that annual nutrient inputs and 
outputs are more or less in equilibrium. 

Nevertheless, the decision model appears to give a reasonable basis for deriving 
recommendations for farmers and policy makers to improve the capacity of soils to provide 
and cycle nutrients. These recommendations pertain to attention for a sufficiently high pH of 
soils, drainage or irrigation wherever one of the two is needed, avoiding compaction, and 
tuning the provision of both available N and P as precisely as possible to what a crop rotation 
requires. 
 
4 CONCLUSIONS 
 
In this study, we presented a decision model for assessment of the potential of the soil to 
provide and cycle nutrients. The model was derived from expert knowledge, sensitivity 
analyses were carried out and validation was performed using a French national dataset. The 
proposed approach enabled us to obtain recommendations for farmers and policy-makers that 
could improve the management practices in order to improve the nutrient cycling soil 
function. Finally, this model is being integrated in the LANDMARK H2020 project Soil 
Navigator DSS tool that integrates decision models for four more soil functions besides the 
nutrient cycling: primary productivity, soil biodiversity and habitat provision, water 
purification and regulation, and climate regulation and carbon sequestration. The tool will 
provide an overall assessment of the soil status at a field level in terms of the provision of the 
five main soil functions. The integration of five functions into one tool enables users to 
identify synergies and trade-offs of these functions and to make better informed decisions.   
 
Acknowledgement 
This research was conducted as part of the LANDMARK (LAND Management: Assessment, 
Research, Knowledge Base) project. This project has received funding the project 
LANDMARK within the European Union’s Horizon 2020 research and innovation program 
under the Grant Agreement 635201. 
 
References  
[1] Arrouays, D., Saby, N. P. A., Thioulouse, J., Jolivet, C., Boulonne, L., and Ratié, C. 

(2011). Large trends in French topsoil characteristics are revealed by spatially 
constrained multivariate analysis. Geoderma 161, 107–114. doi: 
10.1016/j.geoderma.2010.12.002 

[2] Bohanec, M., and Rajkovic, V. (1990). DEX: An Expert System Shell for Decision 
Support. Sistemica 1, 145–157. 

[3] Bohanec, M. 2017. Multi-criteria DEX models: an overview and analyses. In The 14th 
International Symposium on Operational Research in Slovenia, eds L.Z. Stirn,M. K. 
Borštar, J. Žerovnik, and S. Drobne (Ljubljana: Slovenian Society Informatika - Section 
for Operational Research), 155–60.  

26



[4] Bohanec, M. (2019) DEXi: A Program for Multi-Attribute Decision Making. Available 

online at: http://kt.ijs.si/MarkoBohanec/dexi.html. 
[5] Cordell, D., Drangert, J.O. & White, S. 2009. The story of phosphorus: global food 

security and food for thought. Global Environment Change, 19, 292–305. 
[6] Creamer, R., and Holden, N. (2010). Special Issue: Soil Quality. Soil Use and 

Management 26(3), 197-197. doi: 10.1111/j.1475-2743.2010.00299.x. 
[7] Creamer, R.E., Brennan, F., Fenton, O., Healy, M.G., Lalor, S.T.J., Lanigan, G.J., et al. 

(2010). Implications of the proposed Soil Framework Directive on agricultural systems 
in Atlantic Europe - a review. Soil Use and Management 26(3), 198-211. doi: 
10.1111/j.1475-2743.2010.00288.x. 

[8] Erisman, J.W., Van Grinsven, H., Grizzetti, B., Bouraoui, F., Powlson, D., Sutton, 
M.A., Bleeker, A. & Reis, S. 2011. The European Nitrogen Problem in a Global 
Perspective. In: The European Nitrogen Assessment (eds M.A. Sutton, C.M. 
Howard, J.W. Erisman, G. Billen, A. Bleeker, P. Grennfelt, H. van Grinsven & B. 
Grizzetti), pp. 9–31. Cambridge University Press, Cambridge. 

[9] Schröder, J.J. 2005. Revisiting the agronomic benefits of manure: a correct assessment 
and exploitation of its fertilizer value spares the environment. Bioresource Technology 
92 (2), 253-261 

[10] Schröder, J.J., Schulte, R.P.O., Creamer, R.E., Delgado, A., van Leeuwen, J., Lehtinen, 
T., et al. (2016). The elusive role of soil quality in nutrient cycling: a review. Soil Use 
and Management 32(4), 476-486. doi: 10.1111/sum.12288. 

[11] Schröder, J.J., Kuzmanovski, V., Picaud, C., Saby, N. & Debeljak, M. (2018) Validation 
of the DEXi model of Nutrient Cycling -3nd exploration based on a selection of 534 site-
years with wheat (T. aestivum and T. durum) from France-, Note for LANDMARK, 
Wageningen UR, Wageningen, the Netherlands, 5 pp.  

[12] Schulte, R. P. O., Creamer, R. E., Donnellan, T., Farrelly, N., Fealy, R., O’Donoghue, 
C., et al. (2014). Functional land management: A framework for managing soil-based 
ecosystem services for the sustainable intensification of agriculture. Environ. Sci. Policy 
38, 45–58. doi:10.1016/j.envsci.2013.10.002. 

[13] Stolte, J.M., Tesfai, L., Øygarden, S., Kværnø, J., Keizer, F., Verheijen, P., et al. (2016). 
Soil threats in Europe. EU Joint Research Centre. EUR 27607 EN; doi:10.2788/488054 
(print); doi:10.2788/828742 (online). 

[14] Withers, P.J.A., Van Dijk, K.C., Neset, T.S., Nesme, T., Oenema, O., Rubaek, 
G.H., Schoumans, O.F., Smit, A.L. & Pellerin, S. 2015. Stewardship to tackle global 
phosphorus inefficiency: the case of Europe. Ambio, 44, 193–206. 

 

27



APPLICATION OF WEIGHTED GOAL PROGRAMMING METHOD 
FOR HYBRIDS SELECTION OF ENDIVES  

 
Jožef Vinčec 

University of Maribor Faculty of agriculture and life science 
Pivola 11, 2311 Hoče 

E-mail: jozef.vincec@student.um.si 
 

Karmen Pažek 
University of Maribor Faculty of agriculture and life science 

Pivola 11, 2311 Hoče 
E-mail: Karmen.pazek@um.si 

 
Črtomir Rozman 

University of Maribor Faculty of agriculture and life science 
Pivola 11, 2311 Hoče 

E-mail: crt.rozman@um.si 
 

Jernej Prišenk 
University of Maribor Faculty of agriculture and life science 

Pivola 11, 2311 Hoče 
E-mail: jernej.prisenk@um.si 

 
Abstract: Choosing a hybrid for sowing is one of the key tasks in the agricultural production 
planning. By properly planning, we can gain a key advantage over competition. We approach to the 
problem with construction of a model in which we are looking for an appropriate hybrid for a 
specific period from all of the available hybrids. We used a weighted goal programming method with 
criteria: growing area, growing season and the financial result of hybrid for a certain week. Results 
where choice for a single hybrid is expressed in binary form. The results of the weighted goal 
programming were compared with the scenario in which were selected those hybrids with the 
minimum occupied area (MIN). The results show that with the use of the MIN scenario we achieve a 
smaller required area for 0.04 ha compared to weighted goal programming 4.55 ha. However, use of 
weighted goal programming achieves 2 000.30 € better financial result and have 16 days shorter 
growing season compared to the MIN scenario. 
 

Keywords: weighted goal programming, hybrid selection, endivie 
 
1 INTRODUCTION 
 
Application of operational research in agriculture usually means finding the optimum crop 
rotation. El-Nazer and McCarl (1986) used LP model to find optimal crop rotations after 
having built a regression model to estimate yield. Dogliotti et al. (2003) for example 
developed ROTAT to systematically generate all possible rotations from given number of 
crops. Another important area of operational research in agriculture is diet planning. 
Anderson and Earle (1983) take step further and provided possibility of applying goal 
programming to diet planning instead of conventional linear programming. Prisenk et al. 
(2013) use weighted goal programming to determine optimal feed rations for sport horses. 
Other popular areas of research in agriculture mean minimizing the cost of machine or 
labour work, fertilization costs, and others.  

The approach to planning production within a certain culture is less present. In 
agricultural production farmers are faced with a large number of different hybrids available 
at the market, which can be cultivated during same period. Hybrids in vegetable production 
have a certain requirement for temperature and duration of daylight. Based on that 
conditions they are sorted in growing periods when they can be cultivated in certain area. 
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Other important fact is that different hybrids have different length of growth and different 
amount of yield at the same area compared to other hybrids. Therefore, in theory we can 
achieve higher yield just by choosing appropriate hybrid. Selection of an appropriate hybrid 
for a particular week is the key task and goal for developing of our modelling tool. Farmers 
are usually faced with the choice of most suitable hybrid for a particular week in the year 
once a year for whole growing season. Choosing appropriate hybrid for a particular week is 
associated with the estimated demand (in kg) per culture for a particular week. 

We based this research on the case of endives. The selection procedure for a suitable 
hybrid consists of 2 parts. In 1st part, we make a list of wider range of hybrids for a 
particular culture that exist on the market. Data on hybrids are obtained from catalogues of 
hybrid seeds suppliers and on the basis of these data we estimate economic viability of the 
production for certain hybrid. The second part is the selection of a specific hybrid with the 
help of a developed methodology based on weighted goal programming method and is 
calculated for each week of the year. Based on the agronomic requirements for each hybrid, 
then we compare different hybrids and choose the appropriate one using the developed 
model. 
 
2 METHODOLOGY 
 
We first approached to the problem by choosing appropriate hybrid for a particular week by 
analyzing the economic viability of a broader set of hybrids. We used a methodology of 
calculating total costs for estimation a production by particular hybrid. The results enter to 
the model for choosing the appropriate hybrid as a restriction. We used a weighted goal 
programming which is according to Chang (2007) most widely used multi-objective 
technique in management science because of its inherent flexibility in handling decision-
making problems with several conflicting objectives and incomplete or imprecise 
information.  

Our model allows direct compromise between all unwanted deviations of the variables by 
combining them into a weighted, normalized goal function. Assuming the linearity of the 
target function, then we can present a linear weighted target program as: 
 

Min a = ∑ (
𝑢𝑞𝑛𝑞 

𝑘𝑞
+  

𝑣𝑞𝑛𝑞 

𝑘𝑞
)𝑄

𝑞=1  (1) 

 

Subject to: 

fq (x) + nq - pq = bq     q = 1, … ,Q 
x є F 

nq, pq ≥ 0     q = 1, … , Q 
Where is: 

- nq is the negative deviational variable of the qth goal. It represents the level at which 
the target level is not sufficiently achieved. 

- pq is the positive deviational variable of the qth goal. It represents the level by which 
the target level is over-achieved 

- bq is numeric target level for each goal  
- fq(x) the achieved value according to the basic criterion. 
- kq is the normalisation constant associated with the qth goal. 
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Variable definitions are the same as in priority programming, except that the uq and vq 
weights are no longer indexed by priority levels. 

Limitations in the assessment for each method are: 
- Financial result (€ / area), which must be greater than the average of all FR hybrids / 

varieties in individual crops. 
- Growing period (number of days), which must be less than the average of all 

growing periods of hybrids / varieties in a particular culture. 
- Required area (ha), which must be less than the highest estimated area of hybrids / 

varieties in the individual crop. 
- The sum of the decisions can only be 1. 

Weighted goal programming is based on Archimedes' goal function, which minimizes the 
sum of weighted deviations from individual goals. Consensus is thus achieved by 
minimizing the weighted sum of disagreements (Gonzales-Pachon and Romero 1999, cited 
in Žgajnar 2011). 

Using the model, we analysed 5 hybrids of endives with a growing period from 60 to 80 
days and are intended for production for fresh consumption in the period from 25 to 42 
weeks of the year. 

The goal of the developed model is to select the appropriate hybrid in a given week 
according to the criteria of the financial result, the growing season and the required area for 
the production of the desired quantity of endives in kilograms for a certain week of the year. 
Table 1 show the necessary demands of endives for our case on the basis of which according 
to the recommended plant set-up, the estimated weight of the endive head is calculated the 
required area (ha) for each endive hybrid to meet the estimated needs. 
 

Table 1: List of endive needs for each week of the year in the growing season 
 
Week 25 26 27 28 29 30 31 32 33 
Needs 6.466,71 6.466,71 6.466,71 6.466,71 6.466,71 6.466,71 6.466,71 6.466,71 6.466,71 
Week 34 35 36 37 38 39 40 41 42 
Needs 6.466,71 6.466,71 6.466,71 6.466,71 6.734,38 7.489,11 6.466,71 6.466,71 6.466,71 
 
On the basis of the demand (Table 1) for endives in a given week, the specific endives 
hybrid, the recommended planting set, the predicted weight of the individual endives head 
are indicated in Table 2, the estimated area required (ha), with which of all available hybrids 
for each week in a year, meet the estimated needs from Table 1. When certain hybrid it’s not 
allowed to grow (by the supplier of certain hybrid) in certain week, we add large number 
(999) and prevent to be chosen. 
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Table 2:  Estimated required areas (ha) to meet the demand (in kg) in each week per individual hybrid 
 

Week Eros F1 Amos F1 Géante maraîchère - Bossa Anconi RZ Mikado RZ 
25 999.00 0.28 999.00 999.00 999.00 
26 999.00 0.28 0.28 999.00 999.00 
27 999.00 0.27 0.28 999.00 999.00 
28 999.00 0.26 0.27 999.00 999.00 
29 999.00 0.26 0.27 999.00 999.00 
30 999.00 0.25 0.26 999.00 999.00 
31 999.00 0.25 0.26 999.00 999.00 
32 999.00 0.24 0.26 999.00 999.00 
33 999.00 0.24 0.25 999.00 999.00 
34 999.00 0.23 0.25 0.32 0.32 
35 999.00 0.23 0.24 0.31 0.31 
36 0.28 999.00 0.24 0.30 0.30 
37 0.26 999.00 0.24 0.30 0.30 
38 0.25 999.00 0.24 0.30 0.30 
39 0.26 999.00 0.27 0.32 0.32 
40 999.00 999.00 0.23 0.27 0.27 
41 999.00 999.00 999.00 0.27 0.27 
42 999.00 999.00 999.00 0.26 0.26 

 
As a limitation to the modelling tool, the financial result for each hybrid is calculated by 
method of calculating total costs. Besides financial result, duration of growing for each 
hybrid are shown in Table 3. 
 

Table 3: Estimated financial result for each hybrid and the growing season from planting to harvest 
 

 Eros F1 Amos F1 Géante maraîchère - Bossa Anconi RZ Mikado RZ 
FR 9 906.56 7 049.42 5 620.85 3 156.56 2 406.56 

Grow duration  60 61 66 80 78 
 
The model tool was developed in the Microsoft Excel (Figure 1) and uses the Solver add-in. 
The procedure for choosing the appropriate hybrid in each week was designed using the 
code written in the Microsoft Visual Basic for Applications, which is considered as a stand-
alone problem, which we solve individually each week. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Section from developed model. 

 
The model tool enables the selection of suitable hybrids of the endive, which provides such 
a hybrid at the required quantity.  
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3 RESULT AND DISCUSSION 
 
The result of our developed model is the selection of the appropriate hybrid in each week. In 
the developed model, the selection of the appropriate hybrid is indicated in Table 4. Results 
are shown in binary mode, which means, that when 1 appears the hybrid is selected.  
 

Table 4: Result of modelling tool 
 

Week Eros F1 Amos F1 Géante maraîchère - Bossa Anconi RZ Mikado RZ 
25 0 1 0 0 0 
26 0 1 0 0 0 
27 0 1 0 0 0 
28 0 1 0 0 0 
29 0 1 0 0 0 
30 0 1 0 0 0 
31 0 1 0 0 0 
32 0 1 0 0 0 
33 0 1 0 0 0 
34 0 1 0 0 0 
35 0 1 0 0 0 
36 0 0 1 0 0 
37 1 0 0 0 0 
38 1 0 0 0 0 
39 1 0 0 0 0 
40 0 0 1 0 0 
41 0 0 0 0 1 
42 0 0 0 0 1 

 
 

Table 5: Comparism between results based on weighted goal programming and basic scenario (MIN) 
 
Week Chosen WGP Area 

WGP 
FR WGP Grow 

WGP 
Chosen MIN Area 

MIN 
FR MIN Grow 

MIN 
25 Amos F1 0.28 1 994.41 61 Amos F1 0.28 1 994.41 61 
26 Amos F1 0.28 1 945.77 61 Amos F1 0.28 1 945.77 61 
27 Amos F1 0.27 1 899.44 61 Amos F1 0.27 1 899.44 61 
28 Amos F1 0.26 1 855.27 61 Amos F1 0.26 1 855.27 61 
29 Amos F1 0.26 1 813.10 61 Amos F1 0.26 1 813.10 61 
30 Amos F1 0.25 1 772.81 61 Amos F1 0.25 1 772.81 61 
31 Amos F1 0.25 1 734.27 61 Amos F1 0.25 1 734.27 61 
32 Amos F1 0.24 1 697.37 61 Amos F1 0.24 1 697.37 61 
33 Amos F1 0.24 1 662.01 61 Amos F1 0.24 1 662.01 61 
34 Amos F1 0.23 1 628.09 61 Amos F1 0.23 1 628.09 61 
35 Amos F1 0.23 1 595,53 61 Amos F1 0.23 1 595.53 61 
36 Géante maraîchère - Bossa 0.24 1 349.30 66 Géante maraîchère - Bossa 0.24 1 349.30 66 
37 Eros F1 0.26 2 587.15 60 Géante maraîchère - Bossa 0.24 1 329.16 66 
38 Eros F1 0.25 2 501.79 60 Géante maraîchère - Bossa 0.24 1 363.82 66 
39 Eros F1 0.26 2 596.70 60 Eros F1 0.26 2 596.70 60 
40 Géante maraîchère - Bossa 0.23 1 272.19 66 Géante maraîchère - Bossa 0.23 1 272.19 66 
41 Mikado RZ 0.27 638.46 78 Anconi  RZ 0.27 837.44 80 
42 Mikado RZ 0.26 622.50 78 Anconi  RZ 0.26 816.50 80 

TOTAL 4.55 31 166.17 1139  4.51 29 163.17 1 155 

 
The results of weighted goal programming (the left side of Table 5) are compared with the 
selection of that hybrid, which occupies the minimum required area (the right side of the 
table).  

Purpose of comparing both scenarios is to show what is best to use: presented 
methodology in agricultural planning or to stay with old technique which means usage of 
selection hybrid that occupies minimum required area. The area to meet the needs listed in 
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Table 1 is greater by 0.04 ha when using weighted goal programming compared to the use of 
the smallest possible areas (MIN scenario). When comparing the financial result, using 
results from a weighted goal programming method, the financial result of 2 003.00 € is 
higher compared to the results from MIN scenario. An analysis of growing season by a 
period from planting to harvest shows that the use of weighted goal programming has a 
lower total amount of growing period by 16 days compared to the MIN scenario. 
 
4 CONCLUSIONS 
 
Production planning and the selection of appropriate hybrids are key steps in the agricultural 
production planning and potential search for a competitive advantage within the production 
of a particular culture. This is best confirmed by the fact that in the production of the same 
amount of crop with the choice of the appropriate hybrid, a smaller area can be occupied and 
less growth days spent. To make an appropriate decision and to reduce decision maker 
preference over particular decision on hybrid selection we have developed a model. Model 
was developed in Microsoft Excel with Solver add-in and uses weighted goal programming 
method to find the appropriate hybrid. The results show that the use of the developed model 
is justified, since in comparison with the reference scenario, results from developed model 
achieve a higher financial result of 2 003.00 € and a 16-day shorter growing season. 
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Abstract: The aim of this paper is to research, by means of systems thinking and the model of 
system dynamics, the main variables and their causal relationships in the system structure which 
presents the diversification of farming establishments to non-agricultural industries on the farm. In 
the theoretical part, the theory of systems thinking and system dynamics is presented. The second 
part of the article represents the system structure – CLD. The model presents information on the main 
feedback loops and their dynamics in addition. 
 

Keywords: CLD – causal loop diagram, system dynamics, diversification of farming establishments, 
tourism, rural tourism  

 
1 INTRODUCTION 
 
Farm tourism is not a new phenomenon [4]. It is a form of countryside tourism which dates 
back a century in some destinations [6]. The developmental trends show that more 
supplementary activities are registered within farming establishments every year. Their 
common denominator is tourism. It is definitely the consequence of the increasing number of 
tourists, i.e. lodgings in the country. In 2018, Slovenia recorded 5.93 millions of tourists’ 
arrivals and 15.96 millions of lodgings of the tourists. A part of them in tourist farms too. A 
rich history of the development of tourism in the countryside is recorded in Germany [10] 
and in Austria. State policies are positively oriented towards the development of tourist 
facilities in the countryside with subsidies and programs of development also in Italy [8] and 
France [2]. Along with all the advantages and disadvantages which are represented by the 
development of supplementary activities related to tourism, there is a clear tendency of the 
use of modern supports in decision-making by which the proper directives can be ensured 
before bigger investment and activities affecting the environment. 

In the case of our article, we speak about the support in agricultural policy and 
development decision-making within the procedures of diversification of the basic 
agricultural activities in farming establishments. Such types of dynamics were already used 
by numerous researchers [13], [3], [1]. 

The document is divided into two parts. First, we become acquainted with the theory of 
systems thinking and system dynamics. Then, in the second part, we discuss the problem of 
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spreading and introduction of a supplementary activity in the farming establishment – the 
farm tourism by the use of causal loop diagram as one of the ways of support in decision-
making. 
 
2 SYSTEMS THINKING, SYSTEM DYNAMICS AND CAUSAL LOOP DIAGRAM 
 
Sterman[14] says that systems thinking is necessary for efficient decision-making. Such 
thinking approach has been used for a number of years (more than 60). In time, it has been 
developed and improved all the time. Richmond [12] speaks about systems thinking as about 
a multidimensional system where: 

a) We can think with models, which mean the ability to build a model and transfer the 
acquired knowledge into a real circumstance. 

b) We speak about dynamic thinking which enables anticipation of future behavior of 
systems with all the delays, fluctuations, and feedback loops. 

c) We can understand a system as interrelated thinking where a single cause does not 
mean a single consequence. Consequences depend on a multitude of indirect 
influences. 

d) The system management – we understand the dimension of systems thinking as the 
most pragmatic component. 

Systems thinking and system dynamics observe the same types of problems. Contrary to the 
systems thinking, the system dynamics enables us – by means of computer simulations of the 
models – a depiction of the behavior of the real system when testing the effects of alternative 
decisions through time [5]. As the model is presented later, causal loop diagrams contain 
variables and causal relationships presented with arrows which are labeled with a mark or 
reinforcing or balancing. Reinforcing (R) means that the effect over value increases over the 
value it would normally have if the cause increases. Balancing (B), however, means that the 
consequence is reduced below the value it would normally have if the cause increases. When 
the system elements are interconnected and form a closed sequence of causes and 
consequences, we speak about the causal loop. 
 
3 CAUSAL LOOP DIAGRAM OF SYSTEM STRUCTURE 
 
As explained introductory, we seek additional sources of income by diversification to non-
agricultural industries in farming establishments. This action, however, does not influence 
positively only a farming establishment but also offers numerous advantages for the broader 
region: the quality of life in the countryside, culture, tradition, and, last but not least, 
employment. Due to all the specifics of the agrarian structures and lowering the factor 
incomes per employee in the agriculture [15], the farmers have to think hard about all the 
factors, not only economic ones, when they think about the step of diversification, especially 
if an investment would require more significant financial input. A contribution by the use of 
system dynamics (SD) presents the method for the support in decision-making. Figure 1 
represents the causal loop diagram of system structure – diversification of farming 
establishments in tourist farms with lodging with important consequences for the region and 
the farming establishment. 
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Figure 1: Causal loop diagram of system structure – diversification of farming establishments in tourist farms 

 
In the system dynamics model, we can see several main feedback loops which represent 
reinforcing and balancing. The loops R1, R2, and R3 indicate the developmental activity. In 
2018, the industry of tourism and traveling created 3.3% of gross domestic product (GDP) in 
Slovenia directly. With respect to broader influences, however, it created 11.9% of GDP 
[17]. 

Increasing or growth of GDP influences investments in infrastructure directly, which has 
positive consequences on the environment mostly, as this is the way it is preserved more 
easily. In addition, the destinations are more easily accessible. At the same time, it influences 
environmental attractiveness. The attractiveness of the environment increases the demand for 
lodging and/or visiting destinations. Increasing the demand influences positively the decision 
of farming establishment whether it will diversify its primary industry. As already 
mentioned, this diversification influences economic effects, employability, and the quality of 
life positively. By the development of supplementary activity – farm tourism, the 
opportunities emerge for the development of other supplementary activities related to the 
cultivation of primary agricultural crops, the sales of agricultural crops and products of 
farms, activities which are connected to traditional knowledge on farms, and social security 
services. 

In a broader perspective, not all farming establishments are appropriate for a step of this 
type of diversification. Žibert et. al. [18] researched the attributes of farming establishments 
for diversification to non-agricultural industries. 
An important variable of system structure is also the promotion factor. Not in the sense of 
promotion of the industry that tourism is the catalyst which would help in economic 
challenges of the countryside [9], [16], but in the sense of the promotion of tourist farms, 
destinations, the tradition of cultural habits, events, and environment whose part is the 
farming establishment itself. These are, therefore, the tools which are available to farms or 
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broader groups of entities, and through which they communicate with their target publics 
about all the matters which influence the profitability and, primarily, the decision for the step 
of diversification [11]. 

In spite of everything, however, the share of GDP cannot entirely cover the investments 
in infrastructure which helps in the development of the tourist industry. Gartner [7] reports 
on numerous support rates in the development of the industry. In spite of that, however, the 
share of investments in infrastructure per unit shows one of the decisive equalization loops 
(B2) which influence the fact in the system whether the farm will diversify its industry or 
not. Figure 1 represents a quality model and discusses the important relationships of causal 
loops which influence the decision for diversification of farming establishments into 
supplement activities – farm tourism. 
 
4 CONCLUSIONS  
 
The model seeks answers to the strategic questions connected with the dynamics of transfer 
of farming establishments with the potential for the tourist activities to tourist farms. The 
model will be used for the depiction of the behavior of the real system when testing the 
effects of alternative decisions through time. 
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Abstract: The paper contains a brief description of the essence of AHP and a short analysis of 
existing AHP modifications for decision making under uncertainty, especially combined with 
scenario planning. The contribution also presents a novel scenario-based AHP approach which is only 
designed for one-shot decisions and independent criteria, i.e. targets influenced by totally different 
external factors (for each criterion a distinct set of scenarios is supposed to be defined). One of the 
advantages of the new approach is the possibility to generate a relatively smaller number of pairwise 
comparison matrices thanks to the reduction of the initial sets of scenarios.   
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1 INTRODUCTION  
 
The Analytic Hierarchy Process (AHP) is a multi-criteria procedure which has been 
investigated and developed by many researchers and practitioners. AHP is one of the most 
popular approaches in decision analysis and one that is arguably more accessible for new 
users [5]. It is applied to diverse fields. The original version allows solving deterministic 
problems, but the necessity to operate in an uncertain environment has entailed the creation 
of numerous AHP modifications enabling one to take uncertainty factors into account.   

This work also deals with AHP and multiple criteria decision making (MCDM) under 
uncertainty. Nevertheless, we focus on (1) aspects which are not thoroughly analysed in the 
literature and (2) issues which are handled here in a different way. We explore the case of 
independent criteria (for each criterion a distinct set of scenarios has to be defined) and one-
shot decisions (the selected option is performed only once – hence, in such circumstances, the 
use of probabilities as known primary data is not appropriate). We suggest choosing the final 
decision on the basis of reduced sets of scenarios, which makes the procedure less complex.    

The paper is organized as follows. Section 2 discusses the essence of AHP. Section 3 
briefly describes diverse approaches handling uncertainty in AHP. Section 4 develops the 
idea of combining AHP with scenario planning. Section 5 presents a novel scenario-based 
AHP procedure designed for independent criteria and one-shot decisions. Section 6 contains 
a short illustration. Conclusions are gathered in the last section. 

 
2 ANALYTIC HIERARCHY PROCESS – BRIEF DESCRIPTION  

 
AHP is a well-known MCDM method. However it is worth underlining that MCDM involves 
two groups of problems: multiple attribute decision problems (MADP) and multiple objective 
decision problems (MODP). In MADP the number of decisions is precisely defined at the 
beginning of the decision making process and the levels of considered attributes are assigned 
to each option. Within the framework of MODP the cardinality of the set of possible 
decisions is not exactly known. The decision maker (DM) only knows the set of criteria and 
constraints that create the set of possible solutions [11]. AHP is designed for MADP.  

The procedure consists in defining the problem hierarchy, i.e. decomposing the problem 
into significant criteria and decisions. Then the DM is supposed to evaluate their relative 
importance (i.e. priorities) within appropriate criteria and decisions pairwise comparison 
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matrices. This step is done by transforming linguistic expressions into concrete values (from 
1/9 to 9 where 1/9 denotes absolute inferiority, 1 signifies equal preference and 9 means 
absolute preference). After normalizing those evaluations and computing their averages 
(called overall priorities) for each criterion and option, a weighted value is calculated for 
each decision in the last step. This measure allows one to indicate the best solution. It is 
usually recommended to check the judgement consistency. If the matrices are not consistent 
enough (the consistency ratio exceeds 10%), the subjective judgements need to be revised.  

One of the strengths of AHP is that it enables solving problems where criteria are difficult 
to quantify since in this method human judgements are sufficient. The second vital advantage 
is that AHP does not require declaring criteria weights – they are computed on the basis of a 
pairwise comparison performed by the DM. Nevertheless, drawbacks connected with AHP 
have been also found. One of them concerns the rank reversal phenomenon [4]. Moreover, 
AHP forces DMs to declare preferences for all pairs of criteria and decisions [1].   

AHP was originally developed by Saaty [18], but it has been extensively studied and 
refined since then [4]. It is applied to such fields as business, government, education 
(operations research, management science), industry and healthcare. It supports for instance 
forecasting, management, planning and ranking [3], [15], [21].  

  
3 ANALYTIC HIERARCHY PROCESS UNDER UNCERTAINTY  

 
The original Analytic Hierarchy Process is a deterministic decision making tool. 
Nevertheless, both researchers and practitioners have tried for many years to take diverse 
types of uncertainty into consideration, which is entirely justified since it is usually difficult 
to precisely define ones preferences or predict future events.  

Here are some examples. Beynon [2] suggests using DS/AHP which encompasses the 
Dempster-Shafer theory of evidence and gives the ability to assign probability measures to 
groups of decisions. Tacnet et al. [19] combine AHP with fuzzy sets, possibility and belief 
functions theories in order to handle imprecise and uncertain evaluations of quantitative and 
qualitative criteria. Uncertainty also can be taken into consideration on the basis of Monte 
Carlo AHP [1], [23]. Mimovic et al. [17] use Bayesian analysis to improve the accuracy of 
input data for AHP. Lin and Wang [14] formulate an uncertain variable method and show 
how to check the consistency of uncertainty comparison matrices. Ennaceur [7] describes in 
his doctoral thesis new uncertain AHP methods based on the belief function theory. 
Eskandari and Rabelo [8] suggest a stochastic approach to capture the uncertain behaviour of 
the global AHP weights. Yang et al. [22] adopt the normal Cloud model and the Delphi 
feedback method in order to handle the randomness and fuzziness of individual judgements. 
Other interesting uncertainty issues are discussed for instance in [4], [12], [16], [20], [21]. 

  
4 AHP COMBINED WITH SCENARIO PLANNING  
 
There are of course numerous techniques enabling handling uncertainty in MCD analysis and 
optimisation such as fuzzy numbers, probabilities, probability-like quantities and explicit risk 
measures. However, according to Durbach and Stewart [6] uncertainties become increasingly 
so complex that the elicitation of those measures becomes operationally difficult for DMs to 
comprehend and virtually impossible to validate. In their opinion it is useful to construct 
scenarios describing possible ways in which the future might unfold. Thus, in this work we 
are mainly interested in methods integrating scenario planning (SP) into AHP.  

Durbach discusses these issues in his recent contribution [5]. He emphasizes that the 
aggregation of criteria and scenarios may be performed in two fundamental ways: in the 
»meta-alternative« approach scenarios are combined with decisions and the joint »meta-
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alternatives« are evaluated over attributes. On the other hand, in the »meta-attribute« 
approach scenarios are combined with attributes and then the decisions are evaluated in terms 
of these »meta-attributes«. Both approaches use a standard implementation of the AHP, and 
thus are subject to the same concerns, for example regarding rank reversal and interpretability 
of weights. Both techniques are valuable, but the aforementioned paper does not explain the 
crucial application difference between them. Hence, it is worth underlining that the first 
approach is designed for independent criteria - the performance of particular targets can be 
analyzed totally seperately since the number (m) and type of scenarios can be different for 
each criterion: m1, m2, ..., mk, ..., mp, where p denotes the number of criteria. The second 
approach allows the criteria to be dependent. This time there is a strong relationship between 
scenarios assigned to particular criteria – the number and type of events ought to be the same 
for each criterion considered in the decision problem and evaluation aij

k only can be 
connected with evaluations aij

1, ..., aij
k-1, aij

k+1, ..., aij
p where aij

k describes the performance of 
criterion Ck by decision Dj provided that scenario Si happens [10]. Furthermore, we would 
like to emphasize that the scenario-based AHP method suggested by Durbach [5] requires the 
evaluation of supplementary pairwise comparison matrices related to scenarios and 
representing for instance how likely a scenario is to occur. For p independent criteria, n 
decisions and m1, m2, ..., mk, ..., mp scenarios for particular criteria, at least (𝑝2 +

∑  (𝑛 ∙ 𝑚𝑘 )2𝑝
𝑘=1 )  comparisons are needed. This leads to additional effort and makes the 

decision making process more complex and challenging. That is why, we state that it would 
be desirable to integrate SP in a less time-consuming way.       

At the end of this section it is worth mentioning that some researchers recommend using 
probabilities in scenario-based AHP [13]. However Durbach [5] stresses that scenarios 
should not be treated as states of nature since the set of scenarios does not constitute a 
complete probability space – in a statistical sense scenario »likelihoods« are not probabilities. 
Moreover, states of nature are mutually exclusive and exhaustive, they are constructed from 
the same underlying dimensions, which is not the case of scenarios. Durbach [5] doen't use 
probabilitites in his scenario-based procedures - he applies relative importance of scenarios. 
In our work we also do not refer to probabilities as we focus on one-shot decisions [10]. 
 
5 SP/AHP FOR INDEPENDENT CRITERIA: SP/AHP(IC) 
 
In this section we only investigate the problem of independent criteria. Such criteria occur 
when particular goals depend on totally different factors like weather, demography, diseases, 
fashion, prices, political decisions. We concentrate on one-shot decisions - the selected 
decision is supposed to be performed only once. This assumption signifies that for each 
criterion just one scenario has the chance to occur. In such circumstances the use of the 
probability calculus is unjustified [10]. Additionally, we do not intend to take into 
consideration all the scenarios till the end of the decision making process. Instead of it, we 
prefer reducing the initial sets of scenarios thanks to preferences (predictions) declared by the 
DM (optimism coefficients) and then choosing the final course of action on the basis of 
selected data. A similar approach, in the context of one-criterion problems, is applied in [9].  
The proposed method – SP/AHP(IC) – consists of the following steps: 

1) Define the set of decisions (D), the set of criteria (C) and the sets of scenarios 
separately for each criterion S(k). Estimate pairwise comparison matrices for (1) 
criteria and (2) particular options in terms of scenarios, separately for each criterion. 

2) Define for each criterion Ck the DM’s coefficient of optimism βk which belongs to the 
interval [0,1]. It is equal to 0 for extreme pessimists (expecting the occurrence of 
scenarios with the worst outcomes) and 1 for extreme optimists. 
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3) Normalize each value in matrices for (1) criteria and (2) particular options in terms of 
scenarios so that the sum of transformed comparisons in each column is equal to 1. 
Calculate the average of normalized values for each row of all the aforementioned 
matrices. These averages constitute weights (overall priorities): Pk (for criteria) and 
Mk,j

i (for scenarios within a given criterion and decision). Normalize scenario weights 
Mk,j

i (0 for the lowest weight, 1 for the highest weight), separately for each decision 
and criterion, and denote them by M(n)k,j

i. 
4) Reduce the initial sets S(k) to sets S(k)r following the rules enumerated below: 

1. All the scenarios within a given criterion and with the normalized weight M(n)k,j
i 

equal to βk create the set S(k)r. 
2. If within a given criterion and decision there aren’t any scenarios with M(n)k,j

i 
equal to βk, set S(k)r can include scenario(s) with the closest normalized weight.  

5) Estimate pairwise comparison matrices in terms of decisions only for scenarios from 
sets S(k)r. Normalize their values applying the same way as in step 3. Compute 
decision weights, i.e. the averages of the normalized values for each row (Nk,i

j). 
1. If set S(k)r is a singleton, these averages do not need to be modified: Nk,i

j=Nk*
j 

where Nk*
j denotes final decision weights within a given criterion. 

2. If a given reduced set includes more than one scenario, compute the mean 
decision weights on the basis of the selected scenarios in the following way: 

𝑁𝑗
𝑘∗ =

1

𝑛
∑ (

1

|𝑆(𝑘)𝑗
𝑟|

∑ 𝑁𝑗
𝑘,𝑖

𝑆(𝑘)𝑗
𝑟 )𝑛

𝑗=1                                                    (1) 

where S(k)r
j denotes the subset of set S(k)r. It only contains scenarios chosen for 

criterion Ck, but in terms of decision Dj. |S(k)r
j| is the cardinality of S(k)r

j.  
6) Choose the decision for which the following measure has the highest value. 

𝑁𝑗
∗ = ∑ 𝑁𝑗

𝑘∗ ∙ 𝑃𝑘
𝑝
𝑗=1                                                                   (2) 

Note that we omit the consistency analysis in the procedure since we assume that all the 
matrices are consistent enough. Otherwise, an appropriate matrices transformation is 
required. We do not present all the equations in detail in the paper due to page limitations, 
but we hope that the example discussed in the next section will dispel possible doubts.   
 
6 EXAMPLE 
 
Let’s assume that the decision problem includes 3 decisions (D1, D2, D3) and 2 independent 
criteria (C1, C2). The DM takes into account 3 scenarios for the first criterion (S1

1, S1
2, S1

3) 
and 2 scenarios for the second one (S2

1, S2
2). Pairwise comparison matrices for (1) criteria 

and (2) particular options in terms of scenarios are presented in Tables 1-3 (step 1). Let’s 
analyse the case of a moderate pessimist who declares the following coefficient values: 
β1=0.4 and β2=0.3 (step 2). Step 3 has been already done (see the second part of Table 1 and 
values introduced next to the original preferences in Tables 2-3). Normalized averages 
M(n)k,j

i are gathered in additional columns. Now (step 4) initial sets S(1)={S1
1, S1

2, S1
3} and 

S(2)={S2
1, S2

2} are reduced to S(1)r={S1
2, S1

3} and S(2)r={S2
1, S2

2}. Scenario S1
2 belongs to 

S(1)r since its normalized weight 0.308 for decision D1 is the closest to 0.4. Scenario S1
3 also 

belongs to S(1)r since its normalized weight 0.322 for decision D2 is the closest to 0.4 etc. In 
step 5 the DM’s estimations are used to calculate decision weights (Table 4), separately for 
each criterion and scenario. Our reduced sets are not unit sets. That is why, the use of 
equation (1) is recommended to obtain a single decision weight for each decisions within 
particular criteria: N1*

1=1/2·(0.80+0.83)=0.82; N1*
2=0.18; N2*

1=0.61; N2*
2=0.39 (values are 
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rounded to two decimal places). After reducing the scenario sets, option D1 gains better 
results than D2 for both considered criteria. Hence, step 6 is useless in this case – the final 
solution is obvious: N*

1=0.75·0.82+0.25·0.61=0.77; N*
2=0.23. The DM should select D1.          

 
Table 1: Criteria comparison matrices 

 

 Criteria comparison – original values Criteria comparison – normalized values 

C1 C2 C1 C2 Ak 

C1 1.00 3.00 0.75 0.75 0.75 
C2 0.33 1.00 0.25 0.25 0.25 

Sum 1.33 4.00 1.00 1.00  
 

   Table 2: Scenario comparison matrices for decision D1 and D2 within criterion C1 
 

 Scenario comparison for D1 Scenario comparison for D2 

S1 S2 S3 M1,1i M(n)1,1i S1 S2 S3 M1,2i M(n)1,2i 

S1 1.00/0.08 0.25/0.06 0.13/0.08 0.07 0.000 1.00/0.68 7.00/0.58 3.00/0.71 0.66 1.000 
S2 4.00/0.31 1.00/0.23 0.33/0.23 0.26 0.308 0.14/0,10 1.00/0.08 0.25/0.06 0.08 0.000 
S3 8.00/0.61 3.00/0.71 1.00/0.69 0.67 1.000 0.33/0.22 4.00/0.34 1.00/0.23 0.26 0.322 

Sum 13.00/1.00 4.25/1.00 1.46/1.00  1.47/1.00 12.00/1.00 4.25/1.00  
 

   Table 3: Scenario comparison matrices for decisions D1 and D2 within criterion C2 
 

 Scenario comparison for D1 Scenario comparison for D2 
S1 S2 M2,1i M(n)2,1i S1 S2 M2,2i M(n)2,2i 

S1 1.00/0.80 4.00/0.80 0.80 1.000 1.00/0.17 0.20/0.17 0.17 0.000 
S2 0.25/0.20 1.00/0.20 0.20 0.000 5.00/0.83 1.00/0.83 0.83 1.000 

Sum 1.25/1.00 5.00/1.00  6.00/1.00 1.20/1.00  
 

Table 4: Decision comparison matrices for scenarios S1
2, S1

3 (within C1) and S2
1, S2

2 (within C2) 
 

 Decision comp. for S12 Decision comp. for S13 Decision comp. for S21 Decision comp. for S22 
D1 D2 N1,2j D1 D2 N1,3j D1 D2 N2,1j D1 D2 N2,2j 

D1 1.00/0.80 4.00/0.80 0.80 1.00/0.83 5.00/0.83 0.83 1.00/0.89 8.00/0.89 0.89 1.00/0.33 0.50/0.33 0.33 
 D2 0.25/0.20 1.00/0.20 0.20 0.20/0.17 1.00/0.17 0.17 0.13/0.11 1.00/0.11 0.11 2.00/0.67 1.00/0.67 0.67 

Sum 1.25/1.00 5.00/1.00  1.20/1.00 6.00/1.00  1.13/1.00 9.00/1.00  3.00/1.00 1.50/1.00  
 

7 CONCLUSIONS 
 
The advantages of SP/AHP(CI) are as follows: 1) it allows handling uncertainty by means of 
scenario planning – a relatively simple and well-known tool; 2) the scenarios sets reduction 
enables one to reduce the number of relative importance estimations to (𝑝2 + ∑ (𝑚𝑘

2 ∙𝑝
𝑘=1

𝑛) + |𝑆(𝑘)𝑟| ∙ 𝑛2); 3) the approach can be applied to different DMs (optimist, pessimist, 
moderate); 4) it does not require probability estimation; 5) it is useful for both quantitative 
and qualitative criteria. It may seem to be controversial due to the reduction of the number of 
scenarios, but such an approach partially considers the one-shot character of decisions and 
the fact that scenarios are not conscious opponents who alter their strategies depending on the 
outcomes, see [9]. SP/AHP(CI) is only designed for independent criteria. Therefore, it would 
be desirable to create in the future an analogous procedure for dependent criteria.  
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Abstract: In many discrete multicriteria methods, the problem arises of determining the ranking of 
decision variants and determining one or several of the best variants on its basis. While determining 
this ranking, it is possible to use methods based on Pairwise Comparisons (PC). Unfortunately, the 
practice shows the existence of the problem of disturbing the obtained ranking after adding or removing 
selected decision variants. Initially, this problem was associated only with AHP, however, further 
research has shown that this is a typical problem appearing in methods based on pairwise and pattern 
comparison and characteristic for commonly used multicriteria methods such as like PROMETHE, 
TOPSIS, ELECTRE. This problem is of great practical importance, because with small modifications 
to the initial conditions of the problem of decision making, it may happen that completely different final 
rankings will be obtained. This problem appears particularly clearly in the process of studying 
preferences of decisions based on AHP and ANP. The research showed that the reversal of the ranking 
could occur after adding or removing selected decision variants or as a result of imprecise description 
of the decision-maker's preferences (inconsistent PC Matrix). The work focuses on the impact of the 
coherence of assessments expressed in the PCM on the reversal of the ranking. The influence of the 
missing rating in the PC process on coherence of preferences expressed by the decision maker was also 
examined. 
 

Keywords: MCDM, AHP, PROMETHE, TOPSIS, ELECTRE, PCM 
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Abstract: Multicriterial analysis is a highly developed area since there is a large number of multi-
criteria decision-making (MCDM) methods. The multi-criteria analysis enables a precise problem anal-
ysis and ensures the rationality of decision that is made. However, all problem analysis using different 
methods can give different results (decision), so it is important to recognize which MCDM method is 
appropriate for a particular situation. There are MCDM methods by using which we can model depend-
encies and influences between the criteria in decision-making problem. One of the most used MCDM 
methods that are used in terms of problem analysis is the analytic network process (ANP). Previous 
researches discussed some problems related to using the ANP in decision-making. As a solution to 
those problems using the PageRank centrality can be considered. In this paper, we are presenting several 
possibilities of applying the PageRank centrality for multi-criteria analysis. Presented possibilities are 
compared and discussed. As a result, using the weighted PageRank centrality is proposed as the optimal 
solution for multi-criteria analysis when dependencies (influences) between the criteria are examined. 
 

Keywords: criteria, multi-criteria decision-making, MCDM, ANP, PageRank centrality, PageRank, 
influences, dependencies 

 
1 INTRODUCTION 
 
There are many methods that can be used in terms of multi-criteria analysis. Each of them 
models the problem differently, but with the main goal – to find an optimal solution to a prob-
lem that has been analysed. In this paper, we are analysing decision methods from the perspec-
tive of modelling the influences (dependencies) between the criteria. Those two concepts have 
the opposite meaning [1]: if the first criterion influences the second criterion, then the second 
criterion depends on the first criterion. 

This paper is motivated with the research in the scope of the project “Development of a 
methodological framework for strategic decision-making in higher education – a case of open 
and distance learning (ODL) implementation.” As a part of the research on the project, different 
MCDM methods were analysed from the position of applicability in the area of higher educa-
tion. It is concluded that the area of higher education is characterized by the existence of influ-
ences between the criteria [2]. However, literature review analysis resulted with the conclusion 
that, in the analysis of MCDM problems in the area of higher education, methods which do not 
support modelling influences (dependencies) between the criteria (such as analytic hierarchy 
process (AHP)) are much more often used instead of methods which support this feature. In 
this project, special attention is given to modelling influences between the criteria and analysis 
of the method analytic network process (ANP). The ANP is the most often used method for 
modelling the influences (dependencies) between the criteria. However, it has many disad-
vantages, and this is the reason for such literature review results.  
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In the second section of this paper, we will shortly present the ANP method and discuss 
some of its characteristics. In the third section, we will present several types of PageRank cen-
trality and its possibility for using in terms of multi-criteria analysis. Finally, we will discuss 
and compare the presented types of PageRank centrality and list the advantages of using Pag-
eRank comparing to the ANP. 
 
2 THE ANALYTIC NETWORK PROCESS (ANP)  
 
We presented the decision-making process using the ANP in our last SOR paper [3], and CJOR 
paper [4] which followed the SOR paper, and our further analysis will be demonstrated on the 
decision-making problem that is discussed in those papers. The problem is related to the eval-
uation of senior researchers (scientists). Senior researchers are active in both the research and 
teaching fields. In this analysis, we will not include alternatives. The decision-making problem 
is presented in Figure 1.  
 

 
 

Figure 1: Network Structure of the problem evaluation of the scientists 
 

The steps in ANP (also adapted from [5], [6]): 
 Problem structuring phase: it is related to the creation of the network structure. It is 

presented in Figure 1. The model consists of five criteria (papers, pa; projects, pr; cita-
tions, ci; courseware, co; grades from students, gr) which are grouped into two clusters 
(Teaching and Science). The model also includes the decision-making goal (node G in 
cluster Goal). The arrows between the elements represent dependencies in the model. 

 Pairwise comparisons procedure and creating the weighted supermatrix (Table 2): 
o Comparing criteria in order to reach unweighted supermatrix (Table 1), 
o Comparing clusters in order to reach clusters’ weights which are needed to ob-

tain the weighted supermatrix. In this example, we decided that all clusters are 
equally important, 

o Combining the unweighted supermatrix with clusters’ weights. (Much more de-
tailed procedure description is available in our previous papers [3], [4].) 

 Creation the limit matrix (Table 3) by multiplying the weighted supermatrix with itself 
until it converges. 

 
Table 1: Unweighted Supermatrix Table 2: Weighted Supermatrix Table 3: Limit matrix 

 G co gr pa ci pr 
G 0 0 0 0 0 0 
co 0.33 0 1 0 0 1 
gr 0.67 1 0 0 0 0 
pa 0.25 1 0 0 0.4 0.6 
ci 0.25 0 0 0 0 0.4 
pr 0.5 0 1 1 0.6 0 

 

 G co gr pa ci pr 
G 0 0 0 0 0 0 
co 0.08 0 0.5 0 0 0.5 
gr 0.17 0.5 0 0 0 0 
pa 0.186 0.5 0 0 0.4 0.3 
ci 0.186 0 0 0 0 0.2 
pr 0.383 0 0.5 1 0.6 0 

 

 G co gr pa ci pr 
G 0.00 0.00 0.00 0.00 0.00 0.00 
co 0.23 0.23 0.23 0.23 0.23 0.23 
gr 0.11 0.11 0.11 0.11 0.11 0.11 
pa 0.24 0.24 0.24 0.24 0.24 0.24 
ci 0.07 0.07 0.07 0.07 0.07 0.07 
pr 0.34 0.34 0.34 0.34 0.34 0.34 

 

pa 

pr 

ci 

co 

gr 

G Cluster ‘Goal’ 

Teaching 

Science 

55



 
The final priorities can be found in any column of the limit matrix.  

The ANP is much deeper analysed in paper [7]. In the paper, a list of weak points of the 
ANP is provided. Those characteristics result from the fact that ANP is much less used than it 
should be used. Most of them influence the complexity of the ANP implementation, misunder-
standing of certain steps of the method, and long duration of the implementation process [1]. 
However, the most exciting three characteristics are [7]: 

 The inseparability of the criteria and alternatives. In some decision-making problems, 
if there is no directed connection between any of two nodes, then it is possible that at 
least some nodes will weight 0.0, or even the whole limit matrix is zero-matrix. This is 
not the case in this decision-making problem.  

 The influence of the goal node on the priorities. The interesting and slightly intriguing 
characteristic of the ANP is the fact that the priorities with respect to the goal (first 
column in unweighted and weighted supermatrix) do not influence the finale priorities 
in the limit matrix. So, if we change the numbers in the first column (respecting that 
the sum of the numbers equals 1), the finale priorities will remain the same. This means 
that the node goal is not necessary for the model and that only the dependencies be-
tween the elements determine the final priorities. Indeed, there is a large number of 
papers which do not include goal as an element of the network structure. However, the 
goal node is theoretically defined as a network element (cluster), and it is a necessary 
element in the AHP, which is a ‘weaker’ variant of the ANP. 

 The stochasticity of the supermatrix in the ANP. The most interesting and the most 
intriguing characteristic of the ANP is related to the stochasticity of the supermatrix in 
the ANP. If we look at the connection between the pa and pr, in both, unweighted and 
weighted supermatrix, we do not know how strong this connection is. The element pr 
can influence the element pa weakly, strongly or very strongly. So, independently of 
the intensity of this influence, the final priorities will remain the same. In the 
DEMATEL method [8], we use scale 0-4 to describe the intensity (level) of the influ-
ence (dependency) between two elements. For all real values between 0 and 4, in this 
case, we will reach the same final priorities. Let us say that there are four elements in 
the model; each influence any other (not itself). All elements influence the first element 
with intensity 4, the second element with intensity 3, the third element with intensity 3, 
and finally the third element with intensity 1. We got the situation that the first element 
depends on mostly by others, and the last element depends at least by others. However, 
in ANP, all elements will have the same priority. The reason for that is ‘forcing’ the 
stochasticity of supermatrix. It relativizes the problem, and the solution (the decision) 
might not be optimal. 

 
3 THE PAGERANK CENTRALITY  
 
The PageRank centrality is a special type of eigenvalue centrality. The eigenvalue centrality 
for undirected and unweighted networks is calculated using Equation 1 [9]. 

𝑪𝑬(𝒊) =
𝟏

𝝀
∑ 𝑪𝑬(𝒋) =

𝟏

𝝀
∑ 𝒂𝒊𝒋𝑪𝑬(𝒋)𝒋∈𝑵𝒋∈𝑴(𝒊)     (1) 

where 𝑴(𝒊) is a set of neighbours of actor 𝒊, 𝝀 is a constant (the maximum eigenvalue) and 𝒂𝒊𝒋 
is an element of a matrix of neighbours 𝑨. PageRank centrality is used for directed networks, 
and there are variants of this measure in terms of weighted and unweighted graphs.  

The PageRank centrality can be calculated using the iterative procedure [10] or using Equa-
tion 2. 
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𝐥𝐢𝐦
𝒌→∞

𝑨𝒌𝒁𝟎 = �̃�      (2) 

where 𝑨 is the matrix of neighbours, 𝒁𝟎 is a one-column matrix which contains elements 𝟏

𝑵
, 

and �̃� is a matrix of priorities. 
In terms of decision-making with the ANP, matrix 𝑨 can correlate with weighted superma-

trix. Additionally, we can create weighted supermatrix avoiding the pairwise procedure on the 
node level as described in the paper [4]:  

 the starting point is the identification of the intensities of influences between the ele-
ments in the network (Table 4), 

 then, that matrix can be stochastically normalized using the normalization by sum (Ta-
ble 6) or transition matrix (function). 

 
Table 4: Matrix of influences intensities between the criteria Table 5: (Un)weighted supermatrix 

 co gr pa ci pr 
co 0 3 0 0 2 
gr 2 0 0 0 0 
pa 2 0 0 2 3 
ci 0 0 0 0 2 
pr 0 3 4 3 0 

 

 co gr pa ci pr 
co 0 0.5 0 0 0.5 
gr 0.5 0 0 0 0 
pa 0.5 0 0 0.4 0.3 
ci 0 0 0 0 0.2 
pr 0 0.5 1 0.6 0 

 

 
The problem that appears with the powering the supermatrix is already mentioned earlier when 
three the most interesting characteristics of the ANP were listed. The solution to that problem, 
the PageRank calculates the new matrix as in Equation 3 [11], [12]. 

𝑮 = 𝜶 ∙ 𝑨 + (𝟏 − 𝜶) ∙ 𝑬     (3) 

In most cases, 𝜶 = 𝟎. 𝟖𝟓 [13]. (Note: If a certain column in 𝑨 contains all 0, then this column 
has to be replaced with ca column whose values equal 𝟏

𝑵
.) 

Adding the 𝑬 in Equation 3 ensures that original matrix 𝑨 converges to the non-zero matrix, 
and now it is no longer possible that we cannot calculate the global priorities. The role of 𝑬 is 
making a matrix (𝑮) whose graph is strongly connected – there is a direct connection between 
any two nodes in 𝑮. Additionally, the influence of 𝑮 on the final priorities is negligible (𝟎. 𝟏𝟓).  
This is the first possible application of PageRank to eliminate at least one of the weak points 
of the ANP (the inseparability of the criteria and alternatives). 

The PageRank centrality can be also interesting in terms of eliminating the issues that are 
the result of the stochasticity of the supermatrix in the ANP [14]. Then, the original PageRank 
centrality algorithm should be changed in a way that we sum powers of the non-stochastic 
supermatrix and then aggregate and normalize the results. The sums of the columns of the non-
stochastic supermatrix should be less than 1 because - in only that case, it is possible to sum 
all the powers (using Equation 4). 

�̃� = ∑ 𝑨𝒌 = 𝑨 ∙ (𝑨 − 𝑰)−𝟏
𝒌→∞     (4) 

Consequently, the original PageRank for directed and weighted graphs (matrices) is trans-
formed as follows: 

1. The starting point is a matrix of influences between the criteria (Table 4) 
2. In the second step, we are dividing each value in Table 4 with the maximum sum of 

columns, which is increased by 1. The maximum sum is in column pr and equals 7, 
which means that all values in Table 4 will be divided by 8. The result is presented in 
Table 6.  

3. Respecting the Equation 3, we have to calculate the matrix 𝑰 − 𝑨. The result is pre-
sented in Table 7.  
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4. Now we calculate the inverse of matrix 𝑰 − 𝑨. (Table 8) 
5. Multiplication of Tables 7 and 8 (Table 9) 
6. Calculation of the sum of rows (ΣR) and columns (ΣC) of Table 9 and their difference,  

𝒅 (see Table 9). The difference should then be normalized. There are several ways to 
do it: using the absolute value of the smallest value (difference), or any other higher 
number. Increasing the normalization value will result in smaller differences between 
the priorities on end. When normalization value, 𝒏, is chosen, it should be added to 
differences, 𝒅 + 𝒏. Now, all values are positive, and it is possible to calculate the criteria 
weights (normalization by sum). 
In this example, we chose the normalization value as differences between the highest 
difference and the lowest difference. 

 
Table 6: Step 2 Table 7: Step 3 Table 8: Step 4 

 co gr pa ci pr 
co 0 0.375 0 0 0.25 
gr 0.25 0 0 0 0 
pa 0.25 0 0 0.25 0.375 
ci 0 0 0 0 0.25 
pr 0 0.375 0.5 0.375 0 

 

 co gr pa ci pr 
co 1 -0.375 0 0 -0.25 
gr -0.25 1 0 0 0 
pa -0.25 0 1 -0.25 -0.375 
ci 0 0 0 1 -0.25 
pr 0 -0.375 -0.5 -0.375 1 

 

 co gr pa ci pr 
co 1.21 0.62 0.22 0.22 0.44 
gr 0.30 1.15 0.05 0.05 0.11 
pa 0.47 0.48 1.40 0.65 0.81 
ci 0.10 0.19 0.20 1.20 0.40 
pr 0.38 0.74 0.80 0.80 1.59 

 

 
Table 9: Steps 5 and 6 

 co gr pa ci pr ΣR  ΣC 𝑑 𝑑 + 𝑛 priorities 
co 0.21 0.62 0.22 0.22 0.44 1.71  1.46 0.24 2.89 0.22 
gr 0.30 0.15 0.05 0.05 0.11 0.68  2.18 -1.50 1.14 0.09 
pa 0.47 0.48 0.40 0.65 0.81 2.82  1.68 1.14 3.78 0.29 
ci 0.10 0.19 0.20 0.20 0.40 1.08  1.93 -0.85 1.80 0.14 
pr 0.38 0.74 0.80 0.80 0.59 3.32  2.35 0.97 3.61 0.27 
ΣC 1.46 2.18 1.68 1.93 2.35  highest 1.14 13.22  
       lowers -1.50   
       norm. value. 𝑛 2.64   

 
If we compare the final priorities with the priorities in Table 3 (from the Limit matrix), we can 
identify some differences. Even though the ranks of the criteria remained the same, there are 
absolute differences between the criteria weights. Now, the problem with stochasticity of the 
supermatrix has been eliminated. 
 
4 CONCLUSIONS 
 
In this paper, we were dealing with the possibilities to use the PageRank centrality to diminish 
some of the weak points of the method ANP. Using the PageRank centrality in the process of 
calculating the limit matrix (from the weighted supermatrix), we can directly influence and 
eliminate the weak point of the ANP related to the converging to zero matrix - inseparability 
the criteria and alternatives. Indeed, there are real-world requests to calculate the criteria 
weights when the alternatives are still not known. In those cases, very often, when there is a 
small number of the connections in the model, some of the criteria, or even all would weight 
0.0. If we found those criteria irrelevant; we will not put them into the model at all – so we 
cannot accept 0.0. as the final criteria weight of certain criteria. PageRank solves this situation. 

The other benefit of the PageRank centrality is related to the dealing with stochasticity in 
supermatrix in ANP. When the matrix is stochastic, it is ensured that it will converge into the 
limit matrix from which we can directly take the criteria weights. However, we should not 
force the stochasticity of the supermatrix just because there is a ‘great’ mathematical property 
of stochastic matrix in terms of its powering. If we want to use the PageRank approach, which 
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is not stochastic, it is important to have the original matrix of the intensities of the influences 
between the criteria – not pairwise comparisons priorities. This is not a problem since the pair-
wise comparisons are also resulting from those intensities between the elements. Additionally, 
in this approach, when we use original intensities of the influences and avoid making the pair-
wise comparisons, we lower some other ANP weak points. 

The only open issue in terms of ANP characteristics is related to the influence of the goal 
on the criteria weights. In ANP, and presented approach, criteria weights are consequences of 
influences between the criteria, not consequences of their importance with respect to the goal, 
too. To solve those issues, we can use possible aggregate the obtained results with the AHP 
results by using ex. arithmetic mean. 
 
References  
[1] N. Kadoić, N. Begičević Ređep, and B. Divjak, “A new method for strategic decision-making in 

higher education,” Central European Journal of Operations Research, no. Special Issue of 
Croatian Operational Research Society and Collaborators, Oct. 2017. 

[2] N. Kadoić, N. Begičević Ređep, and B. Divjak, “E-learning decision making: methods and 
methodologies,” in Re-Imagining Learning Scenarios, 2016, vol. CONFERENCE, no. June, p. 24. 

[3] N. Kadoić, N. Begičević Ređep, and B. Divjak, “Decision Making with the Analytic Network 
Process,” in SOR 17 Proceedings, 2017, pp. 180–186. 

[4] N. Kadoić, B. Divjak, and N. Begičević Ređep, “Integrating the DEMATEL with the analytic 
network process for effective decision-making,” Central European Journal of Operations 
Research, vol. 27, no. 3, pp. 653–678, Sep. 2019. 

[5] T. L. Saaty and L. G. Vargas, Decision Making with the Analytic Network Process: Economic, 
Political, Social and Technological Applications with Benefits, Opportunities, Costs and Risks. 
Springer; Softcover reprint of hardcover 1st ed. 2006 edition (December 28, 2009), 2006. 

[6] T. L. Saaty and L. G. Vargas, “The Analytic Network Process,” in Iranian journal of operational 
research, vol. 1, no. 1, 2013, pp. 1–28. 

[7] N. Kadoić, “Characteristics of the Analytic Network Process, a Multi-Criteria Decision-Making 
Method,” Croatian Operational Research Review, vol. 9, no. 2, pp. 235–244, 2018. 

[8] N. Kadoić, N. Begičević Ređep, and B. Divjak, “Structuring e-Learning Multi-Criteria Decision 
Making Problems,” in Proceedings of 40th Jubilee International Convention, MIPRO 2017, 2017, 
pp. 811–817. 

[9] M. Mincer and E. Niewiadomska-Szynkiewicz, “Application of social network analysis to the 
investigation of interpersonal connections,” Journal of Telecommunications and Information 
Technology, vol. 2012, no. 2, pp. 83–91, 2012. 

[10] D. Munđar and D. Horvat, “Rangiranje ekipa i prognoziranje ishoda u rukometu korištenjem 
PageRank algoritma,” Poučak, vol. 67, pp. 8–15, 2016. 

[11] T. Csendes and E. Antal, “PageRank Based Network Algorithms for Weighted Graphs with 
Applications to,” vol. 2, pp. 209–216, 2010. 

[12] T. Kumari, A. Gupta, and A. Dixit, “Comparative Study of Page Rank and Weighted Page Rank 
Algorithm,” International Journal of Innovative Research in Computer and Communication 
Engineering, vol. 2, no. 2, pp. 2929–2937, 2014. 

[13] W. Xing and A. Ghorbani, “Weighted PageRank algorithm,” Proceedings. Second Annual 
Conference on Communication Networks and Services Research, 2004., pp. 305–314, 2004. 

[14] N. Kadoić, “Nova metoda za analizu složenih problema odlučivanja temeljena na analitičkom 
mrežnom procesu i analizi društvenih mreža,” University of Zagreb, 2018. 

 

59



BIPOLAR SORTING AND RANKING 
OF MULTISTAGE ALTERNATIVES 

 
Tadeusz Trzaskalik  

Department of Operations Research, University of Economics in Katowice, 
ul. 1 Maja 50, 40-287 Katowice, Poland   

tadeusz.trzaskalik@ue.katowice.pl  
 
Abstract: Bipolar is one of the multiple criteria decision analysis methods, based on the concept of 
bipolar reference objectives, proposed by Ewa Konarzewska-Gubała. The essence of the analysis in the 
Bipolar method consists in a fact that alternatives are not compared directly to each other, but they are 
confronted to the two sets of reference objects: desirable and non-acceptable. In the paper, a new version 
of the method applicable to multistage decision processes is described. Multistage alternatives are 
sorted and ranked according to the stage comparisons to the elements of stage reference sets A 
numerical example illustrates the proposed approach.  
 

Keywords: multistage decision processes, multiple criteria decision analysis, Bipolar method, sets of 
reference objectives.  

 
1 INTRODUCTION 

 
One of the multiple criteria decision analysis methods is Bipolar, proposed by Ewa 
Konarzewska-Gubała [2, 3, 4, 5, 6]. In the Bipolar method alternatives are not compared 
directly to each other, but by means of two sets of reference objects: desirable (“good”) and 
non-acceptable (“bad”). These two disjoint sets form the bipolar reference system. It is 
assumed that the decision maker applying the Bipolar method in practice, on the basis of her/his 
experience, opinions gathered and studies undertaken, is able to create such a system. The 
Bipolar method has been used many times in practical applications. Theoretical aspects of the 
method were also analyzed in [8, 9,10]  and in papers prepared by other authors.  

The classical Bipolar approach consists of three phases. In the first phase of the procedure 
we compare alternatives to reference objects and create outranking indicators. In the second 
phase position of each alternative in relation to the bipolar reference system  is established, 
applying success achievement degree and failure avoidance degree. In the third phase,  
considering jointly evaluation of success achievement degree and failure avoidance degree, 
three categories of alternatives: B1, B2 and B3 are defined. These categories are defined in 
such a way, that each alternative from the Category B1 is preferred to any alternative from 
Category B2 and each alternative from Category B2 is preferred to any alternative from 
Category B3. Linear order is given in each category.  

In the present paper the extension of the Bipolar approach to multistage decision processes 
is considered. A description of the proposed procedure is given  Steps in the first and the second 
stage of the proposed procedure are very similar to the classical Bipolar approach.  

The early version of the Bipolar approach to multistage decision processes can be found in 
[7]. Bellman’s optimality equations [1] were employed to find the best solutions. Since that 
time this direction of research has not been continued. The aim of the present paper is to refresh 
the idea and systematic description of the proposed approach in the multistage case, what has 
not been done yet.  

  The paper consists of 5 sections. After introduction, in section 2 assumptions and notation 
are presented. In Section 3 Bipolar procedure to multistage decision processes is proposed and 
systematically presented. In section 4 illustrative numerical example can be found. Some 
concluding remarks are given in Section 5. 
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2 ASSUMPTIONS AND NOTATION 
 
We will consider a finite, discrete multistage decision process. Let us denote:  

T – number of periods of the process,  
t – number of the considered stages of the process (t = 1,…,T),  
yt – a feasible state of the process of the beginning of the stage t,  
Yt – the set  of feasible states at the beginning of stage t,  
xt – a feasible decision for the state t,  
Xt(yt) – the seto of feasible decisions at the beginning of stage t for the state yt  
t – transition function for the stage t. We have:  yt+1= xt,  
at – feasible realization for the stage  t (at= (yt, yt+1)) – stage alternative   
At – the set of feasible realizations of the process for the period t,  
a – feasible realization of the whole process (a = (a1,…,aT) = (y1,…,yT+1)) –  
      multistage alternative .  
A – the set of all feasible realizations of the process,  
K – the number of the all considered criteria (k=1,…,K)  
Ct

k – criterion number k in stage t.  
It is assumed, that at the each stage of the process t there is given: a set of stage criteria functions 
Ft = {ft

1,…,ft
K}, where ft

k
 : At Kk for k=1, …, K, and Kk is a cardinal, ordinal or binary scale.  

Criteria are defined in such a way that higher values are preferred to lower values1. For each 
stage and each criterion the decision maker establishes weight wt

k of relative importance (it is 
assumed, that k=1

K wt
k = 1 and wt

k  0 for each k=1, …,K), equivalence threshold qt
k and veto 

threshold vt
k2. The decision maker also establishes minimal criteria values concordance level s 

as the outranking threshold (0.5 s  1)3.  
The decision maker establishes for t=1,…T reference systems Rt = Gt  Bt, which consist 

of the set of „good” objects Gt and the set of “bad” objects Bt. We assume, that GtBt =. It 
is also assumed that for all t=1,…,T, k=1,...,K and  rt

k Rt values ft
k
 (rt

k) are known.  
    
3 DESCRIPTION OF THE MULTISTAGE PROCEDURE    
 
3.1 Comparison of stage alternatives to stage reference objects  

For the pair (at, rt), where atAt, rtRt, the following values: 

   
1

, ,
n

k k
t t t t t t t

k
c w  



a r a r   where      
   1, if

,
0, otherwise

k k k
t t t t tk
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a r a r  where     
   1, if

,
0, otherwise

k k k
t t t t tk

t t t

f f q
 

  
 


r a
a r  

are calculated. 
Case 1: ct

+(at, rt) > ct(at, rt). Stage indicators are defined as follows:    
dt

+(at, rt) = ct
+(at, rt) + ct

=(at, rt),  dt(at, rt) = 0 

                                                 
1  It is possible to transform remaining types of criteria to the form used here.   
2  In the version of the procedure presented in the paper we assume that all qt

k and vt
k   are equal to 0.  

3  In the version of the procedure presented in the paper we assume, that s = 0,5.  
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Case 2: ct
+(at, rt) < ct(at, rt). Stage indicators are defined as follows:   

dt
+(at, rt) = 0,    dt(at, rt) = ct(at, rt) + ct

=(a, rt ) 
Case 3: ct

+(at, rt ) = ct(at, rt). Stage indicators are defined as follows:  
dt

+(at, rt) =  ct
+(at, rt) + ct

=(at, rt)  dt(at, rt) = c(at, rt) + c=(at, rt) 
 

By means of outranking indicators two stage relationships: preference Lt and indifference It are 
defined as follows:  

at  Lt rt   iff   dt
+(at, rt) >s   dt(at, rt) = 0 

rt  Lt at   iff   dt
+(at, rt) = 0   d(at, rt) > s 

at  It  rt iff d+(at, rt) >s   d(at, rt) > s 
 
3.2 Position of an stage alternative in relation to the bipolar reference system 
   
For a given at At auxiliary sets of indices are defined as follows:   

Lt(at, Gt) =  {h: at Lt gt(h), gt(
h)Gt} 

It (at, Gt) =  {h: at It  gt(h),  gt(
h)Gt } 

Lt (Gt, at
 ) =  {h: gt(h) Lt at

 , gt(
h)Gt } 

Defining the position of a stage alternative at in relation to the set Gt we consider:  
Case S1. Lt (at, Gt)   It (at, Gt)  .  
We calculate the value of stage success achievement degree as follows:  

dG+(at) = max {dt
+(at, gt

(h)):  hLt (at, Gt)   It(at, Gt)}  
Case S2.  Ls(at, Gt)   It(at, Gt ) =    Ls(Gt, at)  .  
We calculate the value of stage success achievement degree as follows:  

dG-(at) = min {d-(at, gt(h): hLt(Gt, at)} 
For a given at At auxiliary sets of indices are defined as follows: 

Lt(Bt , at) =  {h: bt(h) Lt at, bt(
h)Bt} 

It (Bt , at) =  {h: bt(h) It at
 , bt(

h)Bt} 
Lt(at , Bt) =  {h: at Lt b (h), bt(

h)Bt} 
Defining the position of an alternative at in relation to the set Bt we consider:   
Case F1.  Lt (Bt , at)  It (Bt , at)  =   Lt(at , Bt)  .  
We calculate the value of stage failure avoidance degree as follows:  

dB+(at) = min {dt
+(at, bt(

h)): hLs(at ,Bt)}  
Case F2.  Lt(Bt, at)  It (Bt, at)   .  
We calculate the value of stage failure avoidance degree as follows:    

dB-(at) = max {dt
-(at, bt(

h)):  hLt(Bt, at)    It(Bt , at)} 
 
3.3 Relationships in the set of multistage alternatives  
  
According to the stage  success achievement, for each multistage alternative a we define 
multistage success achievement degree:  

   S
1

1d d
T

t
tT

 



  Ga a      S
1

1d d
T

t
tT

 



  Ga a  
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According to the stage  failure avoidance degree, for each multistage alternative a we define 
multistage failure avoidance degree: 

   F
1

1d d
T

t
tT

 



  Ba a      F
1

1d d
T

t
tT

 



  Ba a  

Taking into account values dS
+(a), dS

-(a), dF
+(a) and dF

-(a), multistage alternatives can be 
sorted to the nine categories:  
Category M1:       dS

+(a) > 0,   dS
-(a) = 0,       dF

+(a) > 0,     dF
-(a) = 0.  

Category M2:       dS
+(a) > 0,    dS

-(a) = 0,      dF
+(a) > 0,    dF

-(a) > 0.  
Category M3:       dS

+(a) > 0,   dS
-(a) = 0,       dF

+(a) = 0,    dF
-(a) > 0.  

Category M4:       dS
+(a) > 0,   dS

-(a) > 0,      dF
+(a) > 0.    dF

-(a) = 0. 
Category M5:       dS

+(a) > 0,   dS
-(a) > 0,       dF

+(a) > 0,    dF
-(a) > 0. 

Category M6:       dS
+(a) > 0,   dS

-(a) > 0,       dF
+(a) = 0,    dF

-(a) > 0. 
Category M7:       dS

+(a) = 0,   dS
-(a) > 0,       dF

+(a) > 0    dF
-(a) = 0.  

Category M8:       dS
+(a) = 0,   dS

-(a) > 0,       dF
+(a) > 0    dF

-(a) > 0. 
Category M9:       dS

+(a) = 0,   dS
-(a) > 0,       dF

+(a) = 0,    dF
-(a) > 0.  

A way of building above categories implies that if k < l, each multistage alternative from the 
Category Mk should be preferred to any multistage alternative from the Category Ml. Let:  

d(a(i)) = dS
+(a(i)) +dS

-(a(i)) + dF
+(a(i)) – dF

-(a(i)) 
Inside categories alternatives are ordered as follows:  

a(i) is preferred to a(j) , iff  d(a(i)) > d(a(j)) 
a(i) is equivalent to a(j) , iff d(a(i)) = d(a(j)). 

 
4 NUMERICAL ILLUSTRATION  
 
We consider 3 stage decision process. The sets of feasible states and decisions are as follows:  

Yt = (0,1} for t = 1,…,4,   Xt(0) = {0, 1}, Xt(1) = {0, 1} for t = 1,2.3. 
It means that we have four stage alternatives at each stage of the process :  

At = {at
(0, at

(1), at
(2), at

(3)
 } 

at
(0) = (0, 0),   at

(1) = (0, 1)  at
(2) = (1, 0)   at

(3) = (1, 1). 
Set A consists of 16 multistage alternatives: a(0) = (0, 0, 0, 0), a(1) = (0, 0, 0, 1),    
a(2) = (0, 0, 1, 0), a(3) = (0, 0, 1, 1), a(4) = (0, 1, 0, 0), a(5) = (0, 1, 0, 1), a(6) = (0, 1, 1, 0),   
a(7) =(0, 1, 1, 1), a(8) = (1, 0, 0, 0), a(9) = (1, 0, 0, 1), a(10) = (1, 0, 1, 0), a(11) = (1, 0, 1, 1),   
a(12) = (1, 1, 0, 0), a(13) = (1, 1, 0, 1), a(14) = (1, 1, 1, 0), a(15) = (1, 1, 1, 1). 
At each stage we have two reference sets:  

Gt = {gt
(0)

, gt
(1)) and  Bt = {bt

(0)
, bt

(1)).  
The matrix of stage criteria weights is given in table 1.  

 
Table 1: Values of stage weights of criteria  

 
0.13 0,27 0,23 0,1 0,25 0 0 0 
0,13 0 0,23 0,1 0 0,27 0 0,25 

0 0 0,23 0 0,25 0,27 0,11 0,14 
 

The results of comparisons between stage alternatives atAt and elements of reference sets are 
given in table 2.  
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Table 2: Results of comparisons between stage alternatives and elements of reference sets   
 

t   At  Gt Ct
1 Ct

2 Ct
3 Ct

4 Ct
5 Ct

6 Ct
7 Ct

8  Bt Ct
1 Ct

2 Ct
3 Ct

4 Ct
5 Ct

6 Ct
7 Ct

8 

1 a1
(0) g1

(0)  =  + =    b1
(0) + + =      

    g1
(1)   =  =    b1

(1) = + =  +    
  a1

(1) g1
(0) = + =      b1

(0) + =  = +    
    g1

(1) +  =  +    b1
(1) = = + + =    

  a1
(2) g1

(0)    = =    b1
(0)  =  =     

    g1
(1)  + =  +    b1

(1) + = +      
  a1

(3) g1
(0) =  = + =    b1

(0)  = =  +    
    g1

(1)  +   +    b1
(1) + +  +     

2 a2
(0) g2

(0)    +  =   b2
(0) +  + =   +  

    g2
(1)       =  b2

(1)   + =  +   
  a2

(1) g2
(0)   = =   =  b2

(0)   = =  = =  
    g2

(1) +  =   + =  b2
(1)   + =  = =  

  a2
(2) g2

(0) =   +  = =  b2
(0) =   +   +  

    g2
(1)   +   +   b2

(1) =   +  = +  
  a2

(3) g2
(0) +   =  + =  b2

(0) +  + =  +   
    g2

(1)    =  +   b2
(1) +  =    +  

3 a3
(0) g3

(0)      + =  b3
(0)   +    +  

    g3
(1)     + = + + b3

(1)   +  +  = + 
  a3

(1) g3
(0)   =  =    b3

(0)      +  = 
    g3

(1)     +  + + b3
(1)     +  + + 

  a3
(2) g3

(0)     + + + + b3
(0)   +      

    g3
(1)      + + + b3

(1)     +  +  
  a3

(3) g3
(0)   +   + = = b3

(0)   +  + = -  
   g3

(1)     + +   b3
(1)   =  = + + = 

 
We want to sort alternatives to classes M1 – M9 and rank them.  

Applying of the procedure, we calculate values dG+(at), dG+(at), dB+(at) and dB-(at). They are 
given in table 3.   

 
Table 3: Values of dG+(at), dG+(at), dB+(at) and dB-(at) 

 
Stage 

no  Stage realization  dG+(at) dG-(at) dB+(at) dB-(at) 
1 a1

(0) 0 0,88 0,63 0 
  a1

(1) 0,69 0 0,77 0 
  a1

(2) 0,75 0 0 0,88 
  a1

(3) 0,52 0 0,52 0 
2 a2

(0) 0 0,75 0,5 0 
  a2

(1) 0,88 0 0,87 0 
  a2

(2) 0,77 0 0,5 0 
  a2

(3) 0,52 0 0,61 0 
3 a3

(0) 0,77 0 0 0,66 
  a3

(1) 0,5 0 0 0,73 
  a3

(2) 0,77 0 0 0,77 
  a3

(3) 0,64 0 0,75 0 
 
For each multistage alternative a(0), …,a(15) multistage values dS

+(a), dS
-(a), dF

+(a), dF
-(a), 

number of class the alternative a is sorted to and the position of the alternative a  in the bipolar 
ranking are calculated. The results are given in table 4. Two multistage alternatives:  a(7) and 
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a(15) are sorted to the class M1, three of them: a(4), a(5) , a(6) – to the class M2, one: a(3)  – to the 
class M4 and the rest – to the class M5. Multistage alternatives are ranked as follows: a(7), a(15),  
a(11), a(4), a(6) a(5), a(12),  a(14), a(13), a(10), a(3), a(2),  a(0), a(1), a(8), a(9). 
 

Table 4. Bipolar sorting and bipolar ranking 
 

A dS
+(a) dS

-(a) dF
+(a) dF

-(a) d(a) M R A dS
+(a) dS

-(a) dF
+(a) dF

-(a) d(a) M R 
a(0) 0,257 0,543 0,377 0,22 0,957 5 13 a(8) 0,507 0,25 0,167 0,51 0,41 5 15 
a(1) 0,167 0,543 0,377 0,243 0,843 5 14 a(9) 0,417 0,25 0,167 0,537 9,297 5 16 
a(2) 0,55 0,293 0,5 0,257 1,087 5 12 a(10) 0,8 0 0,29 0,55 0,54 2 10 
a(3) 0,507 0,293 0,75 0 1,55  4 11 a(11) 0,757 0 0,54 0,293 1,003 2 3 
a(4) 0,743 0 0,423 0,22 0,947 2 4 a(12) 0,687 0 0,34 0,22 0,807 2 7 
a(5) 0,653 0 0,423 0,243 0,833 2 6 a(13) 0,597 0 0,34 0,243 0,693 2 9 
a(6) 0,66 0 0,46 0,257 0,8633 2 5 a(14) 0,603 0 0,377 0,257 0,723 2 8 
a(7) 0,617 0 0,71 0 1,327 1 1 a(15) 0,56 0 0,627 0 1,187 1 2 

 
5     CONCLUDING REMARKS  
 
In the version of the procedure presented in the current paper, for simplicity we assumed that 
all the values of equivalent and veto thresholds are equal to zero and concordance level is equal 
to 0.5. The next step which should be done is to cancel this assumptions.  

In the general case it may happen, that some of stage alternatives will not be comparable 
with the stage reference sets. In such situations some multistage alternatives will be also non-
comparable.  

Future direction of the development of the method is preparation of the general case 
description. Another direction is to prepare software which will enable numerical simulations. 
As a good future field of applications seems to be regional sustainable development problems.  
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Abstract: In this study we analyze if and to which extent the self-serving bias occurs when evaluating 
the results of the decision support tools that were offered to the decision makers in solving the multiple 
criteria decision making problem. Using experimental data we examine how do they explain the fact 
that the final decision support tool they chose as most accurate produced the ranking different from the 
one the decision maker declared beforehand, prior to decision making process, as reflecting their 
preferences best. We found that self-serving bias is not common in highly involving decision support 
system and may depend on the actual task and its consequentiality.  
 

Keywords: decision support, multiple criteria decision making, results comparison, self-serving bias. 
 
1 INTRODUCTION 

 
The existence of heuristics and biases in social, negotiation and decision making processes has 
been widely discussed in many studies. Such phenomena as framing effect (Tversky, 
Kahneman 1986), anchoring effect (Kahneman et al. 1982) or availability heuristic (Tversky, 
Kahneman 1973) have already been thoroughly analyzed, which confirmed that the cognitive 
biases may negatively impact the efficiency of the these processes. Therefore a major goal of 
any decision support is to help decision makers (DMs) to switch from the intuitive to the 
analytical thinking, and hence to define their preferences, goals and aspirations in more 
accurate way and produce the more efficient and satisfying final decisions. 

Unfortunately, despite being offered the decision support mechanisms, DMs may still make 
some heuristic-based mistakes. Some experiments in representative negotiation showed, that 
agents built the scoring systems that represented the actual preferences of their principals 
inaccurately (Roszkowska, Wachowicz 2015). This, in many situations, affected the agent’s 
understanding of the negotiation process and outcomes (Wachowicz et al. 2019). Furthermore, 
DMs are still prone to make some errors that are not related to the problem content directly, 
but result from inattentional blindness (Kersten et al. 2017; Simons, Chabris 1999) or the usage 
of the round numbers (Kersten et al. 2018).  

A question arises - vital from the viewpoint of developing new and reliable decision support 
approaches, why the heuristic-based errors still occur in formally supported decision making 
processes? One of many explanations may be that the DMs do not engage enough in decision 
support process offered by the software support tools since they are still convinced to be able 
to solve the problems themselves using their knowledge and skills. Thus, it could be interesting 
to confront the results of their individual and intuitive decision analysis with those obtained by 
means of formal decision support and asked them for the reasons of potential discrepancies. 
Their answers could shed a new light on how do they proceed during the decision process 
supported by some formal algorithms and how do they evaluate such a support. Especially, the 
occurrence of the self-serving bias (SSB) (Heider 1958) can indicate the DMs’ negative attitude 
towards the formal decision support. 
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In this paper we present preliminary results of experimental study, in which SSB is 
examined. An online multiple criteria decision making (MCDM) experiment is designed, in 
which the participants define their preferences individually using holistic approach. Then they 
follow a formal decision support protocol, which implements TOPSIS, AHP and direct rating 
methods that differ in the amount and quality of the preferential information that needs to be 
provided by DM. They finally are asked to explain the results in a series of open-question 
questionnaires that allow to confirm the occurrence of SSB. In the next sections we describe 
the SSB and the experiment itself and discuss the initial results. 
 
2 SELF-SERVING BIAS AND THE USE OF COMPUTER TECHNOLOGY 
 

Self-serving bias, first articulated by Heider (Heider 1958), is a kind of explanatory pattern 
according to which various external factors are raised by an individual as the reasons for 
personal failures in any actions taken individually or within group tasks, but the internal 
characteristics and attributions are considered as the sources of its success (Campbell, 
Sedikides 1999). The typical way to investigate the existence of SSB in a particular social or 
decision making context is to organize an experiment, in which the participants perform a task 
(that requires some effort that allows to measure their intelligence, skills, etc.) and then give 
them the feedback on their success or failure in this task. Finally, the participant is asked to 
comment on the outcomes their obtained. Depending on the style of their comments, the 
existence of SSB is confirmed or not.  

Since the computers started to play an important role in the DMs’ everyday life, the 
existence of SSB in using computer technology has also been studied recently. Moon (Moon 
2003) has analyzed how the consumers blame the software systems for they failures in 
purchasing decisions and found that usually SSB occurs, yet it may depend on the history of 
user-computer interactions. If the users are more involved in the information exchange with 
the computer (self-disclosure rises), the pattern of attribution changes significantly and the 
users start to consider the computers as having their contribution in the positive results and 
themselves as being more guilty for failures. Serenko (Serenko 2007) analyzed, how SSB 
occurs for the use of software agents with different level of autonomy. He showed that the SSB 
effect is mitigated here, and the majority of users credit the agents for positive outcomes (more, 
when the autonomy increases). However, they blame the agents for negative outcomes in 
similar proportions as they credited them for obtaining a good support.  

These studies show that the SSB may be mitigated depending on the quality and scope of 
interaction with software support tool as well as on the users’ subjective perception of how 
much they were involved and how much they may influence this process. When we now focus 
on decision support systems (DSS), which implement the formal methods and algorithms for 
supporting complex and multiple criteria decision making processes, analyzing the SSB effects 
may be an indicator of the real usefulness (not the user’s self-declared one) of such a systems 
or show the potential necessity of its redesigning or further improvements. Note, that by 
involving the users in the process of preference elicitation the DSS requires a high level of self-
disclosure regarding their needs, goals and aspirations. Simultaneously, it has a particularly 
low autonomy, which amounts to the selection of preference aggregation mechanism only. 
According to Moon and Serenko, this should reduce the potential occurrence of SSB. Yet, if 
SSB still exists in case of negative decision support results, it may indicate that the users do 
not realize that their failures may be caused by some other cognitive limitation they were 
unable to overcome while using this DSS. Contrary, the lack of SSB may result from an 
increase in user’s awareness of the potential mistakes they made or limited diligence in 
preference elicitation process, which is a positive effect of using DSS for future decision 
making. 
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3 DESIGNING THE MCDM EXPERIMENT  
 
In this study we analyze the existence of SSB using the results of online software supported 
MCDM experiment. The experiment was conducted by means of Electronic Survey Platform 
(ESP) (Roszkowska, Wachowicz 2016), which allows to design a classic survey based on the 
close- and open-question questionnaires combined with the decision support modules coded in 
PHP. In our experiment, we predefined a MCDM problem of a flat to rent by the student for 
the forthcoming academic year. There were five alternatives considered, each evaluated by 
means of five criteria: two of them defined by means of crisp numerical values (monthly rent 
and living area), one by interval value (commuting time) and last two – qualitatively using 
verbal description (flat layout and furnishings).  

The experimental protocol required the participants to read the case and start with holistic 
declaration of preferences for the alternatives in a form of ordinal ranking. Then they were 
offered three alternative approaches to analyze the problem deeper at the disaggregated level. 
The process of the decision analysis consisted of three steps. In step one the user determined 
the importance of the criteria by means of two tools: (1) using pairwise comparisons and verbal 
scale (AHP-like); and (2) using 7-point linguistic scale (numerical equivalents were not 
disclosed to users). In step two they were offered the three preference elicitation methods to 
declare their preferences for options within each criterion: TOPSIS, AHP and direct rating 
(DR) (SMART-like approach). In TOPSIS 7-point Likert scale with stars representation was 
used to declare the preferences for qualitative criteria. The AHP interface used sliders with 
verbal descriptions to define the preferences for pairs. In DR the users had to assign points to 
options within each issue using the range [0; 100] with obligatory assignments of 0 and 100 to 
worst and best options respectively. Finally, in step three the rankings and corresponding 
ratings for all three methods were displayed and the users had to choose the one that reflect 
their preferences best.  

The users were also asked to answer a series of questions regarding the use and usefulness 
of the decision analysis they went through. Among many questions, two were focused on 
confronting the results obtained by means of decision analysis with the prior holistic 
declaration of preferences. In Q1 the users had to explain the reasons for potential differences 
in rankings obtained by means of these the decision support approaches used in step 3 of the 
decision analysis phase. In Q2 they were asked to explain the potential differences in the 
ranking defined holistically and the one resulting with the method they had chosen in the last 
step (if the rankings matched, they explained the reason for ideal match). These were the open 
questions so no predefined answers existed and users had to write their own explanations not 
being bounded by any suggestions from the questionnaire.  

The participants were 190 students of four Polish universities. To increase the 
consequentiality of participation in the experiment they were offered extra credits for their 
academic course performance. The preference elicitation process in ESP requires the students  
to involve quite deeply (some in-class observations made during the usage of ESP confirmed 
that they could spend even 90 minutes on completing all phases of the experiment). Therefore, 
we can expect that they will consider these results as the potential success or failure in task 
completion, and the SSB may be investigated while analyzing their answers.  
 
4 PRELIMINARY RESULTS AND FUTURE WORK 
 
We analyzed the answers of ESP users, which allowed to define some general categories of 
answers for questions Q1 and Q2 separately. Since the answers could be detailed and complex, 
it was possible to classify one answer to two different categories simultaneously.  
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When analyzing the answers for Q1 we found surprisingly, there were only two users who 
obtained the same ranking of alternatives for all three MCDA algorithms (i.e., successful in 
their task), though they were unable to clearly describe the reasons for this ideal concordance 
of their results. Hence, the detection of SSB was impossible for them. All the remaining 188 
DMs obtained at least two different rankings from their decision analysis conducted by means 
of TOPSIS, AHP and DR (a kind of task failure) and the structure of their answers for Q1 is 
shown in Table 1.  

Table 1:  The categories of answers for Q1 explaining the discordances in rankings. 

Answer category Number of 
answers 

% of users 

Cat. 1. My fault 27 14% 
Cat. 2. Methods' error 14 7% 
Cat. 3. Methods work differently 58 31% 
Cat. 4. No differences as such 27 14% 
Cat. 5. I do not know why they are different 67 36% 

 
Note, that there were only 27 answers (14%), in which the differences in rankings were 
explained as resulting from own errors or mistakes (which is the opposite reaction to SSB). 
These were the people, who pointed out their mistakes directly (14 users), as well as those who 
claim their error was strengthen by the specificity of the preference elicitation, characteristic 
to each of these methods (5), and those who claimed that their mistakes were cause by the 
difficulty of the decision support algorithms (5). The Self-serving bias, shown in clear and 
unambiguous declarations that the differences were caused by the faults of methods, was 
revealed only in 14 answers only (7%). However, there were another 58 answers (31%), in 
which the blame for the differences in rankings’ results was easily laid on the differences in 
the philosophy of the preference aggregation used by these methods, i.e. the different scales 
they use and the operations they perform on the quantitative representation of users 
preferences, the preference aggregation mechanisms, etc. Let us note that this really may be a 
true reason for the differences the users obtained, since such situations are often reported in 
many experiments (Mela et al. 2012; Zanakis et al. 1998). Yet, this may also be an easy and 
very convenient excuse to avoid responsibility for being not diligent enough or make the 
mistakes in providing the concordant preference information in each preference elicitation 
mechanism. Therefore, these group of users can be considered as partially revealing the SSB, 
yet the true reasons require further and deeper investigation. 

An interesting group of answers is category 4. It consists of 27 people who claimed there 
were actually no differences in the results the methods had produced (14%). Some of them 
reckoned, they were only focused on fining best alternative, so the rest of the ranking was not 
important (6), some others wrote, that despite different rankings the lists of alternatives identify 
similar categories of their quality, i.e. that they sorted the alternatives accurately (6); 15 others 
claimed that the rankings are nearly or almost the same, and claiming that they are different 
would be simply an exaggeration. Note, that they may be the people who might be biased by 
inattentional blindness (they did not notice they had had to build an accurate ranking of offers) 
or demonstrate the repression or post-decision dissonance (Vroom 1966), another biases that 
we were not expecting to find in our experiment.  

Please also note that there were as much as 67 people (36%) that were unable to explain the 
differences using convincing arguments: 43 of them simply wrote they do not know the 
reasons, while remaining 24 acknowledged the differences but described them only without 
presenting any rationale for them.  
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The results of analysis of the answers for Q2 differ significantly. Here, there were 22 DMs 
who determined analytically the same ranking to the one they had defined holistically at the 
beginning of the experiment (step 1). Nine of them claimed this was due to the accuracy of the 
decision support algorithm (no SSB), while 12 that the only reason was their accuracy in 
providing the preference information in decision support process (SSB occurs). Only one DM 
reckoned, the concordance of rankings results from both his and method’s accuracy. For 
remaining 168 DMs the holistic and analytical rankings were different (task failure). The 
categories of their explanations are shown in Table 2. 

Table 2:  The categories of answers for Q2 explaining the discordances in DM’s holistic  
and analytically built ranking. 

Answer category Number of 
answers 

% of users 

Cat. 1. My fault 33 20% 
Cat. 2. Methods' error 16 10% 
Cat. 3. Methods work differently 8 5% 
Cat. 4. No differences as such 29 17% 
Cat. 5. I do not know why they are different 8 5% 
Cat. 6. I thoroughly reconsidered my preferences 74 44% 

 
The major difference in fractions between answers for Q1 and Q2 can be observed within 
category 3. Previously, when all three rankings were compared as much as 31% of answers 
that blamed the methods themselves for failure. Here there is no much than 5% DMs raising 
this issue as a major reason for failure. Surprisingly, there is as much as 44% DMs who do not 
consider the discrepancy as a failure (new category 6), but acknowledge the positive influence 
of the decision support method in better recognition of their preferences. They claim that by 
using the method they could realize and understand their true needs better, and their new 
analytical rankings are now the ones that represent their preferences more accurately. Please 
also note, that the SSB (full or partial, i.e. represented by categories 2 and 3) is significantly 
less frequently occurring here (15% in Q2 vs. 38% in Q1). 

Our preliminary results show, that the occurrence of SSB may be dependent on the actual 
task and its subjectively perceived consequentiality by the DMs. When all three rankings were 
compared and their differences had to be explained, the ESP users were more prone to blame 
external factors for the differences. It could be due to the fact that there were not only them 
(i.e. DMs themselves) but also three other methods that could be made responsible for the 
discordances. Additionally, making three perfectly concordant rankings by means of three 
different methods was not the initial goal for them to achieve. Yet, when they had to compare 
their initial holistic ranking with the one they determined themselves and chosen as the best, 
the personal responsibility for the discrepancy could be perceived as higher (there was only 
one method that could be blamed, but fed with the preferential information provided by the 
DMs themselves). The users, having possibility of revealing SSB and blaming the algorithm 
for the discordances, have noticed the added value of using such methods in preference 
elicitation. They have truly acknowledged the fact that while using the analytical support they 
could rethink and conceptualize their preferences better, and thus, make more appropriate 
decisions. This finding is very important (and positive) from the viewpoint of designing new 
decision support mechanisms and systems. 

Our future work will be focused on the detailed analysis of the results. We will try to find, 
if the SSB may depend on the decision making profile determined by means of REI test 
(Epstein et al. 1996). Some problems we faced while analyzing and categorizing the answers 
will also require consideration of using the closed-questions in future experiments in the post-
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decision questionnaires, that would help us identify the biases more accurately. Finally, we 
found that some other biases and heuristics different form SSB may occur while explaining the 
performance of DMs and their evaluation of the use and usefulness of the decision support 
mechanisms. The new questionnaires should also consist of the questions allowing for their 
unambiguous recognition and analysis.  
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Abstract: In this paper we analyze how the decision making profile may affect the decision makers’ 
(DMs) choices regarding the most preferable modes of both declaring the preferences (in the preference 
elicitation process) and representing the preference elicitation results by the software support systems. 
We use the General Decision Making Style Inventory (GDMS) that allows to describe the profile using 
a mix of five styles: rational, intuitive, dependent, avoidant and spontaneous. Using the dataset of online 
multiple criteria decision making experiment we identify the clusters of respondents with similar 
decision making profiles and analyze the differences in expected preference elicitation mode. Our 
results partially confirm earlier findings of behavioral studies in decision making that more intuitive 
DMs prefer the rankings and non-numerical ways of defining preferences, while the more rational ones 
operate more willingly with numbers and ratings. However, there is another group of GDMS-specific 
DMs, highly avoidant and non-spontaneous, who also differ from others with respect of preferring 
pictorial definition of preferences. 
 

Keywords:  multiple criteria decision making, decision making styles, preference elicitation. 
 
1 INTRODUCTION 

 
The early research works in a field of economics and psychology suggested that some 
behavioral aspects of decision making processes may affect the decision maker’s (DM) 
behavior and the results they obtain (Gilovich et al. 2002; Kahneman, Tversky 1979; Simon 
1955). This made the behavioral operations research to focus on the psychological elements of 
decision making such as the decision makers’ (DMs) abilities for using fast and slow thinking 
styles (Stanovich 1999) and their potential inclinations for occurring of some heuristics and 
biases. From the viewpoint of operations research these findings seem to be of crucial 
importance, since they underline the necessity of including of these behavioral elements in the 
process of designing of the decision support algorithms and tools. As shown in some 
experimental studies, offering the DMs a support tool without any prior analysis of its cognitive 
requirements and the DMs abilities of using it, may result in many mistakes and a final misuse 
of this tool (Kersten et al. 2017, 2018; Wachowicz et al. 2015). Consequently, the reliability of 
a decision support and the usefulness of the support tool itself may be questioned.  

It seems crucial then to identify the DMs’ information processing (or decision making) style 
and try to offer them the support that fits this style and their cognitive capabilities best. Such a 
style, naturally, may be identified using various psychometric tools. One of them suggests to 
consider the decision making style as a unidimensional bipolar structure with experientially 
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and rationality as poles (Allinson, Hayes 1996). Some others consider the potential modes as 
orthogonal, suggesting measuring the style as a mix of various modes (Epstein 1998; Scott, 
Bruce 1995). The discussion, which of these approaches is better describing the nature of 
decision making style is unfinished (Hayes et al. 2003; Hodgkinson, Sadler‐ Smith 2003), yet 
some application research still indicate the problems of using these inventories, especially in 
constructing the factors describing the modes according to the assumptions of the authors 
(Bavol’ár, Orosová 2015; Engin, Vetschera 2017). 

In one of our earlier study we tried to identify, how the decision making style may affect 
the DMs use and preferences toward the decision support tools measuring the former with the 
Rational-Experiential Inventory (Roszkowska, Wachowicz 2019). It confirmed the necessity 
of using orthogonal approach, yet still some nuances in differences of styles and their impact 
were unable to be significantly captured by means of this tool. Therefore, in this paper we try 
to describe the decision making profile in more detailed way using the General Decision 
Making Style (GDMS) inventory (Scott, Bruce 1995). The goal of this paper is to examine the 
relationship between the decision making profile described by GDMS and the most preferred 
way of declaring the preferences and organizing the preference elicitation results by DMs. 

The remaining of this paper is organized in three more sections. In section 2 we provide a 
brief description of GDMS inventory. In section 3 the multiple criteria decision making 
experiment is described. Finally, in section 4 we present the experimental results followed by 
their discussion. 
 
2 INDENTIFYING THE DECISION MAKING STYLES BY GDMS INVENTORY 
 
Scott and Bruce (1995) defined the decision-making style as “the learned habitual response 
pattern exhibited by an individual when confronted with a decision situation. It is not a 
personality trait, but a habit-based propensity to react in a certain way in a specific decision 
context”. They defined five decision-making styles: rational, intuitive, dependent, avoidant and 
spontaneous designed the General Decision-Making Style Inventory to measure them as a five-
mode profile. The rational style has been “characterized by the search for logical evaluation of 
alternatives”, intuitive – “by attention to detail and a tendency to rely on feeling”, dependent - 
“by the search for and reliance on the advice of others”, avoidant - by “the tendency to avoid 
decisions”, and spontaneous has been” characterized by a sense of immediacy”. The GDMS 
inventory contains 25 questions, all measured on a 5-point Likert scale. Each style can be 
identified by the answers for five questions, which was confirmed by the authors using 
exploratory factor analysis. 

Several studies have focused on the relation between personality and decision-making and 
discussed the predictive validity of individual differences in decision making. Galotti and 
Tinkelenberg (2009) found that the avoidant style correlated positively with the number of 
sources used to collect information, the number of criteria used in the decision process and 
negatively with the number of options considered. Sager and Gastil (1999) reported that in 
small group the members’ preference for consensual decisions correlated positively with their 
score on the rational and dependent decision-making styles. Curşeu and Schruijer (2012) 
reported that the rational style has strong positive impact on making the logically correct 
choices in decision making as well as strong negative impact on indecisiveness, whereas 
avoidant and dependent styles are positively associated with indecisiveness. Parker et al. 
(2007) reported the dependence of the decision-making styles and decision outcomes, 
Significantly better outcomes are reported for decision makers who are less maximizing.  The 
depending and intuitive decision styles are very week positive correlated with outcomes, while 
avoidant and spontaneous are weekly negative correlated with outcomes. Finally, Delaney (et 
al. 2015) used cluster analysis to identify three decision-making profiles: affective/experiential, 
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independent/self-controlled, and an interpersonally-oriented dependent ones and reported how 
these profiles differed by age and gender.   

Acknowledging the impact of the decision making profile on various elements of the 
decision making process and results we are interested in finding if the GDMS profiles 
differentiate the decision makers with respect to their preferences regarding the preference 
elicitation mode that can be offered to them in the software supported multiple-criteria decision 
making.  
 

  
3 THE MCDM SOFTAWRE SUPPORTED EXPERIMENT  
 
To reach the research goal the multiple criteria decision making experiment was organized in 
the online survey system (OSS) (Roszkowska, Wachowicz 2019). The predefined problem 
required of DMs to build the ranking of flats to rent, and was chosen purposely in a view of 
potential participants, who were the students of five Polish universities. There were five 
alternatives to rank with respect to five criteria (both quantitative and qualitative in nature).  

The experiment consisted of four phases. In phase 1 the participants read the problem and 
were asked to define their preferences holistically without any decision support offered by 
OSS. Then, in phase 2, they started the preference elicitation process with analyzing the issue 
weights. They were ask to define them both verbally and using pair-wise comparisons, or – if 
unsatisfied with the weights obtained these ways – define them individually in direct rating 
approach. In phase 3 the alternatives were compared in series of single-criterion analyses. 
Three approaches were used in OSS that used the algorithms of TOPSIS (Hwang, Yoon 1981), 
AHP (Saaty 1980) and SMARTS-like direct rating (Edwards, Barron 1994). For each of these 
algorithms different interfaces were designed that required operating with graphics (for 
TOPSIS), verbal evaluations (for AHP) or directly with numbers (for SMART). In the last 
phase the results of decision analyses were displayed to DMs and they were asked to choose 
the approach that allowed to define their preferences in most accurate way1. The respondents 
were also asked to answer series of pre-decision making profiling questionnaires (including 
GDMS inventory), and post-decision making evaluation questionnaires, in which they descried 
their opinion regarding the support offered.  

Among many questions three of them were of special focus in this study: 
Q1.  What is your most preferred way of declaring your preferences while using the 

decision support tool (numerical, verbal, pictorial or other)?  
Q2. What way of representing the final results of decision analysis by the decision 

support tool is a sufficient for you (ranking, rating, other)?  
Q3. What is the most preferred way of representing the final attractiveness of 

alternatives (numerical, non-numerical (verbal or pictorial), mixed, other)?  
After eliminating incomplete records we obtained the dataset consisting of 266 records that 

we used in further analyses. 
 
4 PRELIMINARY RESULTS AND FUTURE WORK 
 
Using the confirmatory factor analysis we were unable to build the GDSM profile model for 
the assumed five factors (styles) out of 25 questions at the statistically acceptable level. Both 
chi-square measure (𝜒2<0.001) and the goodness-of-fit indexes (GFI=0.82 and AGFI=0.78) 
recommended the model to be rejected. Taking into account the fact, that the GDMS inventory 
was translated to Polish and used in non-original version for Polish native students, we decided 

                                                 
1 For details see (Roszkowska, Wachowicz 2019). 
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to verify if the fundamental assumptions of the instrument regarding the factors hold here, 
using the exploratory factor analysis (EFA). EFA identified high cross-loadings for the 24th 
GDMS question, associated to spontaneous style in the original Scott and Bruce’s model; and 
here with the highest loading to the factor representing the intuitive style (0.560). Therefore 
we decided to remove it from the model, as well as all the other questions that did not received 
significant loadings higher than 0.65 with the differences in loadings higher than 0.2 (Howard 
2016). Using this approach five questions appeared to be eliminated: one for the rational style, 
and two for each intuitive and spontaneous ones (questions: 5, 10, 11, 16 and 24 from the 
original GDMS inventory). 

For the reduced GDMS inventory, EFA produced the model of statistically satisfactory fit 
(KMO=0.819, variance explained at 66.1%, Bartlett’s test confirmed with p<0.001). The factor 
values obtained this way were used in cluster analysis to generate the groups of similar decision 
making profiles. We aimed at generating the clusters that differ in profiles significantly, yet in 
a view of rather small sample the number of clusters could not have been too big. Using 
different clusters approach the most promising results were obtained for average-linking 
clustering with Pearson correlation as the similarity measure. The analysis of the linkage 
distances across clustering steps revealed the highest distance of 0.8, which corresponded to 
moving from four- to three-cluster structure. Thus, we decided to use four clusters of profiles, 
with the mode values as shown in Fig. 1.  
   

 
 

Figure 1: Clusters of modified GDMS-based decision-making profiles. 
 
We named the clusters taking into account the significance of differences for most extreme 
modes across clusters. Cluster 1 was similar to cluster 3 with respect to avoidance (p=0.604) 
and spontaneity (p=0.433), and to cluster 4 in rationality (p=0.861). It was simultaneously the 
only one that differed from others significantly with respect to dependence (p<0.013). Clusters 
2 and 4 were similarly intuitive (p=0.109). Such clustering makes our profiles to be 
incomparable to ones that could be determined using other profiling mechanisms. For instance, 
there are no equivalents of versatile and avoiding profiles that can be computed based on REI 
test (see Roszkowska, Wachowicz 2019), one maximizing and the other minimizing the 
rationality and intuitiveness modes simultaneously. Conversely, we identify here a cluster 4, 
in which a medium level of both those modes are observed with a highly differentiating styles 
as avoiding and spontaneous.   
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According to our research goal we were interested in examining an impact of such profiles 
on the most preferred mode of preference analysis, which was examined in three post-decision 
making questions (see section 3). The differences for clusters are shown in Tables 1-3.  

  
Table 1: Most preferred way of declaring preferences in preference elicitation phase 

 
Declaration of preferences Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Numerical 69 (62.2%) 36 (60.0%) 31 (68.9%) 29 (58.0%) 
Pictorial 33 (29.7%) 12 (20.0%) 11 (24.4%) 19 (38.0%) 
Verbal 8 (7.2%) 12 (20.0%) 2 (4.4%) 2 (4.0%) 
In other way 1 (0.9%) 0 (0.0%) 1 (2.2%) 0 (0.0%) 

 
The chi-square test confirms the dependence between the preference declarations and clusters 
(p=0.049). As shown in Table 1, the spontaneous and non-rational DMs (cluster 2), 
significantly more frequently from others choose verbal declarations (p<0.013). They also 
choose pictorial declarations significantly less frequently (p=0.012) than avoiding and non-
spontaneous ones (cluster 4). The latter choose the pictures more frequently (p=0.077) than 
rational and dependent (cluster 3), and less frequently (yet with p=0.136) opt for numerical 
declarations. 

  
Table 2: Sufficient way of representing final results 

 
Final results represented as Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Rating 50 (45.0%) 30 (50.0%) 26 (57.8%) 26 (52.0%) 
Ranking 59 (53.2%) 29 (48.3%) 18 (40.0%) 24 (48.0%) 
Other information needed 2 (1.8%) 1 (1.7%) 1 (2.2%) 0 |(0.0%) 

 
Table 3: Most preferred way of representing the attractiveness/evaluation of alternatives 

 
Attractiveness of offers represented Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Numerically 52 (46.8%) 29 (48.3%) 23 (51.1%) 21 (42.0%) 
Non-numerically (verbally/pictures) 22 (19.8%) 17 (28.3%) 3 (6.7%) 12 (24.0%) 
In mixed way 36 (32.4%) 14 (23.3%) 19 (42.2%) 17 (34.0%) 
Other 1 (0.9%) 0 (0.0%) 0 (0.0%) 0 (0.0%) 

 
Unfortunately, chi-square tests did not confirm the general dependence of sufficient or most 
preferred representation of results of decision support process (Q2 and Q3) and the decision-
making profile (p=0.775 and p=0.267 respectively). However, the individual one-tail fraction 
tests confirmed significance of some differences.  

Regarding the efficient way of representing the results (Q2) we were able to find the slightly 
significant differences in fractions for clusters 1 and 3. As in earlier works, more intuitive DMs 
more frequently opted for ranking than those more rational and dependent (p=0.068) and less 
frequently for rating. Regarding the details of representing the final attractiveness of 
alternatives in the results of decision support process, the rational and dependent DMs (cluster 
3) preferred significantly less frequently non-numerical representations of results from all other 
DMs (p<0.022). They far more often (p=0.019) choose mixed (numerical and non-numerical) 
way of representation than spontaneous and non-rational DMs (cluster 2). The latter ones differ 
also somewhat significantly (p=0.107) in choosing the mixed way than the avoidant and non-
spontaneous DMs (cluster 4). 
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As shown in this study, there are some differences in choices of preference elicitation mode 
depending on the decision making style recognized by GDSM. Some of them are in line to the 
classic presumptions or earlier findings, i.e. like those that rational DMs prefer numbers (here 
ratings), while the more intuitive ones do not (here, choose rankings). However, we found that 
some of differences could not be explained using some other profiling mechanisms, such as 
REI. Our cluster 4 identifies the avoiding and non-spontaneous DMs, who significantly differ 
from others in higher willingness to operate with pictorial representation of preferences. We 
hope that by increasing the sample size we will be able to specify other cluster and find further 
interesting differences among them. 
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Abstract: During the last decades the importance of considering data uncertainty in optimization 
problems has become increasingly apparent, since small fluctuations of input data may lead to 
comparably bad decisions in many practical problems when uncertainty is ignored. If the probability 
distribution of the uncertain data is not known (or cannot be sufficiently estimated), a common 
technique is to estimate bounds on the uncertain data (i.e., define uncertainty sets) and to identify 
optimal solutions that are robust against data fluctuations within these bounds. This approach leads to 
the robust optimization paradigm that allows to consider uncertain objectives and constraints [1]. 
Optimization problems where only the objective is uncertain arise, for instance, prominently in the 
analysis of social networks. This stems from the fact that the strength of social ties (i.e., the amount of 
influence individuals exert on each other) or the willingness of individuals to adopt and share 
information can, for example, only be roughly estimated based on observations. A fundamental problem 
arising in social network analysis regards the identification of communities (e.g., work groups, interest 
groups), which can be modelled as a Dominant Set Clustering Problem [5,6,7] which in turn leads to a 
Standard Quadratic Optimization Problems (StQP); see [2]. Here the link strengths enter the objective 
while the constraints are familiar probability constraints, so that they can be considered certain. 
Hence we investigate data uncertainty in the objective function of StQPs, considering different 
uncertainty sets, and derive implications for the complexity of robust variants of the corresponding 
deterministic counterparts. We can show that considering data uncertainty in a StQP results in another 
StQP of the same complexity if ellipsoidal, spherical or boxed uncertainty sets are assumed [4]. 
Moreover we discuss implications when considering polyhedral uncertainty sets, and derive rigorous 
bounds for this case, based upon copositive optimization [3]. 
 

Keywords: graph clustering, community detection, dominant set, robust optimization, quadratic 
optimization 
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Abstract: A complexity analysis based on the structure of perfect matchings is given for the most 
efficient basic filtering algorithms in constraint programming with respect to the role of edges in 
matchings. 
 

Keywords: constraint programming,matching theory, decomposition theory 
 
1 INTRODUCTION 
 
In matching theory it is a basic problem to determine all the edges in a given graph which can 
be extended to a maximum matching. Such edges are called maximally matchable or allowed 
edges. Apart from the graph theory community (see e.g [11]), researchers in constraint 
programming have also investigated this problem (cf. [3,4, 12]). The motivation for studying 
the question from constraint programming point of view is originating from certain constraint 
propagation methods ([12]), where the applied filtering algorithmic scheme is based on the 
above question. In this paper we will study the efficient algorithms for perfect matchings only 
with respect to the above problem, which is related to the symmetric alldiff constraint 
introduced in [12]. However, as it was shown in [4], the scheme of constraint propagation based 
on perfect matchings can be extended  to a more general framework. 
As a main result of [4] a decomposition algorithm was worked out for identifying the allowed 
edges. In this paper we will give a detailed running time analysis for the decomposition 
algorithm presented in [4]. It turns out that the complexity bound given in that paper is not 
precise. 
The organization of this paper is as follows. In Section 2 we will present the necessary formal 
background on matching theory. We collect here some basic material needed later on and 
include contents of almost all the required results. In Section 3 we analyze the iterative version 
of the algorithm to compute the category of edges into mandatory (covered by all perfect 
matchings), allowed and forbidden (i.e. not allowed). The obtained results are mainly based on 
the Structure Theorem of Gallai & Edmonds. In Section 4 an algorithm using divide-and-
conquer paradigm is analyzed. Finally, in Section 5 we will give a short conclusion. Because 
of space constraints proofs are omitted.  
 
2 MATCHING THEORY AND STRUCTURAL DECOMPOSITION 
 
In this paper we will consider undirected general graphs and our main focus will be on graphs 
with perfect matchings. Our terminology will be standard, the set of vertices and set of edges 
will be denoted by V(G) and E(G), respectively. . A good reference for any undefined terms is 
[10].  

                                                 
1 Also at University of Primorska, Slovenia and University of Szeged, Hungary. 
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We will call an edge of a graph G allowed if it occurs in some maximum matching 
(respectively, perfect matching, if exists) and any edge which is not allowed will be 
called forbidden. An edge which belongs to every maximum (respectively, perfect) matching 
will be called mandatory.  

A graph G with a perfect matching is said to be elementary if its allowed edges form a 
connected spanning subgraph of G. A matching covered graph is an elementray graph without 
forbidden edges.  
Let M be a maximum matching of G. An edge e ∈ E(G) is said to be M-positive if e ∈ M, 
otherwise e is called M-negative. An M-alternating path in G is a path stepping on M-positive 
and M-negative edges in an alternating fashion. 

The deficiency of G denoted by δ(G ) is defined as the number of vertices left unmatched 
by a maximum matching. A graph G is said to be factor-critical if δ(G−x)=0 for every 
xV(G). Maximum matchings of factor-critical graphs are called near-perfect matchings.  

The bipartite graph G = (V1V2, E) has positive surplus (viewed from V1) if |Γ (X)| > |X| 
for all    X   V1, where Γ (X) denotes the set of neighbours of X. Bipartite graphs with 
positive surplus are connected.  

For a general graph G = (V, E) we define subsets A(G), C(G) and D(G) of V (G) as follows: 
D(G) = {the set of vertices in G not covered by at least one maximum matching of G},  
A(G) = Γ (D) \ D(G), 
C(G) = V (G) \ (A(G) ∪ D(G)). 

The following theorem (see e.g. [10]) is fundamental in the structure theory of matchings.  
Theorem 1 (Gallai-Edmonds Structure Theorem). If G is a graph and A(G), C(G) and 
D(G) are defined as above, then the following statements hold: 
1. The components of the subgraph induced by D(G) are factor-critical, 
2. The subgraph induced by C(G) has a perfect matching, 
3. The bipartite graph obtained from G by deleting the vertices of C(G) and the edges spanned 

by A(G), and by contracting each component of D(G) to a single vertex has positive surplus 
(when viewed from A(G)), 

4. Every maximum matching of G contains a perfect matching of each component of C(G), a 
near-perfect matching of each component of D(G), and a complete matching from A(G) 
into distinct components of D(G). 

The decomposition has the following properties: 
– Edges spanned by A(G) are forbidden 
– Edges connecting A(G) to C(G) are forbidden 
– Every edge incident with a vertex of D(G) is allowed 
– There is no edge between C(G) and D(G) 
– Vertices of A(G) and C(G) are vital 
– Vertices of D(G) are allowed 
– Each connected component of C(G) has even cardinality 
– Each connected component of D(G) has odd cardinality 

Note that every component of G[C] has a perfect matching, the bipartite subgraph 
G[A, base(D)] obtained from G by deleting edges spanned by A(G) and by contracting each 
component of D(G) to a single vertex has a complete matching from A(G) to D(G), and every 
connected component of G[D] has a near-perfect matching. 

A set X of vertices in G is extreme if δ(G − X) = δ(G) + |X|. In [4] a general pruning routine 
was introduced to aid in the investigation of extreme sets of graphs which have perfect 
matchings. It was also shown that finding an extreme set can be accomplished in linear time. 
The algorithm of [4] is an iterative graph decomposition method by which we can mark the 
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forbidden edges with taking advantage of the structure provided by the decomposition. In each 
step maximal extreme sets of the subgraphs obtained by the previous steps of the algorithm are 
determined and some edges are marked as forbidden according to the structure defined by the 
extreme sets. Using the structure with respect to the extreme sets new subgraphs are defined 
and the iteration is continued.  

The decomposition method is based on the following theorem [4]. 
Theorem 2. Let G = (V, E) be any graph with a perfect matching M, x ∈ V , and let (D, A, C) 
be the Gallai-Edmonds canonical decomposition of G − x. Then the following statements hold: 
1. The set X = A ∪ {x} is extreme in G, 
2. Edges spanned by X or joining X with C are forbidden, 
3. The bipartite graph G0 obtained from G − C by contracting each connected component of D 

to a single vertex and by deleting each edge spanned by X has a perfect matching, 
4. Edges belonging to all, some (but not to all) or none of perfect matchings in the bipartite 

graph G0 are, respectively, edges belonging to all, some (but not to all) or none of perfect 
matchings in G. 

5. The graph Gi obtained from G − C by contracting the set V (G) − Di to a single vertex has 
a perfect matching, 

6. The mandatory, allowed, or forbidden edges of G are precisely those edges which are, 
respectively, mandatory, allowed, or forbidden in one of the graphs Gi , i = 0, . . . , t, where t 
= |X|. 

In the next two sections we will present and analyse the “pure iterative” and the “divide and 
conquer” strategy of the decomposition method. In Section 3 we will consider the naïve 
approach for identifying forbidden edges with the help of maximal extreme sets. In this case 
we will make use of the properties of maximal extreme sets as direct consequences of its 
definition. We will show that this algorithm provides an improved worst-case running time, 
then  the previously developed methods [11,12] which could ensure O(|V|·|E|) only. In Section 
4 the algorithm of [4] will be presented and by detailed running time analysis we will show that 
the divide and conquer strategy is more efficient than the pure iterative approach. 
 
3 PURE ITERATIVE ALGORITHM 
 
The following is the pure iterative version of the decomposition algorithm: 

 

Algorithm 1 The iterative approach to determine the partition of edges 
 

 

Require: General graph G = (V, E) with an initial perfect matching M 

Ensure: Partition of edges 

while there are UNSCANNED vertices in G do 

Select one UNSCANNED vertex x 

Relabel x as SCANNED 

Compute the maximal extreme set X in G − x (see algorithm in [2, Section 2.1]) Let 

(A, C, D) be the Gallai-Edmonds Decomposition after the last step of the previous 

routine 

Mark all edges spanned by X as forbidden 

Form the gluing bipartite graph G0 with bipartition (X, base(Di))  

Let M0 ← M ∩E(G0) 

Determine the partition of edges in G0 with respect to M0 (s. Algorithm 2 in [3]) 

Mark all vertices of X as SCANNED 

end while 
 

 

The crucial point in the analysis of the above algorithm is the number of the required iterations. 
It is clear that the number of iterations are related to the number of maximal extreme sets. 
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However, according to [2, Theorem 2.1] the problem of finding the maximum Tutte set, and 
thus the maximum extreme set is intractable. This means that in general there may exist 
exponential number of maximal extreme sets. To demonstrate this fact with a very simple 
example consider the graph consisting of K2 and n triangles 0 attached to one of its endpoints. 
It is easy to check that such a graph has 2n maximal extreme sets. In order to overcome this 
drawback we introduce the following new concepts. 
Definition 1 (Elementary extreme set). An extreme set, such that each element of it belongs 
to the same elementary component. 
In general, the number of maximal elementary extreme sets in a non-elementary graph is lower 
than the number of maximal extreme sets in its elementary components. The similar holds true 
when we remove the forbidden edges: the number of extreme sets in matching covered graphs 
maybe greater than the number of extreme sets in elementary components. The following result 
about maximal elementary extreme sets was proved by Bartha & Krész [1]. 
Theorem 3. Let G be a graph with a perfect matching. The maximal elementary extreme sets of 
G form a partition on V (G). 
Therefore, extending the concept of [10] from elementary graphs, maximal elementary extreme 
sets will be called canonical classes. The set of all canonical classes will be denoted by P(G). 
The following result from [13] clarifies the number of maximal extreme sets in a non-
elementary graph. 
Theorem 4. Any maximal extreme set of a non-elementary graph is the union of some maximal 
elementary extreme sets. 
The following concept is equivalent to the one of “strong proof” by Király [5]. 
Definition 2 (Extreme closure) For any vertex u, the extreme closure of u, denoted by Ext(u), 
is the intersection of all maximal extreme sets containing u. 
As a straightforward consequence of Theorem 4, Ext(u) can be also characterized with 
canonical classes. 
Proposition 1. Ext(u) is a union of some canonical classes. 

Corollary 1. Ext(u) can be found in linear time for each u ∈ V (G). 
Now let Ext(G) denote the set of distinct extreme closures of G. 
Theorem 5. There is a one-to-one correspondence between Ext(G) and P(G); 
consequently |Ext(G)| = |P (G)| holds. 
During the algorithm we identify the forbidden edges spanned by A(G) and between C(G) and 
A(G). Next we build the gluing bipartite graph and perform alternating depth-first search 
starting from the color class X and a free edge. It is necessary since considering only canonical 
classes is not satisfactory to find the partition of edges (it can happen that the forbidden edge 
lies between two different maximal elementary extreme sets). 
Theorem 6. L e t  p=|Ext(G)| and m=|E(G)|. Then Algorithm 1 uses maximum p iteration steps, 
consequently the upper bound for the pure iterative algorithm is O(p·m). 
 
4 DIVIDE AND CONQUER STRATEGY 
 
Recall that the algorithm developed in [4] is based directly on Theorem 2. It uses a divide-and-
conquer paradigm which is a natural consequence of the result. 
The procedure first constructs a perfect matching in a given general graph, then decomposes 
the graph, according to the Gallai-Edmonds Structure Theorem (Theorem 1) and successively 
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identifies allowed edges and eliminates forbidden edges reducing the remainder graph in a 
suitable way. The method is summarized as Algorithm 2.  
The goal is now to determine the running time of this algorithm. For this first we review some 
concepts from [1]. 
Let C be an elementary component and M be a perfect matching. Then a C-ear is an M-
alternating path α connecting two vertices of C such that no vertex of α, other than its endpoints, 
lies in C. It is easy to see that a C-ear starts and ends with an M-negative edge. Furthermore, it 
can be shown (cf. [1]) that the existence of a C-ear is independent from the choice of the 
matching M. 
We say that elementary component C′ is two-way accessible from component C, in notation 
CρC′, if C′ is covered by a C-ear. It was shown in [1] that the reflexive and transitive closure 
ρ* of ρ is a partial order on the set of elementary components. For a similar approach see 
also [6]. 
Now let us introduce some new concepts. 

Definition 3. L e t  C0,C1,...,Ck be distinct elementary components of G such that 
C0ρC1ρC2ρ…ρCk. Then we say that (C0,C1,...,Ck) forms a ρ-chain. Moreover, let P(C0,C1,...,Ck) 
denote the set of canonical classes of the elementary components forming the chain. The 
canonical length of (C0,C1,...,Ck) is given by |P(C0,C1,...,Ck)|−1. Finally, the canonical 
diameter of G is the maximum canonical length concerning all ρ-chains in G.  

 

Algorithm 2 The divide-and-conquer approach to determine the partition of edges 
 

 

Require: General graph G = (V, E) with an initial perfect matching M 

Ensure: Partition of edges 

if |V | = 2 then {base case} 
Mark vertices in V as SCANNED 

if |E(G)| = 1 then 

Mark edge in E as mandatory 

else 

Mark edge in E as allowed 

end if 

return 

end if 

Select one UNSCANNED vertex x 

Relabel x as SCANNED 

Compute the Gallai-Edmonds Decomposition (A, B, C, D) of G − x (s. Algorithm 1 in [4]) 

Let X ← A  {x} {extreme set} 

Mark all edges spanned by X as forbidden  

Mark all edges between X and C as forbidden  

if |C(G − x)| > 0 then 

Find connected components C1, C2, . . . , Ck  of G[C] 

for every connected component Ci  do 

Let Mi ← M ∩ E(Ci) 

Recursive call of this procedure with G = Ci and M = Mi 

end for end if 

Form the gluing bipartite graph G0 with bipartition (X, B  base(Di))  

Let M0 ← M ∩ E(G0) 

Determine the partition of edges in G0 (s. Algorithm 2 in [3])  

Remove forbidden edges from G 

Mark all vertices of X ∪ B as SCANNED  

Mark all edges in G0 as TRAVERSED 

Mark vertices incident with all TRAVERSED edges as SCANNED 

Let t be the number of connected components of G[B  D], i.e. t ← |X| 
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if |D(G − x)| > 0 then 

Form the pieces G1, G2, . . . , Gt  of G at extreme set X 

for every piece Gi  with at least one UNSCANNED vertex do 

Let Mi ← M ∩ E(Gi) 

Recursive call of this procedure with G = Gi and M = Mi 

end for  

end if 
 

Now using the above concepts, we are ready to give the complexity analysis of Algorithm 2.  
Theorem 7. L e t  m=|E(G)| and let λ denote the canonical diameter of graph G with perfect 
matchings. Then Algorithm 2 uses maximum λ iteration steps, consequently the upper bound for 
the divide and conquer strategy is O(λ·m). 
As a final result we show that the improvement of the complexity with the divide and 
conquer strategy can be expressed formally by the parameters used for the analysis of 
Algorithms 1 and 2. 
Theorem 8. Let pmin denote the cardinality solution of the minimum set cover for Ext(G), i.e. 
the minimum number of sets of Ext(G) the union of which covers V(G). Then λ ≤ pmin , where λ 
denotes the canonical diameter of G.  
 
5 CONCLUSION  
 
In this paper we have provided a detailed analysis of the state-of-the-art filtering algorithms 
for constraint propagation with respect to the role of edges in perfect matchings. We could 
characterized the worst-case complexity of both the pure iterative method and the divide-and-
conquer strategy with graph parameters defined by the matching structure. With the help of 
this concept, we have shown formally that the divide-and-conquer strategy is indeed more 
efficient than the pure iterative algorithm. 
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THE GENERAL POSITION PROBLEM ON GRAPHS 
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Abstract: A general position problem in graph theory is to find a largest set of vertices that are in a 
general position. More precisely, if G=(V(G), E(G)) is a graph, then a subset S of its vertices is a general 
position set if for any triple of pairwise different vertices u, v, and w from S we have d(u,v) ≠ d(u,w) + 
d(w,u), where d is the standard shortest path distance function. S is called a gp-set of G if S has the 
largest cardinality among the general position sets of G. The general position number (gp-number for 
short) gp(G) of G is the cardinality of a gp-set of G. These concepts were recently introduced in (Paul 
Manuel, Sandi Klavžar, A general position problem in graph theory, Bulletin of the Australian 
Mathematical Society 98 (2018) 177-187).  
In this talk we will quickly present different motivations for the concepts and briefly survey state of the 
art on the general position problem on graphs. Despite a short period of time since the general position 
problem was introduced, quite a fascinating number of results have been obtained, including bounds on 
the gp-number, complexity issues, exact results for several families, a characterization of general 
position sets, the the gp-number of different graph operations, and more.  
 

Keywords: graph distance, general position problem, cliques in graphs, computational complexity 
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NETWORKS WITH EXTREMAL CLOSENESS
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Abstract: Closeness is a measure of centrality, an important feature of communication and
social networks. Extremal networks among all graphs and among several subclasses of graphs
including trees and cacti are given. The new concept of generalized closeness and its properties
are explored.

Keywords: Closeness, graph operations, extremal graphs.

1 Introduction

In graph theory and network analysis, the concept of centrality is one of the most important
indicators to understand the structure and dynamics of networks. Of course, ”importance” has
a wide number of meanings, leading to many different definitions of centrality.

As mentioned in [6, 19], there are many graph theoretical parameters depending upon the
distance such as vertex and edge betweenness, average vertex and edge betweenness, normalized
average vertex and edge betweenness, closeness, vertex residual closeness. The aim of closeness
and residual closeness is to measure the vulnerability even when the actions disconnect the
graph. It was explained in [1, 3] that residual closeness is considered to be more sensitive
vulnerability measure than some other known measures. Closeness of some graph classes has
been studied recently in [3, 5]. Several interesting results on closeness of graph transformations,
regarding vertex residual closeness, normalized vertex residual closeness and closeness centrality
for some classes of graphs have been obtained in [2, 18, 19]. This paper points out the measure
of closeness vertex centrality and its generalizations.

In [11], closeness (or closeness centrality) of a connected graph was defined as a measure of
centrality of a node in a network as

C̃(vi) =
∑

j 6=i

1

d(vi, vj)
, (1)

where d(vi, vj) is the distance between vertices vi and vj. Thus, the more central a node is,
the closer it is to all other nodes. For example, in an information network, closeness is a useful
measure that estimates how fast the flow of information would be from a given node to other
nodes. In the social network analysis, closeness can be used for finding the individuals who are
best placed to influence the entire network most quickly.

Dangalchev in [3], proposes a rather different definition, which is used effectively for dis-
connected graphs and allows to create convenient formulae for graph operations. In [3], point
closeness of vertex vi is defined by

CG(vi) = C(vi) =
∑

j 6=i

2−d(vi,vj), (2)

with d(vi, vi) = 0. The graph closeness is then defined as

C(G) =
∑

i

C(vi). (3)
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Dangalchev emphasizes that, in contrast to (1), the graph closeness based on (2) can be
used also for disconnected graphs, because if d(vi, vj) = ∞ then 2−d(vi,vj) = 0.

For example, it is known (see [3]) that for the path on n vertices C(Pn) = 2n − 4 + 22−n,
while closed-form expressions for the star and the complete graph on n vertices are

C(Sn) =
(n− 1)(n + 2)

4
, C(Kn) =

n(n− 1)

2
.

The expression for the cycle on n vertices can be written

C(Cn) = 2n

(

1−

(

1

2

)⌊n−1

2
⌋

·

(

3

4

)r
)

,

where ⌊x⌋ denotes the floor function of x and r ≡ n− 1 (mod 2).
In general, distance based graph invariants (including centrality measures mentioned above)

have natural applications in information and communication networks. However, it is less
known, but rather interesting that some distance based invariants are also very popular topo-
logical descriptors that are extensively studied in chemical graph theory. In particular, the
Wiener number [21], which is just the sum of all distances in a molecular graph, was proved
to surprisingly well correlate the structure of molecules to their physicochemical properties
and biological activity. Since then, various topological indices are widely used for quantitative
relationship studies in mathematical chemistry [8, 22]. The polynomial (see, for example [7])

H(G,x) =
∑

xd(vi,vj)

that is associated with a connected graph G was first studied by Hosoya [10]. In the literature
this polynomial is called the Hosoya polynomial, the Wiener polynomial [17], and sometimes
the Hosoya-Wiener polynomial because its derivative at x = 1 equals the Wiener number.
We wish to only note in passing that the theory of the Wiener number and Hosoya-Wiener
polynomials naturally generalizes to weighted graphs [25], double weighted graphs [12], and
may also be generalized to the reliability Wiener number and polynomial [13, 14, 15].

When considering the closeness, it is easy to see that

C(G) = 2H(G, 1/2).

Observing two arbitrary graphs, often it is not easy to say which of them has lower (or,
higher) closeness. Of course, the closeness of each graph can be computed in polynomial time,
as only the distances in the graph are needed. Nevertheless, it makes sense to characterize the
graphs with extremal closeness among a given class of graphs.

Here we first recall our recent results [16] on extremal graphs among some subclasses of
cacti, and then discuss possible generalizations of these results.

In order to find the extremal graphs with respect to closeness, we first studied certain
operations on graphs, following previous work where extremal graphs with respect to some
other graph invariants were obtained.

The rest of the paper is organized as follows. In the next section, operation C is defined
and it is proven that operation C always increases the closeness. In Section 3, extremal graphs
within several classes of graphs are determined. In Section 4 some ideas of generalized closeness
and its properties are given.

2 Closeness and operation C

Let G0, G1 and G2 be simple connected graphs, with |V (G0)|, |V (G1)|, |V (G2)| ≥ 2. Let us
define a graph H1 as a union of graphs G0, G1 and G2 such that V (G0) ∩ V (G1) = {u} and

123



V (G0) ∩ V (G2) = {v} and V (G1) ∩ V (G2) = ∅. Operation C (see [20]) is defined as follows:
Graph H2 is obtained from the graph H1, such that graph G2 is transferred from vertex v to
vertex u. Similarly, graph H3 is obtained from the graph H1, such that graph G1 is transferred
from vertex u to vertex v. The graphs H1, H2 and H3 are shown on Figure 1.

u v

H
1

G
1

G
0

G
2

u v

G
1

G
0

G
2

u v

G
1

G
0

G
2

H
2

H
3

Figure 1: Operation C

Theorem 2.1 [16] Let G0, G1 and G2 be simple connected graphs, with |V (G0)|, |V (G1)|,
|V (G2)| ≥ 2 and let H1, H2 and H3 be graphs depicted in Figure 1. Then either

C(H2) > C(H1) or C(H3) > C(H1).

3 Graphs with extremal closeness

Denote with Gn the set of all simple graphs with n vertices and let G ∈ Gn. It was shown in
[16]

Observation 3.1 Let G be an arbitrary graph of the set Gn. Then C(Nn) ≤ C(G) ≤ C(Kn),
with equality on the left if and only if G ∼= Nn and equality on the right if and only if G ∼= Kn.

Here Nn denotes the null graph and Kn the complete graph on n vertices.
One of the simplest classes of connected graphs are trees. In [16] it was shown that

Theorem 3.2 [16] Let T be an n-vertex tree with n ≥ 3, then we have

C(Pn) ≤ C(T ) ≤ C(Sn).

Here, Pn and Sn denotes a path and a star on n vertices, respectively.
An interesting class of connected graphs are cacti that first appeared in the scientific litera-

ture about 65 years ago as Husimi trees [9]. There are many applications of cacti in chemistry
and in the theory of communication networks, see e.g. [23, 24]. Recall that cactus is a graph
in which every edge is a part of at most one cycle. Consider a generalization of star SCn that
consists of a number of triangles that all share one (central) vertex. Clearly the number of
vertices will be n = 2t + 1 when t triangles are used. For n even, add a pendant edge to the
central vertex. We have proved in [16]

Theorem 3.3 Let G be a n-vertex cactus with n ≥ 3. Then

C(Pn) ≤ C(G) ≤ C(SCn).
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Figure 2: Cacti with maximal closeness with fixed number of vertices n = 5, 6, 7, 8.

Note that using operation C we can transform any cactus into a cactus in which all the
cycles meet in one vertex. Operation C can also be used to move each pendant edge to the
central vertex.

Comparing the cacti with a single vertex that meets all the cycles and all edges not on
a cycle, it is straightforward to observe that the maximal closeness is obtained when all the
cycles are triangles.

Let us define generalized star SCn(k) to be a graph with k triangles sharing a vertex called
central vertex, and n − 2k − 1 edges that also meet central vertex. Some examples are shown
in Figure 3. Clearly SCn = SCn(⌊

n−1
2 ⌋) and Sn = SCn(0).

Figure 3: Examples of generalized star SC6(1), SC6(2), SC7(1), SC7(2).

Theorem 3.4 [16] Let G be a cactus on n vertices with k cycles. Then

C(G) ≤ C(SCn(k)).

The minimal cacti however seem to be more difficult to find. It seems that the question
may be a challenging open problem.

Let Gn,k denote a set of simple connected graphs with n vertices and k cut-edges. Let Kk
n−k

be a complete graph on n− k vertices with k additional pendant edges, all adjacent to one of
the vertices of Kn−k.

Theorem 3.5 Let G ∈ Gn,k. Then C(G) ≤ C(Kk
n−k), with equality if and only if G ∼= Kk

n−k.

We conjecture that the minimal cacti among the class of cacti with given number of cut
edges is the family constructed as follows. Start with a cycle on n− k vertices. Find k vertices
on the cycle so that the sum of all distances is maximal, and attach the edges to these vertices.
A proof of our conjecture would solve this open problem.

4 Generalized closeness

It is worth to mention that the results can be naturally generalized. The base 1/2 in the
definition of closeness (2) can be replaced with any constant 0 < α < 1 giving rise to a
definition a generalized closeness as

Cα(G) =
∑

i

∑

j 6=i

αd(vi,vj), 0 < α < 1.
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Dangalchev in [4] argues that choosing the proper base for the closeness depends on the
properties of the network we want to investigate. For example, for a graph with n vertices we
can choose α = 10−k (n < 10k) to separate vertices with different distances. From that kind of
generalized closeness we can directly determine the number of vertices on every distance and
also determine the radius and the diameter of a graph.

Comparing other measures of vertex centrality (betweenness, degree centrality) with the
generalized vertex closeness

Cα(vi) =
∑

j 6=i

αd(vi,vj)

for variable 0 < α < 1, or with the average value
∫ 1
0 Cα(vi) dα seems to give some very

interesting results.
Therefore, considering closeness for an arbitrary base α can give some very interesting

issues for the future work. Note that all results in this paper would easily generalize to any
0 < α < 1 and hence we claim that the results mentioned here are valid for arbitrary Cα.
Also, we clearly have Cα(G) = 2H(G, 1

α
). Therefore one can naturally extend the questions

regarding closeness to analogous questions about the Hosoya-Wiener polynomials. Moreover,
based on the definition of closeness, it may be worth noting that the definition of Hosoya-Wiener
polynomial for x ∈ (0, 1] is sound for arbitrary graphs (not only connected graphs).
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1 INTRODUCTION 
Graph theoretical ideas are highly utilized by computer science applications [32]. Graph based 
techniques are found to be especially useful in modelling and routing in the computer networks 
(e.g., [34]). Representing a computer problem as a graph can provide a different point of view 
and make a problem much simpler [26]. As computer networks continue to grow in size and 
complexity, the security aspects have become a critical issue in ensuring business continuity 
in an organization. In recent years statements in professional literature proved, that graph 
theory approaches represent a useful tool also for modelling different aspects of computer 
network security. 

The aim of this paper is to review the key applications of graph theory in computer network 
security. Published papers will be analysed, discussed, and arranged according to security 
issues they are dealing with. This will provide the reader a comprehensive overview on this 
attractive and important research area, as well as reveal some opportunities for further research. 

 
2 NETWORK VULNERABILITY ANALYSES 
As computer networks continue to grow, evaluating their vulnerability to attacks becomes 
increasingly important. A large network builds upon multiple platforms and diverse software 
packages and supports several modes of connectivity. Therefore, when evaluating the security 
of a network, it is not enough to consider the presence or absence of isolated vulnerabilities. In 
a complex computer network, a security analyst must take into account the effects of 
interactions of local vulnerabilities and find global vulnerabilities introduced by 
interconnections [18]. Consequently, it is desirable to quantify the likelihood of potential multi-
step attacks that combine multiple vulnerabilities [35]. Many authors (e.g., 
[9,11,13,18,20,23,27]) found that this becomes feasible by using a model of causal 
relationships between vulnerabilities, called attack graph. Such a graph is a succinct 
representation of all paths through a computer network that end in a state where an intruder 
(i.e., attacker) has successfully achieved his goal.   

In general, an attack graph is a sort of scenario graph. Such graphs represent all possible 
scenarios (or paths) that lead to a particular state. Consequently, the attack graphs focus on 
scenarios where the security incident occurs due to intended and malicious attack from the 
intruder [30]. 

Formal definition of attack graph is presented in [18]. Given a set of atomic propositions 
AP, an attack graph is a tuple G=(S,T,S0,Ss,L), where S is a set of states, T  S  S transition 
relation between states, So  S is a set of initial states, Ss  S is a set of success states (i.e., 
intruder goal), and L: S→2AP a labelling of states with a set of propositions true in that state. A 
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successful attack represents a path s1, …, sn where si is connected with si+1, and s1 is an initial 
state while sn a success state (the attack has been realized). 

An example of simple computer network and corresponding attack graph is shown in Fig. 1 
[30].  

 
Figure 1: Simple computer network and corresponding attack graph [30]. 

Authors discuss the potential applications of attack graphs to different areas of network 
security. As mentioned in [18], attack graphs can serve as a tool for detection an attack on the 
network, either as a tool to protect network from attack or as a tool for forensic analysis of the 
network process. Besides, the attack graphs enable assessment or quantifying security risks of 
enterprise networks (e.g., [9,36]).  

Depending on analyses required, there are some variations of attack graphs that can be 
applied to specific analyses of computer network security. For example, Jha et al. [18] used 
probabilistic attack graphs enabling consideration that some attacks are more likely to occur 
then other. Edges in such a graph are weighted by the probability of a particular attack 
occurrence. To be more cost efficient, only more probable paths can be secured (depending on 
cost/safety priorities).  

Furthermore, authors of [15,23] applied the attack trees which similarly as the attack graphs 
present the attacker point of view. The main difference is that the structure of graph is a tree. 
The root of the tree presents the main goal of the attacker, the paths to leafs represent different 
ways of attack, while the vertices in between correspond to sub goals the attacker has to achieve 
to come to the desired outcome. Similarly, as the attack trees, also the attack-defence trees are 
used, which have defence solutions added to possible state transitions [23]. A comprehensive 
overview of attack graphs applications to computer network security analyses is provided in 
[20]. 

In general, the attack graphs can be constructed manually. However, even in very small 
networks the number of states and their transitions can be very large. Therefore, there is a need 
for software to generate the attack graphs/trees automatically based on a given network 
topology. In [31] one of the earliest such implementation is presented. In [9] the algorithm for 
attack graph generation software is presented, while in [39] different generators (both 
commercial and open source) are described and reviewed. Szpyrka et al. [33] for example, 
applied the tool MulVAL (Multi-host, Multi-stage Vulnerability Analysis Language) which 
provides a reasoning engine for automatically identifying vulnerabilities in an enterprise 
network. 

 
3 DETECTION OF ANOMALIES IN THE NETWORK TRAFFIC  
In recent years the research area of network flow behaviour analysis has attracted many 
authors. Anomalous traffic detection has become an indispensable component of any network 
security infrastructure. Traditional methods for detecting traffic anomalies are typically based 
on machine learning, data mining or the statistical analysis of network models. However, these 
techniques often generate a huge number of false alarms, and as a result, further work is 
necessary in order to improve detection accuracy and performance [21]. 
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In this paper we limited our scope to the literature on graph-based network flow behaviour 
methods. Hu et al. [16] divided them into two categories: ‘network-wide based approaches’ 
and ‘host-level based approaches’. On the other hand, Noble and Cook [24] classify the graph-
based anomaly detection techniques into two types. The first, called ‘anomalous substructure 
detection’, searches for specific, unusual substructures within a graph, while the second, 
denoted as ‘anomalous sub-graph detection’, partitions the graph into distinct sets of vertices 
(subgraphs), which are tested against each other in the search of unusual patterns [16]. Akoglu 
[2] presented several real-world applications of graph-based anomaly detection in diverse 
domains, including computer traffic, financial, auction, and social networks. 

Many authors (e.g., [11,16,17,21]) agree that the concept of traffic dispersion graphs 
(TDGs) can be successfully used to monitor, analyse, and visualize the network traffic. The 
formal definition of TDGs can be found in [17]. A TDG is a graphical representation of the 
various interactions (“who talks to whom”) of a group of network nodes. For example, in a 
computer network, a node represents an entity with a distinct IP address and the graph captures 
the exchange of packages between different network nodes. Informal way of understanding the 
concept of TDG is to look at them as a sort of network’s “social network”. As seen in [17], 
TDGs are useful by using them as application classification, as intrusion deception, and most 
importantly, they can be implemented at high speeds with low memory requirements. 

TDGs capture many of well-known graph theory concepts. Node degrees help us understand 
relationships between the nodes and can potentially pin point specific nodes with high degrees. 
By examining TDG it is possible to establish a role of nodes by the difference between in and 
out degree (for example, it is easy to spot Webserver in TDG, since they have non zero in-
degree). One interesting property of TDGs is also the number and size of connected 
components. Different types of networks have different properties and the number (and size) 
of connected components vary significantly.  

The anomaly detection process using TDGs is described in detail in [21]. The process 
consists of 4 steps: 1) Sampling network traffic and generating network flows; 2) Creating 
TDG from network flows in time sampling intervals; 3) Calculating adjacency matrices of the 
TDG and calculating graph metrics of the TDG; and 4) Comparing values of graph metrics of 
the TDG with their threshold values. If a value of one of graph metrics exceeds its threshold 
level then the TDG is an abnormal, otherwise it is a normal one. This process is illustrated in 
Fig. 3. 

 
Figure 3: Anomaly detection process using TDGs [21]. 

Besides TDGs applications, also some related concepts were found to be useful for anomaly 
detection in the network traffic. For example, Jin et al. [19] introduced the concept of traffic 
activity graphs (TAGs), which are similar to TDGs, but have the structure of bipartite graphs 
(where bipartite sets correspond to in-hosts and out-hosts respectively). Furthermore, the 
authors [19] also presented the orthogonal nonnegative matrix tri-factorization method 
(tNMF), which is used to get from the set of all nodes, the “core” of nodes, where the most 
traffic is happening. Moreover, some authors (e.g., [6,7]) applied the concept of traffic 
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causality graphs (TCGs) where the flow in the network is additionally classified by its nature 
(communication, propaganda, etc.) This type of graph is frequently used in companies and 
campus network in order to analyse both, the amount and the type of interaction between 
network members. Finally, a recent work of Hu et al. [16] represented the use of network flow 
connectivity graph (NFCG), which is working on smaller networks inside a big network. The 
aim is to catch the topology of the network, states and compactness of nodes and statistically 
present probability of interactions and degree distribution. In “normal” environment the 
statistical features are random patterns, but some attacks on the network have effect on those 
features. The comprehensive overview of related work on traffic anomaly detection using 
graph theory is provided in [16,21].   

 
4 PROTECTION AGAINST MALWARE 
One of the important areas of computer network security is related to the protection of a system 
from harmful, malicious software (i.e., malware). The traditional malware detection schemes 
rely on a signature-based approach to classify programs as being either malicious or benign. 
Signature-based approaches are popular due to their low false positive rate and low 
computational complexity on the end host, both of which are appealing for daily usage. 
Unfortunately, these schemes have been shown to be easily defeated by simple code 
obfuscation techniques. With the ease of creating a new malware through these techniques and 
polymorphic malware becoming more prevalent, non-signature based methods are becoming 
more attractive [5]. Non-signature malware detection schemes have to rely on malware 
behaviour and fall into two categories: ‘sequence based schemes’ and ‘graph based schemes’ 
[28]. In the paper, we limited our attention to the latest one. 

Most graph based schemes store a large number of behaviour graphs of known malware, 
and for each given program, search the behaviour graphs within the database to find similar 
graphs. When we can found a malware behaviour graph which is similar to the behaviour graph 
of the given program, then this program is classified as malware. Otherwise, it is classified as 
benign software. Such graph based schemes are more robust to malware obfuscation, but they 
are inefficient in terms of both processing speed and storage overheads. Searching a graph 
database for graphs similar to a given graph is computationally expensive [28].  

In the literature we found many graph theoretic approaches to ensure accurate, efficient and 
robust non-signature malware detection at end host. For example, Shafiq and Liu [28] applied 
so called GZero approach, Dam and Touili [12] used abstract API graphs, while Zhao et al. 
[40] developed their own graph-based data mining method to detect unknown malware. 

However, it turns out that already mentioned TDGs (see Section 3) are useful also within 
the scope of protection against malware. Due to their ability to detect abnormal network traffic, 
they can be also used to detect abnormal traffic cased by malicious purpose, and can be 
therefore used as a powerful tool to detect the presence of unwanted applications [11,14,17]. 

Furthermore, some authors deal with the problem of finding the source of malware in a 
network [29]. For this purpose, the SIR model (Susceptible-Infected-Recovered) can be used. 
It is interesting to note that this model was originally developed for detecting the source of 
human viruses [8] and was later successfully applied to computer networks too. In the SIR 
model, the networks are classified into three types: susceptible (capable of being infected), 
infected nodes (that can spread the malware) and recovered (which cannot be infected again). 
The goal of such software is to determine the source of infection, which is often named the 
centre of the network. The network is represented by a finite undirected graph, and known 
statistical methods such as maximum likelihood estimation (MLE) are used [29].  

Another approach in graph based malware analysis is proposed in [10]. Authors develop a 
framework to collect insights and intelligence out of dynamic malware analysis. Malware 
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samples tend to exhibit a cooperative strategy with remote malicious domains and IPs to 
perpetrate malicious activities (e.g., stealing credentials, spam propagation, advanced DDoS 
attacks, etc.). They designed and integrate an approach to generate cyber-threat intelligence 
(CTI) for the purpose of identifying the infrastructure used by malware to threaten the cyber-
space. Authors considered different measures of centrality and described a method with pattern 
recognition. With statistical analysis and decomposition of graph in smaller subgraphs, they 
present “badness scoring” which ranks IP by how dangerous they are (the badness score takes 
into account also the degree of IP). 

  
5 APPLICATIONS IN CRYPTOGRAPHY 
With the increase use of Internet and other new telecommunication technologies, cryptography 
has become a key area to research and improve in order to transfer data securely between two 
or more entities, especially when the data transferred are classified as sensitive and confidential 
[3]. Even many traditional encryption algorithms exist, there is a need for new, non-standard 
encryption algorithms enabling decrease of the risk of non-authorized disclosure of data. As 
there is a need for more secure cryptographic schemes, the application of graph theory in 
cryptography is going to increase. In this section we highlight recent results of graph theory 
application in this field. 

Al Etaiwi [3] proposed a new encryption algorithm to encrypt and decrypt data securely 
with the benefits of graph theory properties. The structure of this symmetric encryption 
algorithm is presented in Fig. 4. The algorithm uses the concepts of cycle graph, complete 
graph and minimum spanning tree to generate a complex cipher text using a shared key. 

 

 
 

Figure 4: An example of symmetric encryption algorithm based on graph theory concepts [3]. 

Lu et al. [22] present their solution with weighted graphs with weights on set of both vertices 
and edges, but only with weights of edges being publicly known. Yamuna et al. [38] proposed 
an encryption mechanism where the nodes are organized in Hamiltonian path. Their method 
aims to use the adjacency matrix as an additional parameter to encrypt and forward the data, 
and use matrix properties for decryption. Priyadarsini [25] reviewed and analysed some of the 
cryptographic algorithms based on general graph theory concepts, extremal graph theory and 
expander graphs. 

Yamuna et al. [37] proposed selective encryption mechanism for wireless ad hoc networks 
based on specific key and spanning tree concept. Since only selected packets are encrypted 
using selective encryption scheme, it reduces the communication overhead. The nodes are 
being organized in a minimum spanning tree fashion using Prim’s algorithm. This mechanism 
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provides protection of privacy in communication as it avoids the formation of self-loops and 
parallel edges and key is exchanged only among the authenticated neighbours only. 

Agarwal and Uniyal [1] developed a scheme for secure communication using prime 
weighted graph, while in recently published paper an encryption-decryption algorithm using 
Euler graphs and Hamiltonian circuits has been proposed and discussed [4]. 

 
6 CONCLUSION 
Graph theory has become a very essential component in many applications in the computing field 
including networking and security. Unfortunately, it is also amongst the most complex topics to 
understand and apply. This paper gives a brief overview of the subject and the applications of graph 
theory in computer network security, and provides pointers to key research and recent survey papers in 
the area. According to the security issue they are dealing with, the published papers were classified into 
four groups: network vulnerability analyses, detection of anomalies in the network traffic, protection 
against malware, and applications in cryptography. Findings of the paper can serve as a guide for the 
applied mathematicians and other interested professionals who would like to know more about network 
security, cryptography and cyber security based of graph theory, and reveals some ideas for further 
research. 
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Abstract: We apply social network analysis to the transaction network of subsidized student meals to 
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1 INTRODUCTION  
      
Fraud can be operationalized in different ways, hence the field where it appears has a great 
influence to the definition of fraud. Fraud could be defined as “a crime where the objective is 
to gain money by an illegal form”, and almost any enterprise that involves money or service 
(e.g. insurance, telecommunications, financial, credit cards etc.) can be attacked by 
fraudulent acts [9].   
 
1.1 Fraud detection methods 
 
Bolton and Hand [5] emphasized that fraud detection comes into play once fraud prevention 
has failed. And, since this is a continuous process, a newly developed successful fraud 
detection methods are crucial to improve fraud prevention [12].  

Different anomaly detection techniques could be used to detect fraudulent behaviour. The 
main objective of anomaly detection (also known as outlier detection, deviation detection, 
novelty detection, and exception mining) is to identify anomalous or unusual data, but on the 
other hand interesting and rare patterns, from a given dataset [2]. 

Fraud detecting methods can generally be classified into supervised and unsupervised 
methods [5]. Supervised methods are those in which we create fraud detecting model with 
the help of historical data where the dataset contains also both a variable specifying normal 
and fraudulent behavior. The main disadvantage of that approach is that datasets are usually 
unbalanced with majority of entities being classified as non-fraudulent, and therefore, 
standard classification techniques may have limited performance and have to be adapted [9]. 
On the other hand, unsupervised methods look for unusual subsets in data that are most 
different from normal ones. The main advantage of unsupervised methods is that they do not 
rely on accurate identification of fraudulent behaviour in dataset which could be often in 
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short supply or even non-existent and therefore they are able to detect new types of fraud 
that have not been discovered before [5]. 

The most commonly known methods for anomaly detection are profile generators, rule 
generators, Bayesian classification, neural networks, support vector machine, etc. They are 
developed for both supervised and unsupervised methods and usually they are combined 
together.   

 
1.2 Graph based fraud detection 
 
Pironet and coworkers [9] pointed out that “[fraud is] perpetuated by people or organizations 
that are not separated from the rest of the world”. In order to successfully and effectively 
detect the fraudulent behaviour, it is important not to look only on individual entities at the 
time, but to examine connections among those entities. In social network analysis (SNA), 
anomaly detection focus is given to the manner how interactions between individuals 
influence other interactions between and with other individuals in comparison to the 
‘traditional’ analysis where individuals’ attributes are assumed to follow some population 
level distribution which do not take into account the relationships among individuals [11]. 
Therefore, SNA methods [8, 15] could be a key approach to detect fraudulent behaviour or 
anomalies in connected environments. First, a basic definition of a social network and 
related concepts is provided, with known application of SNA techniques to detect fraudulent 
behaviour. 

Connections among entities are mathematically described by graphs, more precisely by a 
set (or sets) of vertices (entities, also named as units, nodes or actors) and relations (ties) 
among pairs of vertices. If additional information on relations and/or vertices are added, the 
structure is called a social network (SN) [15]. If vertices in the network are classified into 
two sets, then we have two-mode network, and usually units from the first set are connected 
to units in the other, while units inside the individual set are unconnected. Prior to the 
analysis we have to consider that: “Exactly how a social network is chosen to be represented 
will depend of course on the type of anomalies to be detected” [11]. 

Savage with coworkers [11] proposed a two step approach for detection of anomalies in 
online social networks, which can be applied to any anomaly detection based on network 
data: (i) the selection and calculation of network features, and (ii) the classification of 
observations from this feature space. Magomedov with coworkers [7] design an algorithm 
for feature calculation, outlier detection and identifying specific sub-graph patterns. They 
found out, based on regression analysis and decision tree algorithm, that top five most 
important features are to detect fraudulent entities are: amount of transaction, degree of the 
sender vertex, total amount of transactions (incoming and outgoing) corresponding to the 
sender, number of vertices in the sender’s egonet, and outdegree of the sender vertex. 

In the literature, network analysis is used to reveal fraudulent behaviour in numerous 
situations: telecommunication frauds [11, 16], insurance fraud [12], credit cards [1, 4, 6, 17], 
joint medical fraud [13], non-paying of VAT [9], fraud in online auction system [3], social 
security fraud [14], fake profiles on SN [10, 11], etc. Methods of SNA and their results could 
be used also in data preparation phase to standard classification methods such as decision 
trees and SVM. Pironet with coworkers [9] analyzed fraudulent organizations and they found 
out that information obtained with SNA methods from the patterns common to fraudulent 
organizations contributed significantly to the creation of a better classifier and therefore 
revealed fraud. 
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2 DATA  
 
A subsidized student meal (hereinafter referred to as SSM) is a partially funded meal by the 
Republic of Slovenia, which is intended for students during their study. The purpose of the 
SSM is to provide each student with at least one warm meal per day. A price of each meal 
consists of a subsidized part amounting to EUR 2.63 (2018) which is settled by the state, as 
well as an additional fee which is determined by the individual provider of SSM. The 
information system for the SSM was developed by Margento R & D in 2010. The system 
enables to cash in student vouchers by mobile phones or contactless chip cards. 

Our data consists of 80891 anonymous students and 575 anonymous providers with 
4825401 transactions from January till December 2015. For each transaction, additional data 
such as date and time of transaction, and amount of surcharge are available. Data are 
arranged as a 2-mode network (or bipartite graph), where vertices represent providers (P) of 
student meals (restaurants and other dining facilities) and students (S) and edges represent 
transactions (T) among provider and students. Clearly, there could be several transactions (in 
different time points) between a given consumer and provider, hence in general, our network 
has multiple edges.  

The transactions are logged by a central information system, hosted by the company 
Margento. The management of the information system is the responsibility of the Student 
association of Slovenia, who is responsible for managing contractual relations with the 
service providers and taking care of status information of service consumers (students). They 
are also responsible to provide a supervision of the service by managing a cohort of 
inspectors, who observe the service providers and consumers and may issue a warning 
following observed misbehavior or even recommend further processes, such as detailed 
investigation. Our fraud detection results aim at guiding these inspectors towards specific 
providers and specific anomalous behaviors. 

Network of transactions, described above, was preprocessed to be suitable for answering 
our research question with network analysis methods. First, from the 2-mode network (or 
bipartite transaction graph), we identify all students with a transaction within less than 30 
minutes by the same provider. Due to complexity of original 2-mode network, we decided to 
produce a special network of proximate incidence graph transactions, where a pair 
consumer-provider is presented by a vertex and an edge between two vertices is present if 
transactions of two students with the same provider were executed within 30 minutes. This 
could mean that a pair (or group) of students was having lunch together, while large number 
of such transactions could be suspicious. 

The obtained network of proximate transactions consists of 2683 vertices with 4329 
edges. The network is valued meaning that weights on edges represent the number of 
transactions two students have had with the same provider within 30 minutes. 2771 edges 
has value one, while 1558 edges have values greater than 1. 
 
3 RESULTS  
 
From the proximate transaction network, we omit all the edges with weight less than 50 and 
remove isolated vertices. Reduced network (Figure 1) has only 23 vertices with 10 separate 
components consisting of at least two vertices. Vertex label consists of “consumer ID”, 
“000”, and “provider ID”. To emphasize, weight on an edge represent number of 
transactions two students have had with the same provider within 30 minutes. Size of a 
vertex is proportional to number of visits student had for the corresponding provider 
(represented by that vertex). For example, component in the right bottom corner in Figure 1 
represent two students, “149355” and “149356”, whose transactions with provider “2302” 
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were executed within 30 minutes together with 21 and 19 other students, respectively. Line 
value between these two vertices is 53 meaning that those two students visited provider 
“2302” within 30 minutes 53 times. The component next to that (second from the right in the 
bottom) represents students “141585” and “141594” who visited provider “1188” for 96 
times within 30 minutes and they have not visited that provider with any other student. 

 
 

Figure 1: Network with 10 components where vertices represent pairs students-provider and weight on edges 
number of transactions within 30 minutes.  

 
In the next step, we examined all the revealed suspicious providers closely. Due to space 
limitation, here we provide detailed analysis for three of them. Most of them seem to 
represent providers with a group of students, who came to them because of similar 
schedules, but three of them stand out. Provider “1188”, whose transactions were described 
above, was within the time frame of 30 minutes visited only by two students (“141585” and 
“141594”). 

Figure 2 presents a network of consumers of provider “1017” where edges weights 
represents number of transactions for two consumers which occur less than 30 minutes apart. 
The network consists of 10 vertices where a group of two students (“27138” and “58873”) 
stands out. They visited that provider 151 times within 30 minutes. Successive transactions 
for these two consumers have on average occurred within 9 seconds, while the average of all 
transactions with this provider was 22 seconds. 

 
Figure 2: Network of consumers of provider 1017 with edge weights representing number of transactions for 

two consumers within less than 30 minutes apart.  
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Network for provider “2432” consist of 26 vertices (Figure 3) and only the previously 
revealed consumers “25557” and “82158” stand out. The observed edge weight is 136 
meaning that in 136 out of 365 days the transactions of those two consumers were provided within 30 
minutes. It could be observed from Figure 3 that provider “2432” has a group of four consumers. 
Detailed analysis of time stamps revealed that in the first part of the year all four were having lunch 
together, while from October on only two remain, meaning that the two consumers did not have a 
student status anymore. Transactions of those four students occurred on average within 9 seconds and 
the average of all transactions was 26 seconds. 
 

 
      

Figure 3: Network of consumers of provider 1017 with edge weights representing number of transactions for 
two consumers within less than 30 minutes apart.  

 
4 DISCUSSION AND CONCLUSIONS 
 
Presented results of our social network analysis identified three instances of providers, who 
may have committed either subscription fraud (applying for subsidies identifying as students 
without actually providing for the service, where the student ceased to use the service) or 
superimposed fraud (similarly, but while the student was still occasionally using the service). 
The suspiciousness is based on exceptional frequency of pairwise transactions and on 
exceptionally short interval between transactions. The techniques used are a specific instance 
of a more general approach that adapts detector-constructor fraud detection method to social 
network analysis and uses suspiciousness indicators as behavior profiling basis to detect 
anomalous patterns in social networks, which is part of our further research. The results of 
our unsupervised analysis could be applied to direct the investigation by inspectors who 
would provide legal evidence about identified suspiciousness.  
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Abstract: The PRACE Data Analytics service relies on a set of coherent components: frameworks, 
libraries, tools and additional features to support, facilitate and promote the data analytics activities in 
PRACE. We present the results we obtained for a set of deep learning benchmarks and real use cases 
we ran on the different PRACE architectures while using these components that confirm their 
efficiency and present the additional features we put in place. 
 

Keywords: Data analytics, deep learning, tensorflow, keras, horovod  
 
1 INTRODUCTION  
 
The purpose of the Data Analytics Service was to investigate the deployment of new Data 
Analytics technologies on HPC systems, and develop prototype solutions by means of pilot 
scientific use cases to access the functionalities. To achieve these objectives, we carried out 
two main actions in order to develop the prototypes and think about a global data analytics 
service for the purpose of a future deployment and production service:  

- Identify a set of Deep Learning and Machine Learning services, frameworks, tools 
and libraries to be made available on the PRACE Data Analytics infrastructure, 
composed of systems running different architectures  

- Offer any additional tools or services that facilitate the use of the Deep Learning 
and Machine Learning services on the PRACE infrastructure and allow users to 
quickly gain expertise in these fields  

In chapter 2, we present the deep learning frameworks and libraries we identified to be the 
most appropriate. Chapter 3 describes the experiments we ran. In chapter 4, we present the 
results.  Chapter  5  describes  the  additional  features  we  have  identified  following  the 
experiences we got from running the prototypes.  

 
2 DEEP LEARNING FRAMEWORKS AND LIBRARIES  
 
We initially  browse  through  a  large  promising  set  of  frameworks  and  libraries  whose 
popularity has changed in a different way since the beginning of PRACE-5IP. We finally 
consider  a  reduced  set  of  them,  composed  of  the  most  popular  ones.  Most  of  these 
components were already available at each partner site, but in order to offer a data analytics 
service,  it  was  important  to  test  the  feasibility,  efficiency,  reliability,  ease  of  use  and 
scalability of these tools by analysing their behaviours from small to large systems.  

The deep learning experiments have been conducted with TensorFlow and Caffe. Apart 
these frameworks, some additional libraries and components have been considered such as 
Keras, Horovod.  Note that  Keras  is  now fully integrated  to  TF2.0.  TF2.0 also  includes  
a  new distributed training feature.  

We based our evaluation on two main objectives:  
- the capability to run standard benchmarks as a preliminary validation phase  
- the identification of real use cases that we got through the launch of a call for 

prototypes, in order to complete the preliminary phase  
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3 DESCRIPTION OF THE DEEP LEARNING BENCHMARKS AND USE CASES  
 
In  the  first  phase,  we used  these  frameworks  and  libraries  to  run standard  benchmarks 
ranging from basic, to small, and then larger, varying the dataset size and the model size. 

Table 1 and Table 2 below show the main characteristics of the different benchmarks we 
ran and the HPC resources we used: 

 
Table 1: Benchmarks description 

 

 
Table 2: HPC resources 

 

 
In order to extrapolate the execution of standard benchmarks to real use cases, we also ran an 
Astrophysics use case. It comes from a deep learning challenge. It uses 20 000 images (2 GB) 
made of two galaxies overlapping. These galaxies have been extracted from real images from 
the Hubble Space Telescope and combined manually to create the blends. The goal of the 
challenge is to train a model that can automatically detect the contiguous region where the 
light  of the two galaxies  overlap.  The model predicts  a probability for each pixel  to belong 
to such region, and the probabilistic image is then thresholded to obtain an actual prediction. 
It uses the UNet model [4]. 
 
4 DEEP LEARNING BENCHMARKS AND USE CASES RESULTS 
 
The results of all prototype services we mentioned in the previous sections, are described in 
details in the white paper [1]. We present hereafter a subset of these results.  

Except for the Basic benchmarks below, the plots show the Tensorflow results. We did not 
plot the Caffe results as they are very poor compared to the Tensorflow ones. Indeed and 

 Model Dataset Framework 
Basic benchmark AlexNet [3], 

GoogleLeNet [8],  
Overfeat [5],  
VGG11 [6] 

No (image created  
in memory) 

 

Tensorflow - Caffe 
PowerAI 

 

CIFAR-10 benchmark Simple CNN, 12  
layers 

CIFAR10  
163MiB-10 classes 

Tensorflow -  
PowerAI 

ImageNet benchmark VGG-19 [7],  
ResNet50 [2] 

ImageNet-138GB  
(training) 

1000 classes 

Tensorflow-  
Caffe 

PowerAI 

Site Cluster Name Architecture/CPU Accelerators 
CNRS/IDRI  
S  

Quessant OpenPower 8 – 2 Power 
8/node 

4 GPUs/node – Nvidia Tesla 
P100 

CINECA Davide OpenPower 8 – 2 Power 
8/node 

4 GPUs/node – Nvidia Tesla 
P100 

CNRS/CC- 
IN2P3 

K80 cluster Intel  –  2  Xeon  E5- 
2640v3/node 

4 GPUs/node – Nvidia K80 

EPCC  Urika-GX Intel – 2 Xeon E5-2695 - 
EPCC  Cirrus Intel – 2 Xeon E5-2695 - 
CINECA  Marconi Intel – Xeon Phi 7250 - 
CINECA  Galileo Intel  –  2  Xeon  E5- 

2630/node 
2 GPUs/node – Nvidia K80 
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although it depends on the benchmarks, the Caffe performance can appear to be between 4 
and 5 times worse for 1 and 2 GPUs and between 10 and 12 times worse for 4 GPUs.  
 

 
 

Figure 1: Basic benchmarks – Tensorflow and Caffe with the trained model GoogLeNet (X-axis: number of  
images per second [log scale], Y-axis: framework and architecture) and for a varying set of batch size with one 

GPU only 
 
The results reported in Figure 1 above show that the performance levels depend mostly on the 
hardware configuration: the GPU NVIDIA P100 gets the best result with TensorFlow, 
followed by the performance obtained with Caffe with either the BVLC and IBM release. The 
INTEL Xeon Phi 7250 with TensorFlow follows, doing better than the GPU NVIDIA K80.  

Figure 2 and Figure 3 below show the performance of Tensorflow (X-axis: batch size, Y- 
axis: execution time (seconds)) and for different architectures for the CIFAR-10 benchmark 
and the Astrophysics  use case. As for the basic benchmarks, the 2 figures show that the 
performances which depend mostly on the hardware i.e. the GPU NVIDIA P100 (IDRIS and 
CINECA) outperform the GPU NVIDIA K80 (CC-IN2P3), as expected. 

The results show also the huge impact of the batch sizes with small batch sizes producing 
poor execution time performance compared to large batch sizes. Unlike the P100, the K80 
shows a significant performance gain between one and two GPUs whereas the gain is less 
clear with four GPUs, that show a slight performance, but far from linear with the number of 
GPUs.  The  2  prototypes  at  IDRIS  with  or  without  containers  don’t  show a  significant 
difference in term of performance. 
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Figure 2: CIFAR-10 benchmark 
 

 
 

Figure 3: The Astrophysics use case 
 
Figure 4 shows the performance of Tensorflow (X-axis: batch size and architectures, Y- axis: 
model bandwidth (images/second)) for the ImageNet benchmark.  

The bandwidth increases  as  the number of  GPUs and the batch sizes  increases.  The 
NVIDIA K80 runs Out Of Memory, the model becoming too large to manage for a batch size 
of  64  and  128.  The  use  of  container  at  IDRIS  (PowerAI  docker  image)  introduces  an 
overhead in performance which tends to increase with the number of GPUs and larger batch 
sizes (around 5% overhead on the total execution time). 
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Figure 4: ImageNet - Intra-node model bandwidth 
 
5 ADDITIONAL FEATURES  
 
We have developed two additional features that are described in the following sections, to help 
users to perform their Data Analytics tasks. 
 
5.1 The PRACE GitLab Data Analytics project  
 
Given the large amount of work completed within the group, one of our concerns was to make 
this work available to users, so they can easily gain expertise, and, in turn, share their own 
experiences and results.  For that, we defined the Data Analytics GitLab project within the 
PRACE GitLab to build some kind of a PRACE AI knowledge database. We started to build 
this data-base by gathering the material we used in the Data Analytics working group for  the  
evaluation  of  the  DL/ML tools  over  the  different  HPC  architectures  including standard  
benchmarks  and  small  use  cases.  It  is  available  at  https://repository.prace- ri.eu/git/ 
Data-Analytics.  It  contains  three  projects:  Benchmarks,  Use-cases  and  Datasets. Each of 
them is described using metadata.  
 
5.2 The dataset download service  
 
During the development of our prototype services, we identified the need to offer users an easy 
access to datasets that are commonly used in the AI domain. Indeed, whereas small data files  
can be downloaded quickly from the internet,  dataset  downloads of large files  can 
become tedious, lasting for several hours for a complete download. A possible solution is to 
share these datasets in a dedicated storage space in the PRACE infrastructure in order to 
benefit  from  the  fast,  reliable  and  secure  PRACE  VPN  network  and  enhance  the  user 
productivity. 

The dataset download prototype has been set up at CINECA with one TB of storage disk. 
It is implemented through iRODS (Integrated Rule-Oriented Data System) which offers a high 
transfer protocol and is currently used by the B2SAFE EUDAT service for the federation of 
data nodes. 
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6 CONCLUSION  
 
We have described the PRACE Data Analytics service based on prototype services whose 
effectiveness has been studied by running benchmarks and use cases close. This study has 
shown that  the  performances  depend mostly on the  hardware.  The GPU NVIDIA P100 
outperforms the GPU NVIDIA K80, as expected. These prototype services include the most 
popular deep learning frameworks TensorFlow and Caffe with additional librairies: Keras, 
Horovod. TensorFlow remains the major player with a fast community growth, providing 
performance  numbers  far  ahead  from  those  of  Caffe.  Keras  is  now  fully  integrated  to 
Tensorflow  2.0.  TF2.0  provides  also  a  new  distributed  training  feature.  Two  additional 
services  have  been  identified  that  can  greatly  enhance  the  user  productivity:  a  dataset 
download service that  can make standard datasets easily available to users and the Data 
Analytics GitLab project available within the PRACE GitLab which can help users to gain 
expertise and share their experience. 
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Abstract: High Performance Computing (HPC) is used to solve complex scientific, engineering and 
societal problems. Due to its high cost, it is mainly reserved for the large companies and institutes. 
However, with HPC services offered in the cloud it can become an interesting technology for small and 
medium sized enterprises (SMEs). The problem lies in the lack of awareness of benefits and availability 
of resources. We have conducted a meta-analysis of the results of CloudFlow, Fortissimo and 
SesameNet projects. Results suggest that SMEs can benefit using cloud HPC services, but there are 
also challenges that need to be addressed. 
  

Keywords: high-performance computing, high-performance cloud computing, manufacturing SMEs 
 
1 INTRODUCTION  
 
In recent years new technologies and services have emerged, such as Blockchain, Artificial 
Intelligence (AI), Internet of Things (IoT) etc. and, one of them, cloud High Performance 
Computing (HPC). HPC services available through cloud is believed to be one of the key-
enabling technologies for boosting competitive advantage for small and medium sized 
enterprises (SMEs). Until recently, HPC was mainly used for solving complex engineering, 
scientific and societal problems by large companies and institutes [1]. European Commission 
assesses that the manufacturing SMEs would benefit best from the cloud HPC services. They 
represent about 2 million SMEs (of the whole 24,5 SMEs) [2]. The trends in Europe show, that 
the investment in high performance computing has only grown in last years [3]. The 
investments in this field has been relatively steady, but in 2017, there was greater leap, which 
points to importance of using HPC. Many small and medium sized companies carries out 
simulations on ordinary workstations, when developing their product, which takes great 
amount of time and can lead to high costs [4]. Thus, it can be rented by SMEs from cloud HPC 
provider, which gives them powerful infrastructure only when they need it, which means lower 
costs, because there is no need for implementation of own infrastructure and company pays 
only for the service that it is used in that moment.  

The problem is that most SMEs still lag behind with digital transformation [5], cloud HPC 
services and business models are not yet fully explored [6], and there is lack of efficient public 
support in this area. Reasons lie in the lack of technological knowledge and general awareness 
of benefits, that can bring faster product development, more cost efficient production, and 
greater competitiveness on the market [7]. In addition, the question arises, which sectors are 
mature enough to use these services and where we need to put more effort to embrace the use 
of HPC in the cloud. Several EU initiatives and projects addressed awareness raising, exploring 
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the potential of HPC services and underlying business models in the cloud by conducting 
experiments (reader can find detailed information in [8, 9]). One of the problems was 
identification of SMEs with potential to use cloud HPC services. For this purpose the multi-
criteria model was developed [9] and implemented within the SesameNet project [10]. Ziegler 
et al. [7] describe the results of an initiative to bring the whole ecosystem (companies, ISV, 
HPC infrastructure providers, experts, etc.) and develop sustainable business models that 
includes modelling services, software adaptation (parallelization), implementation and 
maintenance, i.e. “Simulation Workflow as a Service”, that would be accessible through a 
»one-stop-shops« . These kinds of holistic services can become of interest to other industrial 
segments, also for the SMEs. In 2019 an analysis of the 60 organizations that were assessed 
using multi-criteria assessment tools showed that most of the organizations still have 
difficulties in assessing their computational needs, but most of them perceive that they are 
ready to take on the cloud HPC services [11]. 

Within all of these projects and initiatives there had been over 95 experiments conducted 
and more than 60 organizations assessed [8, 11]. The aim of this paper is to conduct a meta-
analysis of the experiments and assessment results, which are publicly available on the 
websites of the projects [6, 12, 13]. On the basis of analysis we present the benefits of using 
cloud HPC for SMEs, but also the challenges and recommendations for future actions. 
 
2 METHODOLOGY  
 
We have conducted a meta-analysis of publicly available results of the cloud HPC experiments, 
conducted in the projects CloudFlow (20 experiments) [6], Fortissimo (79 experiments) [12] 
and SesameNet (36 use cases) [13]. Experiments have been selected in several waves of Open 
Calls of the projects CloudFlow and Fortissimo between 2013 and 2016 [6, 12], conducted and 
evaluated in cooperation with a specific HPC centre, whereas in SesameNet project, successful 
cases of cloud HPC implementation were selected to raise awareness and foster 
implementation of these services in EU. We classified each experiment into corresponding 
sector (industry). We analysed in total 6 different sectors: aeronautics, automotive industry, 
building industry, field of energy and environment, health and manufacturing industry (Table 
1). From Table 1 we can see, that most experiments refers to automotive and manufacturing 
sectors. The smallest part of experiments refers to aeronautic sector, health and electro industry. 
The actual number of experiments in the case of Fortissimo project slightly differs from total 
number of experiments (equal to 62), due to repetition (overlapping) of some experiments on 
different sectors. We further narrowed the selection of projects to be analysed based on the 
reported numerical indicators: simulation time, time-to-market, costs/profits (in Table 1 
showed as analysed experiments). We limited our analysis to the three indicators that are easily 
understood across all sectors, but there are other indicators that should be considered in the 
future (i.e. electricity consumption, natural resources consumption, increase of sold licences 
[6]). 
 

Table 1: Number and date of experiments with corresponding projects (CloudFlow, Fortissimo, SesameNet) 

Project No. of 
experiments Sector No. of experiments 

per sector 
No. of analysed 

experiments 
Date of 

experiments 

CloudFlow 20 

Aeronautics   

2014 - 2015 

Automotive 3 2 
Building 1  

E&E* 7 3 
Health 1 1 

Manufacturing 7 2 
Electro 1  
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Fortissimo 79* 

Aeronautics 4 4  
Automotive 15 6  

Building 7 3  
E&E* 9 3 2013 - 2016 
Health 5 1  

Manufacturing 19 3  
Electro 3   

SesameNet 36 

Aeronautics   

2015 - 2017 

Automotive   
Building 1 1 

E&E* 15 3 
Health 6 2 

Manufacturing 21 3 
Creative and new 

Industries 
4   

*Energy and environment 
* Actual number of experiments is slightly different, due to repetition (overlapping) of some of the experiments 
Building = Construction 
 
3 RESULTS 
 
In this section we present results of meta-analysis of more than 95 experiments conducted in 
the EU projects. Furthermore, we analysed three cases in depth in order to showcase the 
benefits of using cloud HPC services in SMEs. 

Summarized benefits of using cloud HPC services by industry sector in reduction of 
planning/development costs (increased yearly revenue) and time/speed of product 
development (simulation time) is shown in Figure 1. On X axis, the industry sectors are 
presented, on Y axis values of two variables present: a) average savings for 
planning/development of product per year in 10 000 EUR, and b) average time savings of 
product/service development in percentages per development. 

 

 
Figure 1: Comparison of average savings per year and average speeds of product/service development by 

industry sectors (adapted from [14]) 
 
Overall assessment of HPC contribution to reduce time of product development is presented in 
Figure 1. Detailed analysis for a case of aeronautics sector is shown in Figure 2. Savings in the 
development time of the product (measured in days) is showcased for two experiments 
(company Pipistrel [12] and MT-Propeller [12]). Pipistrel designs and manufactures light and 
ultra-light aircrafts. MT-Propeller produces propellers for smaller aircrafts. From Figure 2 we 
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can observe, that the time for product development (measured in days, presented on X axis) 
has reduced, when using cloud HPC. Compared to the classical way of product development, 
the cloud HPC simulation provided a reduction by 27.5 days for the Pipistrel, while in the MT-
Propeller the reduction of time was 6 days. 

 
Figure 1: Time of product development (simulation) in days - classical work vs. cloud HPC (in days) (adapted 

from [14]) 
 
In the second case, we present the time-to-market for the experiments in the automotive sector, 
for companies Btech [6], which manufactures car lights and Elaphe Propulsion Technologies 
Ltd. [12], which develops in-wheel propulsion electric motors for cars (Figure 3). We have 
presented time-to-market before the cloud HPC use (set to 100%) and time-to-market after the 
use of cloud HPC services (Btech 25% and Elaphe Propulsion 20%, percentages in relation to 
the time needed before the cloud HPC product development). From Figure 3 it can be seen, 
that complete product can be put on the market by at least 75% to 80% faster, when using cloud 
HPC, compared to the classical way of manufacturing. Time-to-market comparison vs. 
“average speeds of product/service development by industry sectors from Fig. 1 show that 
indirect relation between both values exsist.  
 

 
Figure 2: Time-to-market comparison - classical work vs. cloud HPC (adapted from [14]) 

 
The third case shows financial benefits, when using cloud HPC, where we present financial 
benefits of four different companies: Matrici [12], which manufactures and designs complex 
metal panels for the automotive and aerospace industry, Elaphe Propulsion Technologies Ltd., 
which area of work (described above) [12], Nolan group [12], which designs and develops 
motor helmets, and Borit [6], which manufactures bipolar fuel cell panels for electric vehicles. 
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From Figure 4 we can observe, that development costs are reduced considerably: Matrici 
company reported a yearly savings in planning and/or development in 1 500 000 EUR, Elaphe 
Propulsion Technologies Ltd. reported the savings of 135 000 EUR, Nolan group 52 000 EUR 
and Borit company savings of 10 000 EUR. In Figure 4 we present a detailed insight of yearly 
savings for planning and development for companies within a single industry sector (four 
companies in automotive sector), whereas in Figure 1 the presented average values refer to the 
average savings per year for all industry sectors. 
 

 
 

Figure 3: Yearly savings of money at planning and development (in EUR) – use of cloud HPC (adapted from 
[14]) 

 
4 CONCLUSION 
 
Meta-analysis of more than 95 experiments conducted in the projects CloudFlow, Fortissimo, 
and SesameNet use cases between the years 2013 and 2017 have been addressed. Limitation 
of this study is in the variety of the reported numbers, which in the first place narrowed down 
units for the analysis, and secondly made comparison difficult. Results of the analysed 
experiments and used cases explicated that the use of cloud HPC services reduce development 
costs, product development time and time-to-market. The results of previous research confirm 
that awareness of cloud HPC is growing [11]. Furthermore, the use of HPC can be found in 
other, non-manufacturing sectors, i.e. creative industries and tourism and is on the rise with the 
data-driven economy [11, 15]. We could see, that it is evolving on disperse areas of use and 
therefore is becoming emerging technology, which can be used on daily basis for solving 
complex problems much faster and to speed up development times and lowering the costs. 

In this paper, we showcased some examples of benefits that use of cloud HPC brings, which 
is important for awareness raising activities. However, for the cloud HPC services (and other 
key enabling technologies of the digital transformation) to be used broadly, we need to 
strengthen the support environment – not only the infrastructure – but also systematic and 
holistic support on the European, national, regional and local level. One such approach could 
be the voucher system of consultation services, through the Digital Innovation Hubs [16], 
updated formal and informal educational programmes, and the rest of business support 
environment stakeholders involvement. 
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Abstract
We propose an alternating direction augmented Lagrangian method to solve semidefinite pro-
grams with additional inequality constraints. The benefit of the new approach is less computa-
tionally expensive update rule for the dual variable with respect to the inequality constraints.
We provide some computational experience with this method to efficiently solve semidefinite
relaxation coming from combinatorial optimization problem.
Keywords: semidefinite programming, alternating direction augmented Lagrangian method,
max-cut problem

1 INTRODUCTION

For given symmetric matrices C, Ai, i = 1, 2, . . . ,m and Bj , j = 1, 2, . . . , k of order n and
vectors a ∈ Rm and b ∈ Rk we consider the following semidefinite optimization problem (SDP)

max 〈C,X〉 such that A(X) = a, B(X) ≤ b, X � 0. (P)

The dual to this problem is given by

min aT y + bT t such that C −AT (y)−BT (t) + Z = 0, y ∈ Rm, t ∈ Rk+, Z � 0. (D)

The inner product on the space of symmetric matrices is given by 〈X,Y 〉 = tr(XY ) =∑
i

∑
j XijYij and linear operator A maps symmetric matrices to Rm with A(X)i = 〈Ai, X〉.

Its adjoint is well known to be AT (y) =
∑

i yiAi. Similarly for the operator B. We use the
notation X � 0 to denote that symmetric matrix X belongs to the cone of positive semidefinite
matrices, and the comparison of vectors is meant componentwise.

We make the following assumption:

Assumption 1 The matrices A and B have full ranks and the Slater condition holds, i. e. both
problems (P) and (D) have strictly feasible points.

It is well known that strong duality holds under the assumption of Slater condition, see [13].
There exist several numerical packages to solve semidefinite programs, see for example the

website of Hans Mittelman [5]. Many of them are based on some variant of the primal-dual
path following interior-point method, see for example [3]. These methods are only aplicable to
SDP instances for which n, m and k are reasonably small, i. e. n ≤ 1000 and m, k ≤ 10000.

A number of algorithms have been proposed that can handle large number of constraints, for
instance the boundary point method [7], the bundle method [2] and SDPAD (SDP Alternating
Direction) [11]. This paper further adresses this topic by presenting accelerated augmented
Lagrangian method applied to problem (D).

155



2 ACCELERATED AUGMENTED LAGRANGIAN SOLVER

In this section we derive the method ASDPAD (Accelerated SDP Alternating Direction) by
using the augmented Lagrangian approach on the dual problem (D). Let I denote the indicator
function I : Rn → R defined as I(s) = 0 if s ≥ 0 and ∞ otherwise. Following the idea in [1], we
first transform the problem (D) to the equivalent one with objective function aT y + bT t+ I(s)
subject to additional equality constraint t− s = 0.

Let X and u denote the Lagrange multipliers for the equality constraints C−AT (y)−BT (t)+
Z = 0 and t− s = 0 respectively. For fixed ρ > 0 consider the augmented Lagrangian Lρ:

Lρ(y, Z, t, s;X,u) = aT y + bT t+ I(s) + 〈Z + C −AT (y)−BT (t), X〉 +

ρ

2
‖Z + C −AT (y)−BT (t)‖2F + 〈t− s, u〉+

ρ

2
‖t− s‖22

= aT y + bT t+ I(s) +
ρ

2
‖Z + C −AT (y)−BT (t) +X/ρ‖2F +

ρ

2
‖t− s+ u/ρ‖22 −

1

2ρ
‖X‖2F −

1

2ρ
‖u‖22,

where ‖ · ‖F =
√
〈·, ·〉 is the Frobenius norm. Alternating direction augmented Lagrangian

method consists of alternating minimization of Lρ with respect to one primal variable while
keeping others fixed to get y, Z, t and s. Then the dual variables X and u are updated using
the following rules, see [1]:

yk+1 = arg min
y∈Rm

Lρ(y, Z
k, tk, sk;Xk, uk), (1)

Zk+1 = arg min
Z�0

Lρ(y
k+1, Z, tk, sk;Xk, uk), (2)

tk+1 = arg min
t∈Rk

Lρ(y
k+1, Zk+1, t, sk;Xk, uk), (3)

sk+1 = arg min
s∈Rk

+

Lρ(y
k+1, Zk+1, tk+1, s;Xk, uk), (4)

Xk+1 = Xk + ρ
(
Zk+1 + C −AT (yk+1)−BT (sk+1)

)
, (5)

uk+1 = uk + ρ
(
tk+1 − sk+1

)
. (6)

Let us closely look at the subproblems (1) - (4). The first order optimality conditions for
problem (1) are

∇yLρ = a− ρA(Z + C −AT (y)−BT (t) +X/ρ) = 0.

By the assumption 1 the matrix AAT is invertible and hence y is the solution of the linear
system

AAT y = A(Z + C −BT t+X/ρ)− a/ρ, (7)

where (AAT )(i, j) = 〈Ai, Aj〉. Similarly for (3), we obtain the update rule for t:

(BBT + I)t = B(Z + C −AT y +X/ρ) + s− u/ρ− b/ρ. (8)

Note that the matrices AAT and BBT + I are positive definite and hence the above linear
systems can be efficiently solved using Cholesky factorization.

By defining W = AT (t) +BT (t)− C −X/ρ, the subproblem (2) can be formulated as

arg min
Z�0

‖W − Z‖2F ,
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whose solution is the projection W+ of the matrix W onto the cone of positive semidefinite
matrices. It is well known that W+ can be computed from the spectral decomposition of
W = SΛST . Let S = (S+, S−) be a partition of the eigenvectors in S according to nonnegative
and negative eigenvalues Λ = (Λ+,Λ−). Then

W = S+Λ+S
T
+ + S−Λ−S

T
− = W+ +W−.

As already observed in the boundary point method [7], the update for X can be simplified and
also computed from the spectral decomposition of matrix W using the formula

X = −ρW−. (9)

The problem (4) asks for the nonnegative vector that is closest to the t + u/ρ. Hence the
solution of the problem is

s = max(0, t+ u/ρ),

the nonnegative part of vector t+ u/ρ.
The overall complexity of one step of the method is solving two linear systems with matrices

AAT and BBT + I and computing the eigenvalue decompostion. Compared to interior-point
methods where coefficient matrix changes in each iteration, matrices AAT and BBT +I remain
constant throughout the algorithm and their factorizations can be cached at the beginning to
speed up solving the systems.

The proposed method is extension of the boundary point method [7] and SDPAD [11]. The
drawback of the first method is inability to handle additional inequality constraints. In the
second approach the additional dual variable s for problem (D) is not introduced and the
subproblem (3) is replaced with minimizing Lρ with respect to t ≥ 0. This leads to solving
convex quadratic program of order k over the nonnegative orthant.

Including the nonnegativity constraints X ≥ 0 on the elements of the matrix X in problem
(P) can also be easily handled within this framework. Similarly to the problem (4) the Lagrange
multiplier for the constraint X ≥ 0 is computed by projecting the appropriate matrix onto the
cone od nonnegative matrices. Hence there is almost no additional cost. For application, this
leads to efficient algorithm for computing theta plus function ϑ+(G) [10], associated with a
graph G:

max 〈J,X〉 such that tr(X) = 1, Xij = 0 ∀{i, j} ∈ E(G), X ≥ 0, X � 0.

By J we denoted the matrix of all ones.
The performance of the proposed method can be significantly improved by exploiting struc-

tural properties of the matrices AAT and BBT , such as sparsity. Furthermore, for many SDP
relaxations of combinatorial optimization problems, such as max-cut problem and maximum
stable set problem, the coefficient matrix AAT is diagonal, because of orthogonal equality con-
straints. Hence solving (7) is trivial.

The performance of the method is dependent on the choice of the penalty parameter ρ.
Numerical tests show that for the problem we considered the starting value of ρ = 1 is a good
choice and the value is dynamically tuned during the algorithm. The update rules (2) and (9)
ensure that during the algorithm positive semidefinitness of matrices X and Z is maintained, as
well as the optimality condition ZX = 0. Hence once the primal and dual feasibility conditions
are satisfied, the method found the optimal solution. To measure the accuracy of primal and
dual feasibility we use

rP =
‖A(X)− a‖2 + ‖min(b−B(X), 0)‖2

1 + ‖a‖2
and rD =

‖C + Z −AT (y)−BT (t)‖F
1 + ‖C‖F

.
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Simple strategy to adjust the value of ρ is observing the residuals:

ρk+1 =


ρk/τ if rP > µ rD

τρk if rD > µ rP

ρk otherwise

for some parameters µ and τ . Typical values are µ = 10 and τ = 1.01.
To further increase the performance of the method we use overrelaxation, see [1]. After

updating the variable y in the step (1) we need to form the matrix AT (y) in order to compute
spectral decomposition of W . The quantity AT (y) is replaced with

αAT (y) + (1− α)(C + Z −BT (t)),

where α ∈ (0, 2) is a relaxation parameter. Preliminary numerical results show that α = 1.8 is
a good candidate and reduces the overall number of iterations and leads to faster convergence.

3 APPLICATION: MAX-CUT WITH TRIANGLE INEQUALITIES

Max-Cut is a classical and well-known NP-hard combinatorial optimization problem that has
attracted the scientific interest during the past decades, see for instance [8, 4]. For a given
undirected and weighted graph G = (V,E), the max-cut problem asks to find partition of the
vertices into two classes such that sum of the weights of the edges connecting vertices from
different classes is maximal. Encoding the partitions by vectors x = {−1, 1}n, we obtain the
following binary quadratic optimization problem

max
1

4
xTLx such that x ∈ {−1, 1}n, (10)

where L is the Laplacian matrix of the graph defined as L = diag(Ae)−A. To obtain the basic
semidefinite relaxation of max-cut, observe that for any x = {−1, 1}n, the matrix X = xxT is
positive semidefinite and its diagonal is equal to vector of all ones. This leads to

max
1

4
〈L,X〉 such that diag(X) = e, X � 0, (11)

which can be found in [6]. It was observed that the bound from (11) is not strong enough to be
successfully used within branch and bound framework in order to solve the max-cut problem
to optimality. By adding additional equality or inequality constraints known as cutting planes
we strengthen the upper bound. One such class of cutting planes, called triangle inequalities, is
obtained as follows. Observe that for an arbitrary triangle with vertices i < j < k in the graph
G, any partition of vertices cuts either 0 or 2 of its edges. Moving to our model this leads to

Xij +Xik +Xjk ≥ −1,

Xij −Xik −Xjk ≥ −1,

−Xij +Xik −Xjk ≥ −1,

−Xij −Xik +Xjk ≥ −1.

We collect these inequalities as B(X) ≤ e and get the strengthened SDP relaxation

max
1

4
〈L,X〉 such that diag(X) = e, B(X) ≤ e, X � 0. (12)

Note that the matrix BBT is sparse which can be exploited to solve (8) more efficiently.
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Tab. 1 shows the comparison of computational times in seconds for an accuracy requirement
of ε = 10−5 of SDPAD and our method ASDPAD and the benefit of using the new approach.
We have implemented both methods in Matlab and considered different instances of graphs
with n = 100 nodes from Biq Mac Library [12]:

g05 : unweighted graphs with edge density 0.5,
pm1d, pm1s: weighted dense and sparse graphs with edge weights chosen

from the set {−1, 1},
w05, w09 : weighted dense graphs with edge weights chosen from the interval [−10, 10],

as well as random unweighted graphs with edge density 0.5 and with different number of nodes
produced by the graph generator Rudy [9].

Since there are 4
(
n
3

)
triangle inequalities, we can not include all of them, but solve the

problem (12) with a limited number of them. First we compute the optimal solution of the
basic semidefinite relaxation (11). Then we run through all triangle inequalities and include
only the most n · 20 violated ones. The computational times of both methods are reported in
first and second column of Tab. 1.

In order to obtain tighter upper bound for the problem (10) we use the following cutting-
plane procedure. After we obtain the maximizer of problem (12) with limited number of con-
straints, we first purge all inactive constraints. Then new violated triangle inequalites are
added, the problem with new set of constraints is solved and the process is iterated until the
error max(B(X) − e) is less than 0.01. The accuracy in each problem is set to ε = 10−4. To
purge the constraints that are not binding at the optimal solution we look at the values of the
corresponding dual multipliers in vector s. If the value of some dual multiplier is close to zero,
this indicates that the corresponding constraint is not active at the optimum and we can remove
it.

In Tab. 1, we report in column 3 and 4 the timings of the above cutting-plane algorithm. Nu-
merical results show that our method outperforms SDPAD in the case when multiple problems
(12) need to be solved.

Table 1: Comparison with SDPADmethod [11] on some instances of the Biq Mac Library. Computation
times are in seconds.

cutting-plane algorithm

graph [11] our method [11] our method

g05_100.1 4.66 0.91 8.18 1.39
g05_100.2 4.57 0.83 10.45 1.57

pm1d_100.1 2.51 0.59 8.34 1.79
pm1d_100.2 4.49 0.73 8.49 1.53
pm1s_100.1 6.08 1.92 26.37 4.74
pm1s_100.2 7.87 2.12 30.15 5.09
w05_100.1 3.14 1.24 12.62 4.08
w05_100.2 2.57 1.21 16.47 4.45
w09_100.1 2.01 1.38 10.20 4.52
w09_100.2 2.62 1.42 8.09 4.24
g05_300 12.24 6.40 24.01 8.75
g05_500 30.18 20.89 45.61 30.83
g05_800 181.34 136.80 147.35 119.14
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4 CONCLUSIONS

We have presented new method for solving semidefinite programs with inequality constraints.
The approach is based on augmented Lagrangian method where additional variable in the dual
SDP is introduced in order to eliminate solving convex quadratic program. This leads to al-
ternating direction method where new iterates are generated as solutions of linear systems and
projections onto nonnegative orthant and positive semidefinite cone. In many SDP relaxations
of combinatorial optimization problems the orthogonal constraints give rise to diagonal coef-
ficient matrix of the linear systems. In such cases the only computationally expensive step is
computing the full eigenvalue decomposition of matrix variable of size n×n. Thus the method is
appropriate for solving large-scale problems that are out of reach for interior-point algorithms.

Since the proposed algorithm is a first order method its limitations are slow convergence
to high accuracy. Furthermore, to obtain efficient variant of the method initial tuning of the
penalty parameter ρ for specific classes of problems is needed. Future work will examine the
incorporation of the proposed method inside branch and bound algorithm to solve max-cut
problem to optimality.
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Abstract: A measurement of multimedia exposure is challenging, since the impact of multimedia-
content on a user is dependent on the user, the multimedia-content, the context, previous expo-
sure, etc. We focus on measuring the impact of multimedia-content on a user’s buying-decision
process. We develop a novel, multimedia-exposure instrument (questionnaire) via an online
crowdsourcing study, focusing on three core aspects. In our study, test users are exposed to
a short film, including a commercial, and asked to answer some questions. In this paper, we
describe the problem of commercial selection, and solve it as an optimization task, and then
discuss the obtained results.

Keywords: optimal multimedia-content selection, experimental content selection, multimedia
exposure

1 INTRODUCTION

Multimedia is the dominant media type in the information industry. As individuals and groups,
we are exposed to a variety of information on different media platforms and from diverse sources,
regardless of time and location [5]. The measurement of media exposure is crucial in the areas
of communication science, political science, sociology, psychology, and economics. The access,
composition and activities of media viewers are measured in a wide variety of content contexts,
ranging from news, advertising, entertainment and health, to platforms such as television, bill-
boards, videos, games, newspapers and social-networking sites. This penetration of multimedia
into everyday life means that media exposure has far-reaching effects for individuals, businesses
and industry, and is the main currency of advertising [2].

Even though the term exposure is usually encountered in the area of health, we refer to it in
the context of experience and marketing. The dictionary definition of exposure, in the context
of experience, is: ”the fact of experiencing something or being affected by it because of being in
a particular situation or place” [3], and in the context of marketing it is: ”the amount of public
attention that someone or something, especially an advertisement or product, receives” [4]. We
refer to the keyword exposure in the sense of how the user has been attracted and affected by
watching particular multimedia-content.

Media exposure was first defined by Slater as: ”the extent to which audience members have
encountered specific messages or classes of messages/media content.” [6]. In the context of
multimedia, this means the individual is exposed to the ”... seamless integration of data, text,
images of all kinds and sound within a single, digital information environment.” [5].

People can be dramatically affected by multimedia in areas such as education, entertainment,
films and advertising. For instance, students are exposed to multimedia-content in lectures, in
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the form of videos and animations. By employing these kinds of multimedia, teachers aim to
increase the effect of exposure, which helps to hold people’s attention during a lecture and finally
to improve people’s understanding of the presented subject and their recall of the presented
facts. In the area of advertising, on the other hand, the consumer can be affected positively or
negatively by being exposed to a commercial for a certain product. Specifically, this exposure can
affect the five stages of the formally defined, consumer’s buying-decision process in marketing,
which are: problem recognition, information search, information evaluation, decision and post-
purchase evaluation [1]. Because of this effect of commercials on a consumer’s buying-decision
process, in this paper we mainly focus on the area of advertising.

As mentioned earlier, measuring the exposure to multimedia is crucial for both science and
industries such as television, advertising, news, etc. However, despite multimedia being ubiqui-
tous in our daily lives and being crucial for both science and industry, De Vreese and Neijens
conclude—based on over two hundred studies published in two leading journals (Journal of
Communication and Communication Research)—that there is no generally accepted conceptu-
alization and operationalization of this phenomenon in the past decade [2]. Also, to the best of
our knowledge, there is still no attempt to directly measure the impact of viewed multimedia-
content on a consumer’s buying decisions.

The focus of this paper forms part of a wider topic, which is to research and measure the
impact of multimedia commercials on an individual’s buying decisions via an instrument called
the Multimedia Exposure Meter (MMEM). The goal of this paper is to pose the question and
solve the problem of selecting experimental multimedia-content as an optimization task. This
will allow us to evaluate different experimental options in terms of different criteria of content
selection. We formulate the problem of optimal experimental content selection in the form of
an optimization task, provide the solution to this content selection, and evaluate its properties.

2 PROBLEM DESCRIPTION

The problem we address is how to formulate and solve the optimization task of experimental
content selection to incorporate the requirements of the experiment. However, since there are
several factors in the experiment, we have a multi-objective optimization problem. Also, not
only the best, but the first na, content items need to be determined. However, as can be seen
from Section 3.1, the size of the data and the multi-objective problem do not allow us to select
the content manually.

2.1 Observational Study

The first phase of the multimedia exposure meter’s development is conducting an observational
study aimed at developing the model. Conducting an observational study is relevant to us, since
we do not know the actual factors, but only investigated and decided on the relevant factors,
which might affect the multimedia exposure. We decide that our observational study will be
in the form of an online crowdsourcing study, since a large number of users are accessible, and
with the luxury of being able to target only predefined user profiles. The aim of this online
crowdsourcing study is to test the instrument gathered during the operationalization and to
refine the questions that will contribute to the multimedia exposure model.

Specifying the properties of an observational study are crucial in order to eliminate biases
and finally develop a more reliable measure. The factors are decided based on a literature survey
on the exposure keyword, discussion with experts in the field and careful consideration of the
collected information.

3 METHODOLOGY

In this section we outline the experimental data and the approach to the problem of content
selection as an optimization task. We implemented our solution via a custom Python-code

170



implementation.

3.1 Descriptive Summary of Data

The test data of the commercials together with the meta data was obtained from the Nielsen
company. We have real data on the number of viewers, the total duration of the commercials,
and the index derived from this information. The dataset is based on views between 01.01.2017
and 19.09.2018, it contains 1,885,203 individuals, and 2399 commercials.

As indicated in Table 1 the factors of the commercials we decided to use are: index and
brand. The index of a commercial is simply the number of viewers for that commercial per
second, and it is available in our dataset. We denote the index factor as F1.

The brand can either be an internationally known brand or an unknown brand that the users
are not familiar with on commercials and also on the shelves of the stores. To determine this
factor, we categorize all the commercials in the range [1-5] depending on the total number of
individuals and the percentage of individuals that saw the commercial. We use designed rules
for categorizing each commercial. We denote the brand factor as F2.

Commercial Factors Possible Values

Index Nonnegative reals
Brand [Known, Unknown]

Table 1: Commercial Factors Table

3.2 Content Selection as an Optimization Task

In this section we formulate commercial selection as an optimization task. The criteria function
is derived from observational study factors that we wish to take into consideration, see Table 1.

The cost (objective) function should reflect the distinct values of observational study factors
F1 and F2. To allow the analysis of levels for these two factors on the resulting MMEM, we
select commercials with a combination of extremely low and extremely high values for these
two factors. Note that we do not need a single item only, but several best-fitting items. We
introduce the notation argMin(c, nc) denoting a set of nc commercial items with minimal values
of the cost function c. Analogously, we define argMax(c, nc) as a set of nc commercial items
with the maximal values of the cost function c. Here, the cost function c is either factor F1 or
F2. To select commercials with extreme values of these factors, we apply all four available com-
binations argMin and argMax, namely, argMin(F1(argMin(F2, n2)), n1), etc. Since the results
of the optimization are dependent on the order of the cost functions applied, the resulting sets
are not equal, for example

argMin(F1(argMin(F2, n2)), n1) 6= argMin(F2(argMin(F1, n1)), n2),

we decide to use the intersection of these two resulting sets. Altogether, for a given set of
commercials D with known values of factors F1 and F2, we obtain four independent optimization
tasks resulting in four selected sets of commercials

Dmm = argMin(F1(argMin(F2, n2)), n1) ∩ argMin(F2(argMin(F1, n1)), n2) (1)

DmM = argMin(F1(argMax(F2, n2)), n1) ∩ argMin(F2(argMax(F1, n1)), n2) (2)

DMm = argMax(F1(argMin(F2, n2)), n1) ∩ argMax(F2(argMin(F1, n1)), n2) (3)

DMM = argMax(F1(argMin(F2, n2)), n1) ∩ argMax(F2(argMax(F1, n1)), n2) (4)

The algorithm of our solution is as follows. First, we sort a predefined set of items by the first
factor and then sort again with a second factor. After that we change the order of the factors
when sorting, i.e., we first sort with the second factor and then with the first factor. Finally,
we intersect these two resulting sets and select the best solutions according to the parameters
supplied to the optimization task.
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4 EXPERIMENTAL RESULTS

In this section we report on the experimental results of the commercial selection obtained by
solving optimization tasks. To implement a planned observational study, we need a list of the
ten best commercials with respect to two factors F1 and F2 denoted by Dmm, DmM , DMm and
DMM , see Subsection 3.2.

4.1 Content Selected by Optimization

Lists of the commercials selected by the optimization for all four optimization tasks are given
in Tables 2, 3, 4, 5. Explanations are given in the table captions.

F1 F2 Product

0.00 1.0 Karting Btc
9.50 1.0 Saeka Naturopatski Center

10.02 1.0 Concert 50 Years On Holiday
10.51 1.0 Najlepši-Dan.Si
10.70 1.0 Expres Printing Clothes
10.87 1.0 T Rolex Honey
11.46 1.0 Petrol Hip Mobile
12.02 1.0 Osmo Dji Camera
12.55 1.0 Lutherm Cheese Ementalec
13.00 1.0 Pvg Motor Trade

Table 2: Results of min min optimization (Dmm). All values of F2 = 1 are minimal possible.

F1 F2 Product

7.62 5.0 Hot Horse
15.55 5.0 I Feel The Film
15.99 5.0 E-Stave
17.83 5.0 Mutual Security Insurance
20.19 5.0 Film Browser 2049
20.25 5.0 New Kbm Loans
20.29 5.0 Bicycle Cinema
20.86 5.0 Baci Perugina
22.46 5.0 Www.Migimigi.Si
22.77 5.0 Wiz Automotive Insurance

Table 3: Results of min max optimization (DmM ). All values of F2 = 5 are maximal possible.

F1 F2 Product

1550.77 1.0 Public Services Ptuj
1150.20 1.0 Husqvarna Kosilnica
1140.16 1.0 Export Windows Web Portal
1073.56 1.0 Audi
905.45 1.0 R-Moto
612.23 1.0 Concert Ambassador Good Will
585.07 1.0 Golden Lisica World Cup Maribor
556.08 1.0 Agrometal Trade With Agricultural Mechanization
539.19 1.0 Maxi Starr Vaba
535.17 1.0 Grapak
527.21 1.0 Steyr Tractors
507.39 1.0 Suzuki Vitara All Grip

Table 4: Results of max min optimization (DMm). All values of F2 = 1 are minimal possible.
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F1 F2 Product

987.24 5.0 Palma Tourist Agency
917.63 5.0 Olympic Committees Of Slovenia
894.34 5.0 Merkur Zavarovalnica Fit4life
769.51 5.0 Postojnska Jama Zive Jaslice
763.82 5.0 Office Of The President Of The Republic Of Slo...
750.56 5.0 Alpe Adria
707.71 5.0 Meeting Information
641.12 5.0 Fund Of Crafts And Entrepreneurs
618.19 5.0 Cankarjev Dom
599.23 5.0 Festival Ljubljana
539.93 5.0 Evening Event

Table 5: Results of max max optimization (DMM ). All values of F2 = 5 are maximal possible.

4.2 How Close to the Best Possible Single-Criterion Items did We Get?

To verify the properties of the selected content, we graphically present the selected content in
terms of the sorted factors F1 and F2. The vertical red lines represent the positions of the
selected items.
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Figure 1: Vertical red lines indicate the positions of the solutions of min min (left) and min max
(right) in the sorted graph of factor F1. The values of F2 are all optimal, i.e., F2 = 1 (left) and
F2 = 5 (right). Only the first 300 out of 2499 are shown.
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Figure 2: Vertical red lines indicate the positions of the solutions of max min (left) and max
max (right) in the sorted graph of factor F1. The values of F2 are all optimal, i.e., F2 = 1 (left)
and F2 = 5 (right). Only the last 300 out of 2499 are shown.
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For Figs 1 and 2 we observe that the multi-objective (we optimize according to two factors F1

and F2) optimization results in a relatively close to best possible items regarding single-criterion
optimal results.

5 DISCUSSION

In this paper we pose the question and solve the optimal experimental content selection as an
optimization task. This approach proved to be useful in the design of an observational study
with real test users aimed at modeling multimedia exposure.

The advantage is the resulting tool for optimal content selection, allowing us to examine the
properties of the experimental content available to us.

The drawback is the unbalanced impact of factors F1 and F2 on the content selection. An
alternative approach is to combine the cost functions as c = a1F1 +a2F2 and to control the sign
and the size of the weights a1 and a2. We leave this as a future work.
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research.

References

[1] Frances Brassington and Stephen Pettitt. Essentials of Marketing Management, Second
Edition. Pearson Education, Hudson in New York City, New York, 2007.

[2] Claes H. de Vreese and Peter Neijens. Measuring Media Exposure in a Changing Communi-
cations Environment. Communication Methods and Measures, 10(2-3):69–80, 2016.

[3] Cambridge Advanced Learner’s Dictionary. EXPOSURE — meaning in the Cambridge Ad-
vanced Learner’s Dictionary. Cambridge University Press, University Printing House Shaftes-
bury Road Cambridge CB2 8BS, United Kingdom, 2013.

[4] Cambridge Business English Dictionary. EXPOSURE — meaning in the Cambridge Business
English Dictionary. Cambridge University Press, University Printing House Shaftesbury
Road Cambridge CB2 8BS, United Kingdom, 2011.

[5] T. Feldman. Multimedia. BRBRF report. Psychology Press, Mortimer Street, London, 1994.

[6] By Michael D Slater. Operationalizing and Analyzing Exposure: The Foundation Of Media
Effects Research. Journalism and Mass Communication Quarterly, 81(1):168–183, 2004.

174



175



176



177



178



179



180



181



182



183



184



185



186



INNOVATIVE VERISTIC PERCEPTIONS DO HAVE A
CHANCE: AN INSTANCE OF ARTIFICIAL
TECHNOLOGICAL VALLEY OF DEATH

Petra Fic,
Drago Bokal,

Faculty of natural sciences and mathematics, University of Maribor,
Koroka cesta 160, Maribor, Slovenia,

petra.ficc@gmail.com, drago.bokal@um.si

Abstract: In the paper, we build upon territorial games introduced by Mark, Marion, and Hoffman
in 2010, and extend four of their territory perception and selection strategies with two novel ones
that together constitute a model of technological readiness levels valley of death. We conjecture that
whenever utility of a resource is not monotonous in the amount of that resource, the technological valley
of death emerges. While development of the science behind these models is in its infancy, modelling
and understanding the phenomenon may shed light into progress and related phenomena in society.
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1 Introduction

Theory of perceptions is exploring the relationship between our perception and the environment
[3, 11, 12]. Several results from 2010 onwards state that veristic perceptions of the world have
little if any chance of surviving evolutionary competition, which favors utilitaristic interface-like
perceptions, optimized to perceive the utility derived from the actions in a given environment
[4]. Subsequent proof of the Invention of symmetry theorem [5] stated that an observer who
perceives the symmetry of the world, may simply be deceived by the symmetry emanating from
the compositum of perceptions of the utility of results of actions upon the world, which would
exhibit the stated structure, but would be just an optimal interface to the true structure of
the world that could have a completely different structure. Scientific community responded
grimly to this pessimistic view [6]. In this contribution, we report about further experiments in
similar evolutionary contexts that have justified that attitude: the veristic perceptions do have
a chance for evolutionary survival, should they prove innovative, ie. able to apply their veristic
understanding of the world into an innovation that outperforms the utilitaristic perceptions
of the world. However, they are outcompeted by innovative utilitaristic perceptions who take
advantage of both the innovation as well as true perception of its utility.

The competition of veristic with utilitaristic perceptions is hence an abstract mathematical
model behind the phenomenon of technology valley of death, which was perceived in the docu-
ments of EU commission [2] based upon knowledge progress scale introduced by NASA [7]. It is
closely associated with product development [9]. Our model exhibits technology valley of death
as an emergent evolutionary phenomenon in evolutionary environments in which the agents’
model of the world is distinct from the true structure of the world, the utilities of resources
are non-monotonous in the amount of resources, and the agents are evolving their perceptions
(ie. their model), their decision process, and their actions, gaining evolutionary advantage
over those who either perceive less realistically (thus unable to innovate) or less utilitaristically
(thus unable to maximize evolutionary utility of the innovations).

2 Related work: territorial games

Territorial games were introduced by Mark et al [8]. We reproduce their mathematical model
and adapt it to new perceptual strategies. In a territorial game, p players compete in pairs,
they choose between t territories with k resources each. Each resource takes a discrete value
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in the set V = {1, 2, ...,m}. Let rT be the vector of resources in territory T . The utility of
territory T is defined as

u(T ) = U(rT ) =

k∑
i=1

Ui(rT,i), (1)

where Ui is the utility of contribution of resource rT,i in territory T . In our investigations, it
is either monotonous linear or Gaussian, as we specify later.

From interface theory of perception combined with utility theory, we take the universal model
of an agent – a process, and from game theory, we take the decision tree to be the struc-
ture of decisions of each agent. The agent acting in the world W is defined with a 5-tuple
A = (X,G,P,D,M), where X is the space of agent’s possible perceptions, G is a semigroup
of agent’s actions. Similarly as W , both X and G are measurable spaces. Then P , D, M are
agent’s perception, decision, and utility operators. In highest generality, they are modelled
as Markov kernels; P : W → X, D : X → G, M : W → R. Actions AinG are defined as
A : W →W , and they are Markov kernels as well.

For the rest of this section, we assume that r = 1. Mark et al. [8] introduce four agent
strategies that could participate in one of two games that differ in the definition of utility.
Utility is mapping Mv : W → R defined as either identity in the first game or Gaussian
function in the second game:

Mv(w) =
1√
40π

e−
1
2

(x−50)2

400 (2)

We apply the following proposition to determine the long-term outcome of competition between
two agent strategies (A) and (B).

Proposition 1 ([1]) Let a be the expected utility obtained by (A) competing with (A), b the
expected utility of (A) competing with (B), c the expected utility of (B) competing with (A) and
d the expected utility of (B) competing with (B). There are four possible long term outcomes of
the evolutionary competition of the two species. If a ≥ c and b ≥ d and at least one inequality
is strict, then (A) prevails and (B) goes extinct. If c ≥ a and d ≥ b and at least one inequality
is strict, then (B) prevails and (A) perishes. If a < c and b > d, they stably coexist. If a > c
and b < d, they are bistable, ie. each is asymptotically stable and which depends on the initial
conditions. They are neutral, if a = c and b = d, ie. their prevalence changes randomly.

Furthermore, the following Lemma implicitly follows from Mark et al. [8].

Lemma 2 Let the interaction of (A) and (B) be as described, and let p be the probabil-
ity that (A) moves first when interacting with (B). Furthermore, let Γ(i,X, Y ) denote the
utility of the i-th player, where X ∈ {A,B} is the strategy that chooses first, and Y ∈
{A,B} is the strategy that chooses second. Then, a = 1

2 (E(Γ(1, A,A)) + E(Γ(2, A,A))),
b = pE(Γ(1, A,B)) + (1 − p)E(Γ(2, A,B)), c = pE(Γ(2, A,B)) + (1 − p)E(Γ(1, B,A)), and
d = 1

2 (E(Γ(1, B,B)) + E(Γ(2, B,B))).

A näıve realist perception faithfully and exhaustively resembles reality. On the other hand,
semi-veristic strategy, the critical realist (CRn), does not perceive the true amount of resource,
but categorizes it into n categories preserving the ordering. Mark et al. [8] call this a nCat
agent. Critical realist claims that perception faithfully resembles only some aspect of reality.
A nCat utilitaristic interface pereption (IFn) is used by Hoffman et al. [5] to argue that
perceptions need not, and in general do not, resemble any aspect of reality.

In Table 1 are given details of mathematical models of a naive realist, nCat critical realist
and nCat interface strategy reproduced from Mark et al. [8].
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Elt Naive realist CRn IFn
W {1, . . . ,m}t {1, . . . ,m}t {1, . . . ,m}t
X W {0, . . . , n− 1}t {0, . . . , n− 1}t
G {1, . . . , t} {1, . . . , t} {1, . . . , t}

P w


0; if 1 ≤ w ≤ β1,
1; if β1 < w ≤ β2,
...

n− 1; if βn−1 < w ≤ m,


0; if 1 ≤ w ≤ β1,
1; if β1 < w ≤ β2,
...

n− 1; if βn−1 < w ≤ m,

A u′ = u+ U(ri), r
′
i = 0 u′ = u+ U(ri), r

′
i = 0 u′ = u+ U(r), r′i = 0

D argmaxp=Pn(w),i∈Gn
p[i] 0 < n− 1 < ... < 1 argmaxp=Pi(w),i∈Gi

p[i]

M {1, . . . ,m} × R {1, . . . ,m} × R {1, . . . ,m} × R

Table 1: Mathematical models of a naive realist, CRn and IFn.

Mark et al. [8] first explore a competition between näıve realist and critical realist CR2.
To percieve and handle more data, more energy is needed. Therefore, veristic strategy uses
more energy to reach its goal. Furthermore, they explored a competition between 3Cat critical
realist (CR3) and 3Cat interface strategy (IF3).

Figure 1: A) The results of an evolutionary game between näıve realist and critical realist with
a single resource. B) The results of an evolutionary game between CR3 and IF3 with a single
resource. [Source: A) Reproduced from [8], B) Own.]

Figure 1.A) shows how the cost of information and a threshold on food used by a critical realist
in perceiving the world affects the competition of critical realist and näıve realist. A critical
realist drives a näıve realist to extinction (white color) for most of the values of threshold β.
Only for low cost of information, näıve realist drives critical realist to extinction (black color),
and only when the threshold β is chosen poorly.

Mark et al. [8] also explore a 3-way competition between veristic, CR3 and IF3 strategies in
the setting of non-monotonous Gaussian utility. They show that either veristic or IF3 strategy
outperform the other two, depending on the cost of information. We reprodce their results only
competing CR3 with IF3, but varying the width of the central interval that CR3 perceives as
intermediate and imposing some cost on perceiving the true utility. On Figure 1.B) we can see
the results: the augmented critical realist has a slight chance with narrow enough intermediate
interval, (the scale of the y axis is 1:500 compared to Figure 1.A). The interface strategy drives
the critical realist to extinction (white color) for most of the interval width. Only for narrow
interval and very low cost of information, critical realist drives interface strategy to extinction
(black color), although adjusting the parameters of the IF3 perceptive strategy may possibly
compensate for that advantage.
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3 New models: innovative perceptions with storage

Our contribution to the above experiments using Gaussian utility consists of two new instances
of agents that have the possibility of storing surplus resources, ie. effectively they introduced a
new dimension into the world. The basis for the introduction of such strategies is evolutionary:
an IF3 mutation, which otherwise perceives the quantity of the resource in a utilitarian manner,
can develop the possibility of storing excessive amounts of the resource. The agent using such
strategy needs to decide, whether to consume the resource or store it. For such a decision,
the agent needs to distinguish between too much and too little of the resource, and needs a
credible perception of its amount: it is evolutionarily motivated for veristic perception. In
our model, the amount of stored resource (rs) takes value in the set V = {1, 2, ...,m}. In our
model, the critical realist with storage perceives the amount of resource in the storage as 2Cat
critical realist would perceive another territory, ie. there is a threshold value r∗, such that the
storage is seemed empty for rs < r∗, or full otherwise. In each case, the CR3SR2 agent chooses
the territory with intermediate amounts of the resource first, so as to take advantage of the
inherent utility of the territory first. If there is none and the storage is empty, the agent prefers
the territory with too much of the resource; if the storage is perceived full, the agent prefers
territory with too little of the resource.

For the storage to be fully exploited, we need to introduce another parameter into the
model – lifespan l tracks the number of interactions between the two competing strategies, ie.
how often can two agents compete for a territory and apply the advantage of storing excessive
or supplementing insufficient amount of the resource.

In addition to CR3SR2, we also introduce a 3Cat interface strategy with storage, IF3S. This
strategy has storage, but perceives the exact utility of the territory given the exact amount of
resource available in the storage. The utility is perceived in three categories as with IF3, and
the decision operator is the same. We hence term this to be an interface strategy, although
it needs veristic inputs to produce utilitaristic perception: both territory amount and storage
amount of the resource must be accounted for veristically to dsitinguish between the three
categories of utility in 3Cat perceptions.

Details of our mathematical model of a 3Cat critical realist with storage (CR3SR2) and
3Cat interface strategy with storage (IF3S) are given in Table 2.

Elt CR3SR2 IF3S
W {1, . . . ,m}t+1 {1, . . . ,m}t+1

X {0, . . . , 2}t × {0, 1} {0, . . . , 2}t × {0, 1}
G {1, . . . , t} {1, . . . , t}

P Pc(t) =


0; if 1 ≤ t ≤ βc,
1; if βc < t ≤ γc,
2; if γc < t ≤ m.

Pu(t, s) =


0; if 0 ≤ Uc(t, s) ≤ βu,
1; if βu < Uc(t, s) ≤ γu,
2; if γu < Uc(t, s).

Ps(s) =

{
0; if 1 ≤ s ≤ βs,
1; if βs < s ≤ m,

A s′ =

{
min(smax, ri + s− r∗); if ri + s > r∗,

max(0, ri + s− r∗); if ri + s ≤ r∗,
s′ =

{
min(smax, ri + s− r∗); if ri + s > r∗,

max(0, ri + s− r∗); if ri + s ≤ r∗,

u′ = u+

{
U(r∗); if ri + s > r∗,

U(ri + s); if ri + s ≤ r∗,
, r′i = 0 u′ = u+

{
U(r∗); if ri + s > r∗,

U(ri + s); if ri + s ≤ r∗,
, r′i = 0

D

{
0 < 1 < 2; if 1 ≤ s ≤ βs,
0 < 2 < 1; if βs < s ≤ m,

0 < 1 < 2

M {1, . . . ,m} × {1, . . . ,m} × R {1, . . . ,m} × {1, . . . ,m} × R

Table 2: Mathematical models of CR3SR2 and IF3S.
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4 Results: IF3 perishes against CR3SR2, which perishes against IF3S

Figure 2: A) The results of an evolutionary game between CR3SR2 and IF3 with a single
resource. B) The results of an evolutionary game between CR3SR2 and IF3S2 With a single
resource for lifespan 4 years. C) The results of an evolutionary game between CR3SR2 and
IF3S With a single resource for lifespan 16 years. [Source: Own.]

We competed IF3 against CR3SR2 for lifetimes l ∈ {1, 2, . . . , 16, 32, 64, 128, 250, 500, 1000},
at which value the results converged and the last two images showed no further change. Each
was competing at discrete values of r∗s ∈ {1, 11, 21, 31, . . . , 91, 101}, with the last value in-
terpreted as always perceiving empty storage and desiring to claim territory with excessive
amounts of the resource. For each of these values, we imposed a cost on the storage of CR3SR2
competing with IF3 with values cs ∈ {1, 11, 21, 31, . . . , 91, 101}, which was comparable to the
maximum amount of utility Mv, taking values in the interval [0.0039, 0.0892]. When CR3SR2
competed with IF3S, we applied the same values for r∗s , but imposed additional costs with the
same values on IF3S. We assumed that IF3S would spend more energy for the additional
computations in the perception mechanism, but the cost of storage would be the same for both
strategies.

Figure 2.A) shows the results for given values of r∗s (x axis) and cs (y axis) for lifespan of
l = 4 interactions, where the benefit of the storage is the highest. We see that CR3SR2 drives
IF3 to extinction (black color) for all examined low values of storage cost and coexist for all the
higher. Although CR3SR2 is slower at picking the territory, storage gives it the advantage over
the utilitaristic IF3 when cost of storage is comparable to the utility of a terrain. For higher
lifespans, the advantage of the storage decays and converges with l = 1000, but for lowest three
values of cs, CR3SR2 still dominates IF3 for all values of r∗s , except for 101.

In Figure 2.B), we show the results of the competition between CR3SR2 and its mutation
IF3S, which is able to precisely perceive the utility of combined amount of the resource in its
storage and a possible territory. We assume this innovative storage imposes some additional
cost to the organism. The figure shows success of the innovative utilitaristic interface perception
over the original critical realist, which is emphasized with higher number of average interactions
between the organisms: in comparison to rather comparable success of both strategies at four
interactions in Figure 2.B), CR3SR2 barely has any viable parameters at 16 interactions in
Figure 2.C), and at numbers higher than 23, the benefits of the storage outweigh any of the
tested values of costs.

5 Conclusions and further research

Mark et al [8] in their research discovered that more realistic perceptions are not necessarily
more successful: Natural selection can drive realistic perceptions to extinction when competing
with perceptions that use specific interfaces that simplify and adapt the truth in order to
better represent the utility of what is being perceived. However, we created conditions in
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which natural selection gives priority to (simplified) veristic perceptions. We defined strategies
that store excessive amounts of the resource and studied an evolutionary game between the
strategies IF3 and CR3SR2. Given the reasonably low cost of storage of the resource, innovative
simplified veristic perceptions may displace the interface perceptions, even if the latter have
the advantage of the first choice of the territory. Furhermore, we examined what happens when
veristic strategy with storage and the interface strategy with storage compete. Our simulations
show that interface strategy with storage drives the critical realist with storage to extinction.

Using these illustrative examples, we conclude with some open problems. First, we (vaguely)
define four stategies A, B, C, D to constitute the valley of death, if A perishes against B, which
perishes against C, which perishes against D. In addition, C uses the perceptions of A to support
an innovation that cannot be supported using perceptions of B, and D uses the perceptions of
B to perceive the true utility of innovation of A.

For the mathematical direction of the research, we conjecture that for each non-monotonous
utility function, there exist four strategies that exploit the non-monotonicity of that function
to exhibit the technological valley of death.

For microeconomic direction of further research, games with incomplete information could
be defined as games where the state of the world is inaccurately perceived by both the agents.
Perception strategies could be introduced into those games so as to either heuristically perceive
the expected utility of the situation (modelling heuristics within the current approach to these
games), or to add additional information about the state of the world (modelling cheating at
such games, or research in market situations). In these cases, such perceptive games could
yield improved understanding of the role of marketing, marketing research, and advertising.

For decision science and management direction of the research, the role of perceptions vs.
decisions could be further explored in the stated setting. Perceptions play significant role in
information systems, linked to data acquisition, data quality, data presentation. Decisions
based on that data are significsnt in corporate performance management systems. The models
presented here could be used for fundamental research in those settings.
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Abstract: The paper presents a new approach to modelling demand for emergency medical service in 
an urban area. We consider centres of the streets as aggregated demand points. Demand volume is the 
population living in a given street. Such detailed model enables to find better distribution of ambulances 
across the area. A case study of the city of Prešov demonstrates the approach. The Q-coverage p-median 
model is used to optimize ambulance locations. The performance of the original and proposed sets of 
locations is evaluated using computer simulation and real historical data on ambulance trips.    
 

Keywords: emergency medical service, ambulance location, p-median problem, demand point 
aggregation, computer simulation 

 
1 INTRODUCTION  
 
Planning of emergency medical service (EMS) comprises all three levels of decision making. 
At the strategic level, the amount of ambulance stations is determined, as well as their 
distribution across a given area. In Slovakia, the government is in charge of these strategic 
decisions for the whole country. It decides, in which towns and villages the stations should be 
established. The term “station” has an organizational rather than a physical meaning. Currently, 
there are 273 stations distributed in 211 towns, city districts and villages. Large towns have 
multiple stations. Every station is a base for one ambulance.  

At the tactical level, providers of urgent health care decide about precise addresses of those 
stations which they operate. They choose a proper building with a garage for the ambulance 
and a room where the crew waits for the rescue trip. Currently, 12 providers of ground 
emergency service operate in Slovakia. The largest provider is Falck Záchranná a.s. that 
operates 107 stations located mainly in the middle and north-eastern part of the country. If one 
company operates multiple stations in a town, it may decide to locate multiple stations at the 
same address, so the stations share the same building. For example, this is the case of Prešov, 
where Záchranná služba Košice operates 5 stations located at 2 addresses. 

The operational level includes the dispatching of ambulances which is controlled by 
operators in operation centres. 

This paper deals with tactical decisions about location of EMS stations in an urban area. We 
respect the amount of the stations in the area determined at the strategic level but look for their 
best locations inside the town. We do not consider the costs associated with the opening of the 
stations or their relocation from current positions. Instead, we adopt a patient’s point of view 
and concentrate on the only optimization criterion that reduces the response time as much as 
possible. 

193



We propose a new approach to modelling demand for emergency medical service in an 
urban area. We aggregate private residences in a street to one demand point and use such 
aggregated demand as the input for the weighted Q-coverage p-median model to optimize the 
locations of the stations. We use computer simulation to evaluate the proposed and current 
locations. 

 
2 MODELLING DEMAND  
 
In the literature on ambulance location, the demand for EMS is usually derived from the 
number of inhabitants [6, 8] or from historical data on EMS calls [1, 3, 7, 9]. The number of 
demand points may be quite large since every private residence may be a demand point. It is 
impossible to include every demand point in the location model. That is why various levels of 
aggregation are applied. Spatial distribution of demand is modelled either by using city zones 
[6], census areas [7], or by covering the urban area by a grid [1, 3, 8, 9], and aggregating the 
demand in the zone to its centroid. We propose a new approach to modelling the spatial 
distribution of demand. Thanks to open data provided by the local administration in the city of 
Prešov [https://egov.presov.sk/], we have the number of inhabitants in every street in the town. 
That is why we can use the centre of the street as an aggregated demand point. The volume of 
the demand is the number of inhabitants living in the particular street. 

The street is represented by its centre. To calculate the centre of the street, first we need to 
determine the centroid (geometric centre) of the street. The centroid of the street is the 
arithmetic mean position of the extreme points of the polylines that form the street, i.e., it is a 
centroid of the envelope covering the street. The centre of the street is then the point in the 
polylines that is the nearest to the centroid (Fig. 1).  

 
3 LOCATION MODEL  
 
One of frequently used ambulance location models is the weighted p-median model that seeks 
for the optimal location of p facilities to minimize a demand-weighted time to access the 
population residing at the nodes of the network. We use a modified version of the basic model, 
which requires the assignment of a demand point to multiple facilities. Let us describe the 
model in a more formal way. 

Street centres form the set I of aggregated demand points. The demand in point i denoted 
by bi is the number of people living in street i. Street centres are also candidate locations, where 
ambulance stations can be placed. Further, tij stands for the shortest travel time of an ambulance 
from node i  I to node j  J of the underlying street network. The weighted p-median problem 
is to locate exactly p stations in points from the set I in order to minimize the total travel time 
needed to reach all potential patients. The amount of stations p is defined at the strategic level.  

The decision on opening a station in candidate location i  I is modelled by a binary variable 
yi. The value yi = 1 indicates that a station will be opened in point i. Furthermore, we need to 
decide which stations will serve every street. In order to cope with possible unavailability of 
the nearest ambulance in the moment when it is needed we consider that a street can be served 
from two stations. It means that every street belongs to the catchment area of two stations: the 
nearest and the backup station. The catchment area is created using assignment binary 
variables. If variable xij takes value 1, then street j is in the catchment area of station i. 
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Figure 1: Centroid and centre of the Karpatská street 
 

In general, the problem that requires the assignment of a customer to multiple facilities is called 
the Q-coverage p-median problem [5]. The model can be formulated as follows: 
 
 minimize ij j ij

i I j I

t b x
 

      (1) 

 subject to 
Ii

ijx  Q for j  I (2) 

   ijx   iy  for i  I,  j  I (3) 

   
Ii

iy  p   (4) 

 iij yx ,  {0,1} for i  I,  j  I (5) 
 
The objective function (1) minimizes the total travel time between stations and potential 
patients. This criterion reflects the main objective of the EMS system: to provide pre-hospital 
care as soon as possible. Constraints (2) ensure that every street j will be served and covered 
by exactly Q stations. Constraints (3) ensure that if a street j is assigned to a point i, then a 
station will be opened in the point i. Constraint (4) defines the total number of stations in the 
town. The remaining obligatory constraints (5) specify the definition domains of the variables. 
 
4 RESULTS AND DISCUSSION 
 
With the population of 85 743 (Dec 2018), Prešov is the third largest town in Slovakia. There 
are 356 streets in the town with the population ranging from 0 to 5246. The street network was 
taken from the OpenStreetMap database [https://www.openstreetmap.org], which is a freely 
available source of geographical data. All directional, turn and speed regulations are included 
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within the road network model. For roads without speed limit, average travel speed of 
ambulances with respect to a given road category was applied to calculate the matrix {tij} of 
the shortest travel times between street centres. Even if the p-median problem is NP-hard, the 
properties of a real road network [2] enable to solve the practical-size instances exactly in a 
very short time. We solved the Q-coverage p-median location model using the general solver 
Xpress-MP running on a personal computer equipped with the Intel Core i7 processor with 
1.60 GHz and 8 GB RAM. The computational time was about 20 sec for both values of Q.  

The locations of the stations proposed by the model with parameters Q = 1 and Q = 2 are 
displayed in Fig. 2, together with the current locations. The positions of two stations are the 
same for both parameter values. In general, the stations in the basic p-median model (with Q = 
1) are more dispersed across the town area than the stations with backup coverage. 

 

 
Figure 2: Current and optimal locations of stations in Prešov 

 
The proposed and current sets of locations were evaluated using a computer simulation model 
described in [4]. The agent-based simulation model was implemented in AnyLogic simulation 
software and calibrated using a sample of EMS trips provided us by Falck Záchranná a.s. 

Computer simulation enables to estimate the impact of the proposed changes in the current 
system. The main performance indicators evaluated by simulation are the following: 

1. average response time, since it has been monitored by the Operation Centre of the 
EMS of the Slovak Republic; 

2. percentage of calls responded to within 15 min, because a 15-minute response time 
is regarded as standard in Slovakia; 

3. average response time for highest priority calls and percentage of these calls 
responded to within 8 min. 
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The results of the simulation study for the city of Prešov are in Table 1. Major performance 
indicators are compared for the current ambulance locations and the optimized locations of 5 
ambulances. The best values of individual indicators are displayed in bold. 

 
Table 1: Quality indicators for different ambulance locations in the city of Prešov 

 
Indicator Current 

locations 
p-median 

Q = 1 
p-median 

Q = 2 
Average response time [min] 6:07 5:31 5:30 
% of calls responded to within 15 min 95.1 95.2 95.0 
Average response time for highest priority calls [min] 5:53 4:59 4:59 
% of highest priority calls responded to within 8 min 88.6 89.8 90.1 
  

As can be seen, the p-median model results in better accessibility of EMS. The average 
response time for all patients is reduced by about half a minute in both models. The average 
response time for the most critical patients is reduced even more by almost one minute. It is a 
significant improvement because one minute can decide about life of critical patients who are 
in life-threatening conditions. The amount of highest priority calls responded to within the time 
threshold of 8 minutes is increased in both modes. The 15-minute coverage is improved only 
in the basic p-median model. The 2-coverage p-median model outperforms the simple p-
median model in two of four indicators. However, it is not possible to decide which of the two 
models is better considering only the town itself because the distribution of the stations in the 
town also affects surrounding villages. That is why it is reasonable to inspect the impact of the 
new station locations on the whole region.  

Prešov Region is one of the eight Slovak administrative regions. It is located in the north-
eastern part of the country. The city of Prešov is its administrative centre. Table 2 presents the 
impact of optimization of ambulance locations in Prešov on EMS provision in the Prešov 
Region. We can observe the improvement also at the regional level, although the changes are 
not so conspicuous compared to the city level. The simple p-median model outperforms the 2-
coverage model in all indicators. So we can draw the conclusion that ensuring a backup 
ambulance does not improve the overall quality of the service.  

 
Table 2: Quality indicators in the Prešov Region 

 

Indicator Current 
locations 

p-median 
Q = 1 

p-median 
Q = 2 

Average response time [min] 11:34 11:26 11:27 
% of calls responded to within 15 min 75.0 75.3 75.2 
Average response time for highest priority calls [min] 11:21 11:15 11:18 
% of highest priority calls responded to within 8 min 40.6 41.0 40.8 

 
5 CONCLUSIONS  
 
The paper presents a new approach to modelling demand for EMS in an urban area. In the 
model, aggregated demand points are individual streets and demand volume is the population 
in the street. Such detailed demand model has not been presented in the literature yet. It serves 
as an input to the Q-coverage p-median location model which seeks better distribution of 
ambulance stations across an urban area. A case study of the city of Prešov proves that a 
significant improvement of the service quality can be achieved by optimization. Better station 
locations in the city influence the EMS provision also in neighbouring villages. From a regional 
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point of view follows that ensuring a backup ambulance to serve each demand point does not 
bring a desirable effect. We recommend to optimize the ambulance locations using the classic 
p-median model where each customer is assigned to exactly one service centre. 
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Abstract: Chronic stress in humans can substantially impair functioning of organizations. As stress can 
spread through social networks, psychosocial interventions targeted at the most contagious people can 
efficiently improve organizational functioning. On the example of employees working in healthcare 
institutions, we show how optimization methods based on network science can guide efficient decisions 
to minimize human stress.  
 

Keywords: human stress, social networks, network science, social contagion, infection model  
 
1 INTRODUCTION  

 
There are good reasons why stress is sometimes dubbed a silent killer; often, we are not aware 
of its harmful effects until it is too late. From debilitating depression to potentially fatal 
cardiovascular disorders, it seems like harmful effects of stress have no boundaries. Stress has 
even been implicated as a causal factor in cancer [3]. In this day and age, it is difficult to avoid 
stressful situations. We are in daily contact with stressors emerging from the environment (e.g., 
noise), our habits and behaviour (e.g., sleep deprivation), and the social domain (e.g., stress in 
the workplace). 

Among the myriad of possible instigators of stress, we argue that social factors can be 
particularly risky. Social connections have been crucial for survival throughout the human 
(evolutionary) history and relationships within our families, friendships, schools, and 
companies are at the centre of our everyday life. It comes as no surprise that people are 
remarkably sensitive to social affairs; up to a point that the emotions and behaviours of one 
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person can directly trigger similar emotions and behaviours in others [6]. While both positive 
and negative emotions and behaviours can spread, humans have quicker and stronger reactions 
towards negative stimuli. Because stress is manifested in increased unpleasant emotions (e.g., 
anger) and inappropriate behavioural tendencies (e.g., hostility) [9], it can spread through 
social interactions and decrease overall human wellbeing in any social system, including work 
organizations. 

From the perspective of an organization, mitigating human stress typically means deploying 
a psychosocial intervention, such as a stress management workshop. While this approach is 
reasonable, companies might be reluctant to cover sizeable costs needed to provide the 
intervention to all employees. Even if that is not the case, their money might be better spent in 
providing in-depth interventions for a selected group of people instead of addressing all 
employees superficially. Considerably decreasing stress levels in the most contagious 
employees may mitigate stress in the entire personnel to a greater extent than slightly reducing 
stress in all employees. 

Employees that will spread stress-related emotions and behaviours more readily than others 
will generally have more social connections and experience greater levels of stress (e.g., certain 
managers). Psychosocial interventions aimed directly at them might be the most efficient 
approach to improve the overall well-being in the workplace. Network science is an efficient 
tool to model the structure and the connections between any group of entities, such as 
companies, groups, or individuals. With this, it serves as a basis to model the infection process, 
in our case, the spreading of stress between people. The objective of the paper is to show how 
optimization methods based on network science can improve the human environment. We will 
demonstrate this by running network infection simulations that can provide the information on 
the most efficient targets (people) for stress-reducing interventions.  
  
2 METHOD  
 
We collected data on stress and wellbeing of nursing home personnel. The data was used to 
create a network representing connections between employees, employee stress levels, and the 
probability of stress levels to spread among employees. To model the spread of the stress 
between the employees, we used the Generalized Independent Cascade model in which the 
connection strength and the initial stress level of each employee can be simulated [1]. The most 
emotionally contagious employee set (and consequently the most suitable targets for stress-
reducing interventions) can be computed by infection maximization [7], where the objective 
function minimizes the global stress level of the network. The detailed procedure is presented 
below.  
 
2.1 Data collection and transformation  
 
414 employees from 14 nursing homes in Norway completed the survey collecting 
demographic data, work-related information (e.g., working hours, shift work), and levels of 
stress and well-being. From the data, we created a network with the nodes representing 
employees and their overall stress levels. (Stress levels were rescaled to values between 0 and 
0.8.) Connections (i.e., edges) between them were assigned if 1) they were employed at the 
same nursing home, 2) had the same occupation (e.g., nurse), and 3) the age difference between 
them was not greater than 20 years. Edge weights were higher when employees were closer in 
age, had matching work shifts, and worked more hours overall. (The edge weights were 
rescaled to values between 0 and 0.6). Employees with the missing relevant data were excluded 
from the study. The resulting network had 289 nodes and 731 edges. 
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2.2 Infection Model 
 
The basic idea of infection models is to simulate the spread of a virus, information, or any other 
entity in a network. The concept was proposed by Domingos and Richardson [4] and by 
Granovetter [5]. Originally, it was used to improve the efficiency of viral marketing. The 
mathematical model of the problem was later introduced to networks by Kempe et. al. [7, 8]. 
In the Independent Cascade Model, the strength of the connections is given by probabilities 
between 𝟎 and 𝟏, expressing the chance of the infection or the effect spreading across the 
connection.  

To define the model, let 𝑮(𝑽, 𝑬) be the network, where 𝑽 is the set of the nodes and 𝑬 
describes the set of the edges. Let 𝟎 ≤ 𝒑𝒗𝟏,𝒗𝟐

≤ 𝟎 be the edge probability between 𝒗𝟏 and 𝒗𝟐, 
where 𝒗𝟏, 𝒗𝟐 ∈ 𝑽.  To represent employee connections and stress spreading in the workplace, 
we used an extended Generalized Independent Cascade model [1]. The model defines 
probabilities on the nodes, so we define 𝟎 ≤ 𝒔𝒗 ≤ 𝟏 as the stress level of the node 𝒗. Described 
from the real-life viewpoint, the probability on the node states the chance of a person becoming 
infectious and spreading stress to other individuals. 

If the network is given with the edge and node probabilities, let 𝒇𝒗 be the final infection of 
the node 𝒗 and the expected value 𝝈(𝑽) the sum of the final infection for each node. The final 
infection of the given 𝑽 graph was computed by the Edge Simulation [1]. Chen et. al. [2] have 
proven that the simulation process is P#-complete, but the simulation can reach any precision 
level [7]. The code of the simulation was changed in the following way. 

Algorithm 1: Edge Simulation in Generalized Independent Cascade 

1: 𝐈𝐧𝐩𝐮𝐭: G network, sample size k 

2: j = 0 

3: 𝐟𝐨𝐫 𝐚𝐥𝐥 v ∈  V ∶  fv =  0 

4: 𝐰𝐡𝐢𝐥𝐞 j <  k 

5:    𝐟𝐨𝐫 𝐚𝐥𝐥 e ∈  E ∶ set the state of the edge to active or passive based on pe 

6:    s=1 

7:    𝐌𝐨𝐝𝐢𝐟𝐢𝐞𝐝 𝐃𝐅𝐒 from all 𝑣 ∈ 𝑉 

8:       s = s(1 − pu) where pu is the stress level of the u visited node 

9:    𝑓𝑣 = 𝑓𝑣 + 1 − 𝑠 

10:    𝑗 = 𝑗 + 1 

11: 𝐞𝐧𝐝 𝐰𝐡𝐢𝐥𝐞 

12: 𝒇𝒐𝒓 𝒂𝒍𝒍 𝑣 ∈ 𝑉: 𝑓𝑣 =
𝑓𝑣

𝑘
 

The simulation was used to compute the final stress level in one scenario. To choose the 
employees for the intervention, let 𝒔𝒗

𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏 be the stress level of the node 𝒗 after the stress-
reducing intervention. If the stress of the person is decreased, we can rerun the simulation with 
the new stress levels, and the global infection of the network (and the overall stress levels) will 
also be decreased. In the case of a stress-reducing intervention, the model will decrease the 
stress level of a chosen employee and their local neighborhood, since this person will now have 
a lower probability to spread stress. If 𝝈(𝑽) is the expected value of the reference simulation 
and 𝑰 is the set of the targeted employees, let 𝝈(𝑽)𝑰 be the expected final infection value of the 
simulation in which the initial stress levels of the employees in the set 𝑰 are changed from 𝒔 to 
𝒔𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏. 

In the infection maximization problem, the main objective is to maximize the spread with 
an initial infector set. The original infection maximization problem was published by Kempe 
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et. al [7], where they have proven the NP-hardness of the problem. The most efficient method 
to maximize the spread through a network is a greedy method, which can give 63% of the 
optimum in any case. The objective function maximizes the difference between the expected 
value of the initial reference simulation and in every iteration chooses the employee that 
minimizes the global stress level of the network (i.e., the employee undergoing a hypothetical 
stress-reducing intervention). A similar maximization problem was proposed in the following 
article [10]. The greedy method is the following: 

Algorithm 2: Greedy Method to minimize the stress level of the employees 

1: 𝐈𝐧𝐩𝐮𝐭: G network 

2: 𝐎𝐮𝐭𝐩𝐮𝐭: Ordering of the employees based on stress reducing potential 

3: 𝐼 = ∅ 

4: 𝐰𝐡𝐢𝐥𝐞 |𝐈| ≠ |V| 

5:    𝐼 = 𝐼 ∪ arg max
𝑣∈𝐺(𝑉)\𝐼

(𝜎(𝑉) − 𝜎(𝑉)
𝐼
) 

From a real-world point of view, the objective function that maximizes the difference 
between the different final infection values will minimize the global stress levels in our 
network. To show the optimal number of the hypothetically treated employees, it’s possible to 
find the threshold where the global stress level will stop decreasing significantly. 
 
3  RESULTS  
 
A sample of the network is presented in Figure 1. Nodes are coloured based on the stress level 
of each employee and the width of the edges increases with the edge weight (i.e., probability 
of emotional (stress) contagion).  
 

 
 

Figure 1: A sample of the network  
 

In the network, we identified employees with the largest emotional contagion potential – 
people whose negative emotions are the most likely to create the largest negative overall impact 
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by spreading to others. Table 1 displays the basic information on the top three most emotionally 
contagious persons. Data on such highly infectious people could be used to ascertain which 
qualities make a person more likely to spread emotions. (Some data have been obfuscated to 
protect the anonymity of respondents; each individual is at least 10-anonymous.)  
 

Table 1: Top 3 most infectious persons (in descending order). 
 

Gender Age Education Field of work 
 

Work hours Work years 

Female 41-50 University or more Healthcare 21-40 0-20 
Female 31-40 High school or less Healthcare 21-40 21-40 
Female 31-40 High school or less Support staff 21-40 21-40 

 
These highly contagious people are the prime targets for stress-reducing interventions; they 

are the people on whose targeted stress-reducing interventions are the most likely to have the 
largest positive overall impact on the entire group of people. In fact, we simulated such an 
intervention and the effect it has on the stress levels of the entire social network. Our 
hypothetical stress-reducing intervention decreased the stress levels of the employees by a 
randomly chosen value ranging between 0-40%. The model included the employees in order 
of their emotional contagion potential; those with the highest potential to impact the entire 
network were considered first. By summing the stress level values of all employees, we 
calculated the overall stress level score of the entire social network. This score was used to 
evaluate the effectiveness of providing hypothetical stress-reducing interventions to different 
numbers of employees.  

Figure 2 shows the overall stress levels (of the entire social network) based on how many 
people received the hypothetical stress-reducing intervention. The x axis displays the number 
of targeted people by the hypothetical intervention, starting with the people that have the largest 
emotional contagion potential (on the left). The y axis represents overall stress levels in the 
entire group of employees (starting with the initial 100% value). As an example, the overall 
stress levels of all employees combined decreased to approximately 50% of the initial state 
when around 200 employees were targeted with the intervention.  

 

 
 

Figure 2: Overall stress levels with the growing number of psychosocial interventions. 
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4 CONCLUSIONS  
 

Decreasing human stress is a challenging task. Due to the scope of the problem, stress-reducing 
approaches will often only scratch the surface; consequently, it is important that they are as 
efficient as possible. One way to increase their efficiency is to direct them at the persons with 
the highest potential for emotional contagion. With this, we can improve the well-being of a 
larger group of people despite targeting only select few. This can be achieved effectively with 
the application of certain network science methods.  
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Abstract:
We develop a novel extended principal-agent model with an internal signal. The model was developed

to ensure quality results in a relationship between a company’s owner (principal) and two co-workers
(leader and follower), whose responsibility is the realization of the project. The relationship is modeled
with a two-level game. At the external level of the game, the principal establishes a contract with the
leader and the follower to motivate their performance. By the internal game, we model the relationship
between the leader and the follower as a two-move game. Interpretations of the conditions given in the
paper may yield employment and project management policies that facilitate high-quality results.

Keywords: Game theory; Nash equilibrium; Principal-agent model; Leader-follower model; Internal

signal.

1 Introduction

A leader and a follower are agents to whom the higher management outsources the task of
project realization. This fits the setting of principal-agent models that study the interaction
between a principal and an agent, or several agents, where the principal outsources work to
the agent [1, 3, 18, 7, 15, 16, 13, 9, 10]. In those models, a contract is offered to the agent,
which can be either accepted or rejected, but not negotiated. In the setting most similar to
ours, an agent who accepts the contract must choose whether to cooperate or to defect. This
choice is agent’s private information. The principal’s challenge is to design a contract that will
motivate the agent to cooperate with the principal’s preferences.

Related topics include using incentive design to demonstrate that a particular prize can
induce two contestants to choose the efficient level of effort in a single contest [14]. A similar,
but more general model was applied in [17] to design and evaluate pay schemes for educators
in elementary and secondary schools, an approach not directly applicable in a company.

Our model analyses the relationship between the principal (company’s owner, director-
general, leader, boss, or employer) and two agents (leader and follower). We name our game
Principal-Leader-Follower Game. The principal’s goal is to ensure, with the payoff in the
agreement, that both agents will deliver good results and will have conducted an excellent
project. To ensure the principal’s goals, we need to identify the payments that will motivate
both agents. Both agents are working on the same project and to ensure high-quality results,
they have to cooperate, which is why we studied the leader-follower interaction in two levels
in the next step. We named it Project-Leader-Follower game with internal signal. In the
first two moves of this game, both players choose to cooperate (C) or defect (D) and in the
last two moves, they each grade the other’s choice with high (HG) or low (LG) grade, thus
producing an internal signal of this choice (Figure 1). We assume that the first move is done
by the leader (denote L), thus assuming the follower’s cooperation does not affect the leader’s
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decision on his cooperation: the leader must prepare a project plan and devote the work on the
project. When the follower (denote F ) decides whether or not to cooperate, he already knows
the leader’s choice.

On a higher level, the Project-Leader-Follower game is embedded into a principal-agent type
interaction, where the principal wants to induce the two agents to cooperate in the process of
project realization and provide the grade as a truthful signal of each other’s cooperation and
work. Note that the principal has no insight into the agents’ private choices regarding the
cooperation, but the two agents do have information to evaluate the other’s choice. In this
context, our results present conditions on relative utilities of the components of the payoff for
the truthful implementation of this signal in the elaborated principal-two agents setting [12]
surrounding the game between the leader and the follower.

We establish sufficient and necessary conditions on these relative values that assure the pure
strategy Nash equilibria of the game to occur precisely in pairs of strategies where both agents
choose to cooperate and justifiably receive a high grade and evaluation. As all pure strategy
Nash equilibria under these conditions have the same outcome, so do all mixed strategy Nash
equilibria, implying a unique stable game-theoretic outcome of the game.

The paper is structured as follows. First, we present the newly developed game and set
it into the context of related work. Then, we present the results of the deductive analysis of
the game to identify the sufficient and necessary conditions on relative contributions of various
utility sources for quality work to be the only equilibrium outcome of the game. We conclude
with a section discussing interpretations of our deductive results into project management
context and some ideas for further research.

2 Principal-Leader-Follower Game

The newly developed model is applicable under standard assumptions of incentive design [13].
In addition: (i) We focus on the interaction between a single leader and follower in a single
project. (ii) We simplify the arbitrary number of choices of elusive effort quality found in other
moral hazard models [8, 13], so both agents have only two choices at each move: first coopera-
tion or defection, and then high or low grade. (iii) At the time follower is evaluating a leader’s
managerial work, the follower is aware of the grade that the leader has given him. (iv) By
definition, cooperation yields high-quality project realization and defection yields low-quality
project realization. Likewise, cooperation yields low payoff for other activities, and defection
yields high payoff for other activities.

Figure 1: Game tree for the Project-Leader-Follower game with internal signal.
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We address the realization of the project and the relationship between the co-workers by
designing the game, analogous to the well-known prisoners’ dilemma used in a similar context
by [4]. We model the leader-follower interaction as a two-player four-move game with com-
plete information. Its outcome is determined in four moves. We focused our analysis on the
relationship between the leader and the follower on the execution of one project, although in
some cases they are involved in more than one project. For the elementary model, we do not
analyze group relationships between followers and their mutual competition or collaboration.
The choice of cooperation is the agent’s private information.

The combinations of agent’s moves result in 16 possible outcomes, as depicted in Figure
1. There are precisely eight distinct pure strategies for the leader: two choices regarding
cooperation and two independent grade levels for each of the two possible follower’s cooperation
choices. The second move distinguishes four types of grading:

• Honest grading (H) gives a high grade for cooperation and a low grade otherwise,

• Lenient grading (L) gives a high grade regardless of cooperation,

• Uniform low grading (U) gives a low grade regardless of cooperation, and finally,

• Mean grading (M) gives a low grade for cooperation and a high grade otherwise.

Contrary to the rather small number of leader’s pure strategies, there are 64 distinct pure
strategies for the follower. As a leader’s payoff does not depend on the follower’s evaluation of
the leader, the follower is completely at liberty, without explicit incentives for either choice in
the evaluation. Relying on the warm glow principle [2], we model the follower’s last move by
the possible characters:

• The warm glow principle inclines a Partially honest follower (PH) to give a good eval-
uation in case that the leader cooperated and has given a fair grade (a grade actually
reflecting the follower’s cooperation).

• A Partially biased follower (PB) is inclined to reflect the received grade: he gives a high
evaluation for a high grade and low for a low grade.

• An Attributive honest follower (AH) strategy models grade attribution theory: the fol-
lower assigns low evaluation when receiving a low grade (attributes failure to others), but
behaves as a partially honest follower when receiving a high grade.

• An Attributive biased follower (AB) assigns a low evaluation after receiving a low grade,
but his evaluation in the case of high grade reflects only the leader’s cooperation choice,
not the grading.

We list all the leader’s strategies as columns and the follower’s strategies as rows of Table 1.
For the leader, we denote the choice of cooperation with C and defection with D. The leader’s
strategy is fully described by adding C or D to the letter corresponding to the leader’s grading
strategy. For the follower, however, we first need to state his cooperation choices for each
cooperation choice of the leader, with two labels, where the first label represents the follower’s
response to the leader’s choice of C and the second one the response to D. Supplementing
this with the two-letter notation for the follower’s evaluation strategy denotes each follower
strategy with four letters.

The payoffs of this game depend on the execution of the project, which is more dependent
on follower’s work, the total payoff from any other activities, and the grade or evaluation
received by each agent. Relations between these payoffs are in practice determined by career
policies and the company’s award policy. Both the leader and the follower need to contribute
their effort to the execution of the project, which improves the quality of the executed project.
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Given the discrete choices of the agents, the 16 outcomes exhibit four different levels of quality
of the executed project - excellent (e), resulting from both agents choosing to cooperate; good
(g), resulting from only the follower cooperating; sufficient (s), resulting from only the leader
cooperating, and insignificant (i), resulting from both agents opting to defect. It is clear that
the utility of excellent quality of the project is highest and the utility of insignificant quality
of the project is lowest. We assume the utility of the good is more than of the sufficient, thus
acknowledging that the project’s quality depends more on the cooperation choice of the follower
than of the leader, who is assumed to hold a more managerial, less content related role. For
the other activities and grade evaluation, we postulate two levels of the utility: there is either
a high amount of other activities (f) or low amount (f ′), and similarly for utility for a high
grade (g) or a low grade (g′).

Table 1: Table of utilities (payoffs) for the Principal-Leader-Follower Game.

Table 1 presents the leader’s strategies as columns and the follower’s strategies as rows. The
outcome of the agents’ strategies appears at the intersection of the corresponding row and
column. The outcomes corresponding to them are colored, marking them as possible Nash
equilibria of the Project-Leader-Follower Game, which can simultaneously occur due to the
many leader-follower pairs it involved. The Nash equilibrium that is particularly favoured is
the outcome I, which we name desired outcome. For each player, we assume the differences
between components for high and low value are strictly positive numbers:

Definition 2.1 Rational assumptions state that for each x ∈ {L,F}, dfx and dgx are strictly
positive numbers and that ex > ox > ux > ix.

We assume that each player’s utility function is the sum of utilities for each of the quantities.
The total utility is set for the pair of moves chosen by the leader and the follower, respectively.
Note that only the differences (dx = x−x′ for x ∈ f, g) between the utilities of discrete choices
play a role in the analysis. We also define the differences deo = e− o, deu = e− u, doi = o− i,
and dui = u− i (with appropriate agent subscripts).

3 Results

We emphasize the Nash equilibrium [as] a self-enforcing agreement, that is, an (implicit or
explicit) agreement that, once reached by the players, does not need any external means of

208



enforcement, because it is in the self-interest of each player to follow the agreement if others do
[11]. Thus, even if a certain behavior is socially unacceptable, rational individuals may enact
it when faced with a choice, thus putting their own self-interest ahead of outcomes desired
by society (the principal in our model). The policies in place at the company and in the
hiring process of the employers affect the relationships between these three components, thus
determining the Nash equilibria of the internal game.

We identify pairs of strategies that yield the principal’s desired outcome. We then use the
approach of mechanism design to deductively identify the award structures of the two players
that are sufficient and necessary conditions for these pairs to be the only Nash equilibria of the
internal game. In Theorem 3.1, we define the sufficient and the necessary conditions for these
pairs to be the only Nash equilibria, hence eliminating any rational desire for other pairs of
strategies to become stable behavior.

Theorem 3.1 If the rational assumptions hold, then the following is true: The pairs of strate-
gies ({C H,C L}, {C ·}) are the only pure strategy Nash equilibria of the Project-Leader-
Follower Game with internal signal, if and only if the following conditions hold:

deoL ≥ dfL; (1)

duiL > dfL + dgL; (2)

deuF > dfF + dgF ; (3)

dfF > doiF + dgF . (4)

The sufficient and necessary conditions for a pair of strategies manifesting the desired outcome
to be a Nash equilibrium can be interpreted as follows:

• for the leader: the difference between the utility for excellent and good project quality is
larger than the difference between utility of a high or low amount of other activities, i.e.
the payoff contribution of cooperation in the presence of cooperating follower is greater
than the contribution of other activities;

• for the follower: the difference between the utility for excellent and sufficient project
quality is larger than the difference between utility of high and low amount of other
activities, i.e. the payoff contribution of cooperation in the presence of cooperating leader
needs to be higher than the contribution of other activities.

4 Conclusions

In the paper, we developed Principal-Leader-Follower Game, a theoretical model of interaction
between an individual principal, an individual leader, and an individual follower aiming to
understand their incentives in the project realization process.

The model represents a novel extension over the currently separate principal-agent and
leader-follower models of effective project management, since it proposes to the principal the
conditions that ensure that the leader and the follower will realize a high-quality project. The
role of the leader is also to mentor the follower, which affects the increase in the follower’s
qualifications and his satisfaction through personal growth.

Analyzing the model, we provide deductive evidence for what experience suggests: moti-
vation stemming directly from quality, not from opinions, is the key factor in providing long
term cooperation, company’s growth, and personal satisfaction.

While the model analyzes the phenomenon under the assumption of leader’s and follower’s
rationality, we are aware that this assumption is strong and known not to hold in several social
contexts [6]. For practical research, hence, we propose to model the relationship between ethical
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and utilitaristic approaches to mechanism design aiming to understand the behavior of agents
who are incentivized for or against their ethical imperatives. The other aspect, neglected by
the rationality assumption of the two agents, is the emotional well-being of the agents. In
this direction, we propose to continue the research by including the emotional aspects of the
two agents into the decision evaluation process. A basis for combining the utility of well-being
has already been developed in [5], and the next step is to evaluate the strategic aspect of the
Principal-Leader-Follower Game in the context of the emotions experienced.
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Abstract: We created a dynamic stochastic model to evaluate the performance of a kidney 
transplantation system with respect to various parameters that include different rates of deceased 
kidneys harvesting, the proportion of patients with a willing living donor and different allocation 
policies used. Our model is applicable in the context of a small country and clearly demonstrates the 
efficiency gains brought about by inclusions of kidney exchange programs. 
 

Keywords: transplantation, waiting list, kidney exchange, stochastic modelling 
 
1 INTRODUCTION 
 
Chronic kidney disease is a world-wide problem. It is estimated that approximately 0,1% of 
the world population suffer from end stage renal disease (ESRD). For ESRD patients, two 
treatment options are available: dialysis or transplantation. The country of the authors has the 
population of about 5.5 million and in 2017 there were around 4 500 patients receiving regular 
dialysis treatment [9]. 

While dialysis  is associated with a low life quality and many undesired side effects, a patient 
after a successful kidney transplantation can lead a practically normal life, apart from life-long 
immunosupressive treatment.  

Transplantation is impossible without  donors. An organ from a deceased donor (DD) can 
be used, but availability of such an organ is very much unpredictable. Patients are listed in a 
transplant waiting list for deceased donors (DDWL) and in each country there is a national 
authority responsible for its management and allocation of kidneys. Further, as it is proved that 
one kidney is perfectly sufficient for life,  a healthy person can donate one of his/her kidneys 
to a patient in need. Moreover, the long term function of kidneys from living donor is 
significantly better comparing to cadaveric kidneys. With the improvement of surgical 
techniques that minimize the risk for a donor, living kidney transplantation has become a 
treatment of choice.  

Table 1 depicts the numbers of patients  registered in the DDWL and the numbers of 
transplantations in Slovakia for the last 10 years [10]. 

 
Table 1: Statistics on the DDWL and transplantations  in Slovakia 

 
 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 

Patients in the DDWL 589 493 478 508 471 504 426 386 377 257 
Transplantations             
deceased donors 153 156 116 130 108 110 165 124 142 135 

living donors 19 7 13 3 10 15 19 19 11 11 
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To prevent graft rejection, some immunological prerequisites have to be fulfilled. First is the 
AB0 blood type compatibility: a donor of blood group 0 can donate to anybody, a donor with 
blood type A only to recipients with blood group A or AB, a B-donor only to B or AB recipients 
and an AB donor only to recipients of the same blood group. The second condition for 
transplantation is negative crossmatch. This test confirms that there are no clinically relevant 
antibodies against donor's HLA antigens in the recipient's serum. Although various 
desensitization protocols allowing transplantation across the blood group and HLA barrier are 
available, they are very expensive and the transplantation results are less favourable for the 
patients. 

The aim of this paper is to model  how the size of the DDWL and waiting times for 
transplantation could evolve under various assumptions. We modelled a stationary patients 
population and  different intensities of deceased donors arrival. Then we assumed a certain 
proportion of patients bringing their willing donors – a genetically or emotional relative. To 
increase the utilization of living donors, we also employed the idea of kidney paired donation 
[2]. The results can help to estimate the influence of various parameters and policies on the 
donation process in a small country. 
 
2 RELATED WORK 
 
There are many scientific papers that analyze the dynamic process of organ donation. We 
would like to draw the reader's attention only to a selection of them.  

Among the first works to use queueing models in connection with DDWL was paper [7] by 
Zenios. The author assumed that there are several classes of patients, several classes of organs, 
and patients reneging due to death. Focusing on randomized organ allocation policies he 
developed closed-form asymptotic expressions for the stationary waiting time, stationary 
waiting time until transplantation, and fraction of patients who receive transplantation for each 
patient class.  

Zenios in [8] considers a question of how to dynamically manage the mix of direct (between 
two incompatible patient-donor pairs) and indirect exchanges (the living donor donates  to 
DDWL and the associated recipient receives a kidney fom a DD – these are assumed to be 
available immediately) to maximize the expected total discounted quality years of the 
candidates in the participating pairs. Direct exchanges are preferable because the candidate 
receives a living-donor organ instead of the inferior cadaveric organ an indirect exchange 
provides. However, the latter involves a shorter waiting. To address this question, Zenios 
developed a double-ended queueing model for a simple exchange system with two types of 
donor-recipient pairs.  The optimal policy takes the form of a two-sided regulator with newly 
arrived pairs enrolling in the exchange system to wait for a direct exchange as long as the 
double-ended queueing process is between the two barriers. 

Stanford et al. [5]  address the 'blood type 0 problem', which means that recipients of blood 
type 0 experience longer waiting times than those of other blood types, partly due to cross-
transplantation of too many 0 organs to compatible donors of other blood types. The authors 
show that AB0 identical transplantation cannot achieve equity either, so they present a model 
for restricted cross-transplantations to achieve comparable waiting times for all blood types. 

The model developed in [1] combines the information of the arrival of patients to the DDWL 
and the process of donation, while the authors assumed that a DD can provide either one or 
two kidneys. The authors used  Bayesian inference and compared the results obtained by the 
modelling with the real evolution of the DDWL in País Valenciá (Spain). 

Segev et al. in [4] followed a cohort of simulated patients through a kidney paired donation 
(KPD) program for several years to predict median waiting times for  various blood types and 
sensitization subgroups of recipients. Their simulations suggest that the most cost-efficient 
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modality for transplanting incompatible patient-donor  pairs is a national kidney paired 
donation program (KPD) utilizing an optimized matching algorithm. In a recent work, Santos 
et al. [3] took  into consideration various policies of KPD programs found in practice 
(incompatible pairs, altruistic donors, and compatible pairs) and various matching policies. 
Their final results show that shorter time intervals between matches lead to higher number of 
effective transplants and to shorter waiting times for patients. Furthermore, the inclusion of 
compatible pairs can lead to greater benefit for 0-blood type patients. 
 
3 MODEL 
 
To start our dynamic model in time zero, we used the data of real patients that were registered 
in the national DDWL on May 18, 2019 in the following structure: the date of registration on 
the DDWL, blood group and the panel reactive antibody (PRA%) level. The number of these 
patients was 278.  

We modelled the arrival of patients and DDs as two independent Poisson processes (see [6]) 
with parameters p and d; the used time unit was one month. Parameter p=153/12 has been 
estimated on the basis of clinical experience. For the flow of DDs we used two different values 
d=108/24 and d=165/24 to capture the most pesimistic as well as the most optimistic scenario 
based on the National Transplant Organization [10] data from the last 10 years. For each 
arriving patient and DD we randomly generated his/her blood group according to the blood 
groups distribution in the Slovak population, taken from [11]. In Slovakia, the most prevalent 
blood group is A with 42 %, then 0  with 32 %, blood groups B and AB correspond to 18 % 
and  8%, respectively. For each arriving patient we also randomly generated the level of his/her 
sensitization. H (high sensitization) patients are those with the PRA level above 80, the other 
patiens are considered to be L (patients with low sensitization). The proportion of H patients 
in our starting sample was 8%, so we used this probability.We generated 50 samples of patients 
flows and each one was paired with one sample of DD flow with a low and one sample of DD 
flow with a high arrival rate as specified above. 

To be able to model living donation,  for each patients arrival sample we also randomly 
generated a willing living donor  for 20% and 40% of arriving patients. The donor’s blood 
group was  generated in the same manner as for patients, and we also randomly generated 
a positive crossmatch of the donor with his/her intended recipient, different probabilities were 
used for H and L patients. 

We allocated DDs  using the FIFO (first-in-first-out) principle. That means that when a 
deceased donor d arrives, we process the patients on the DDWL that have not yet received a 
transplant in the order of their entry date to the DDWL. First we check the blood group 
compatibility of the patient with the arriving donor. If they turn out not to be compatible, we 
do not proceed with transplantation. Otherwise we randomly generate a catch-all variable  
with a uniform distribution in [0,1] interval that captures tissue type compatibility, possible 
cross-match and other immunological and health associated factors in the patient. If  was 
higher than 20 for a H patient and higher than 80 for a L patient then no transplantation is 
possible. The first patient p for whom both tests give green light, is marked as transplanted, 
she/he is remowed from DDWL and we record the time of the arrival of d as the time when p 
was transplanted.  

To assess the influence of various policies on the performance of the kidney transplantation 
system we considered 4 different models.  

Model 1 assumes only DDs and it is described above. 
Model 2 considers living donors in addition to DDs. If a patient p with his/her willing living 

donor d(p) arrives then donation of d(p) to p is attempted in the same manner as with a DD. If 
this is not possible, donor d(p) is lost and patient p is put into DDWL. By contrast, if this 
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donation is not excluded, we assume that it is performed immediately, i.e., the waiting time of 
patient p is 0. 

Model 3 uses the idea of kidney exchange, first suggested by Rapaport in 1986 [2] and now 
a part of kidney transplantation programs in many countries [12]. Incompatible patient-donor 
pair X is kept in the database and they wait for another incompatible patient-donor pair. When 
another such pair Y arrives, kidney exchange is attempted. This means that we check whether 
the donor of pair X can donate to the patient of pair Y and simultaneously whether the donor 
of pair Y can donate to the patient of pair X. If the compatibility tests are positive, paired 
donation is performed at the time of the arrival of the second pair and both patients are removed 
from DDWL. In this model, the patient of  an incompatible pair X is kept in DDWL and he/she 
is considered as a candidate for a cadaveric transplantation in accordance with Model 1 for 
each arriving DD. 

Model 4 evaluates what happens, if patients of incompatible patient-donor pairs are not 
considered for cadaveric transplantation for some time, as is the case in many countries with a 
functioning  kidney paired donation program. We set this time to be 3 months. After that time, 
the incompatible pair still wait for another incompatible pair but the patient is  treated in the 
same way as other patients in DDWL. 
 

 
 

Figure 1: The evolution of the number of patients in the DDWL in time. Left : 108 DDs yearly and 20% 
patients with a LD. Right :165 DDs  yearly and 40% patients with a LD. The green line correspond to DD only, 

the red line to Model  2, the pink line to Model 3 and the blue line to Model 4. 
 
4 RESULTS 
 
We generated 50 samples of patients arrival flows and 50 samples of DD arrival flows with 
two different intensities. We assumed that each DD provides both kidneys for transplantation, 
and we chose  these parameters so as to the obtained the average monthly flows of organs 
correspond to the minimum and maximum number of cadaveric transplantations that were 
performed in the last 10 years. We simulated the evolution of the process in the timespan of 5 
years. Figure 1 depicts the evolution of the DDWL over the considered time span for one of 
the generated samples in the most pesimistic (left) and the most optimistic case (right). 

The number of patients in the generated samples varied from 991 to 1095 and the number 
of DDs between 473 and 605 for d=108/24 and between 715 and 924 for d=165/24. The 
average number of cadaveric transplantations in the former case was 533.48 and in the latter 
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case 834.96 (when no living donation was considered). Living donors contributed on average 
68.14 transplantations which increased to 117.7  with the introduction of KPD (20% patients 
with LD); for 40%  patients with LD these figures are 132.4 and 242.34 respectively. The 
average and median waiting times obtained  in our simulations are given in Tables 2 and 3. 

 
Table 2: Waiting times of patients on the DDWL in the simulations for 108 deceased donors yearly 

 
  20% patients with LD 40% patients with LD 
 DDs only Model 2 Model 3 Model 4 Model 2 Model 3 Model 4 

All patients          
average 41.18 35.85 33.47 33.50 31.78 27.28 27.41 
median 36.60 30.31 27.42 24.41 26.00 21.11 21.26 

L patients 
average 

 
39.13 

 
33.81 

 
33.47 

 
31.61 

 
29.77 

 
25.62 

 
25.75 

median 35.44 25.75 27.07 26.53 25.52 20.84 20.50 
H patients 

average 
 

64.86 
 

60.78 
 

55.90 
 

56.18 
 

57.20 
 

47.46 
 

47.49 
median 43.58 40.87 37.22 38.56 38.57 27.54 26.88 

 
Table 3: Waiting times of patients on the DDWL in the simulations for 165 deceased donors yearly 

 
  20% patients with LD 40% patients with LD 
 DDs only Model 2 Model 3 Model 4 Model 2 Model 3 Model 4 

All patients          
average 25.70 22.71 21.22 21.21 20.46 18.108 18.11 
median 20.27 16.63 14.71 14.65 14.31 11.30 11.21 

L patients 
average 

 
24.30 

 
21.33 

 
19.89 

 
19.88 

 
19.10 

 
16.82 

 
16.83 

median 19.95 16.24 14.53 14.38 14.12 11.02 11.05 
H patients 

average 
 

41.60 
 

38.61 
 

36.40 
 

36.47 
 

36.06 
 

32.64 
 

32.78 
median 23.21 21.00 18.64 18.28 18.99 14.08 13.76 

 
5 DISCUSSION AND CONCLUSION 
 
Besides of medical and logistic issues associated with transplantations that have to be solved, 
there are ethical, religious and legal questions which have to be answered to achieve positive 
attitudes in the society towards transplantations and organ donation. Mathematical modelling 
can help in weighing various pros and cons in that it has the power to visualize  the possible 
outcomes of various scenarios before they have been observed in reality. 

We have presented  a ‘what if’ analysis to see what happens with the evolution of the 
numbers of patients in the waiting list and the waiting times for transplantation if various para-
meters change. Specifically, we considered the average number of deceased donors and  the 
average percentage of patients with living donors. We also estimated the outcomes of various 
allocations policies. 

As  expected,  the increased number of DDs has shortened the waiting time for 
transplantation by almost 40%. Living donors have a great potential in cutting down waiting 
times further: if  there is a shortage of  DDs,  the average waiting time of all patients shrinks 
by almost 6 months if approximately one in 5 patients has a willing living donors. If the number 
of willing living donors doubles, even by astonishing 10 months, which is one quarter of the 
original waiting time. Even in societies when the supply of DDs is sufficient, the average 
waiting time decreases by 2 months in the former case and by more than 5 months in the latter 
(20% decrease). 
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Our simulations also showed  a discouraging phenomenon: less than one half of the wiling 
living donors can be used. Notice that implementing the policy of kidney paired donations  the 
utilization rate increased to 74%-79%. In most countries with a developed KPD program, the 
recipients who register in this program are usually temporarily off  listed from DDWL [12]. 
Our simulations, when one compares  Model 4 to Model 3, show very small increase in the 
number of transplantations and practically no shortening of waiting times, rather its slight 
increase in some cases. 

Notice also the large gap in average as well as median waiting times between highly 
sensitized and  other patients. This calls for a modification of the used allocation policy, that 
was in our case the simple FIFO. In a follow up work we shall try to see the effects of some 
prioritization rules for highly sensitized patients. 
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Abstract: The use of Learning Management Systems (LMS) generates a large amount of data that could, among other 
purposes, be used to uncover hidden processes reflecting student learning behaviour. To gain valuable insights from the 
collected data and activities that occurred in the process, techniques such as data and process mining need to be 
employed. Apart from presenting the advantages of the advanced detection of student behaviour and processes based 
on the data from LMSs, this paper proposes a conceptual model for using the techniques to support the development of 
discrete-event simulation models in an educational environment. Additionally, research and practical challenges for 
successful integration of the presented concepts and techniques are elaborated. 
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1 INTRODUCTION  
 
Studies confirm the potential of educational data analysis to anticipate existing and emerging challenges for 
educational institutions and students, provide a basis for decision-making on limited resources and 
pedagogical models, and propose a structure for improving academic results [8]. Knowledge discovery from 
the databases can result in anticipating student enrolment on a particular course, discovering cheating in an 
online assessment, revealing extreme values in achieved student results, and similar examples, all leading to 
increased quality in educational environments [2]. It is obvious that an increasing amount of data can be 
found in university databases, so the main goal of the educational data mining (EDM) is to use a large 
amount of collected educational data that comes from different sources, in different formats and at different 
levels of detail, in order to better understand the learning process and improve its outcomes [9]. It is 
becoming a common practice that standard e-learning systems such as Moodle have already built-in 
mechanisms for tracking log files for teachers, administrators and students [20]. Furthermore, in exploring 
student behavior in higher education, one research area is specially focused on the analysis of the data logs 
from information systems using tools for process mining [6]. On the other hand, simulation is often used for 
understanding, analyzing and predicting the behavior of complex and large systems. It is used to better 
understand existing systems and to facilitate the design of new systems by predicting their future behavior.  

In the paper, first, an overview of existing literature through the perspective of LMS data analysis, 
educational process mining and discrete-event simulation modeling is provided. Then the results of the LMS 
educational data analysis are presented using the process mining. This is followed by a discussion of the 
potential of using the obtained process models to support simulation modeling. 

 
2 THEORETICAL BACKGROUND 
 
2.1 LMS Data Analysis 
 
LMS supports delivery and management of content, identification, and evaluation of learning objectives, 
communication, and providing all the information needed for learning. Knowledge hidden in educational 
data sets can be extracted with data mining techniques. For example, in an earlier study in order to better 
understand the problem of student dropout, we processed the data available from the higher education 
information system using several methods of data mining: logistic regression, decision trees and neural 
networks [10]. The models were built following the Sample, Explore, Modify, Model, Assess (SEMMA) 
methodology and then compared in order to select the method that best predicts student dropout.  
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A wide range of available educational information that can be analyzed and used to make the best 
decisions about different learning issues highlights learning analytics as a new research area. Recent trends 
in this field are the application of data mining tools and techniques used in large data analytics projects for 
more rational data-driven decision-making in educational contexts [21]. The ability to extract useful patterns 
from educational databases is extremely useful, but one of the limitations of such studies is that they do not 
analyze the offline activities, because a large number of online materials will be printed and used in a paper 
version. In addition, we can expect that a certain number of students will attempt to exploit the system 
failures or applied methodological approaches in an uncontrolled environment. For example, in a study that 
analyzed student behavior in the LMS by focusing on the aspect of online self-assessment, it became 
apparent that students under the conditions of possible multiple attempts to access the test largely opted for 
the method of “trial and error” instead of learning the course content [11]. The results obtained in another 
experimental study [20] are very useful for classifying problems related to students as well as for discovering 
other interesting patterns in the Moodle log data. For example, another study [5] shows several approaches 
for the educational data mining including K-means clustering, multiple regression, and classification, that 
was used to investigate and predict final grades and completion rates. In summation, LMSs archive detailed 
logs of students' activities in e-learning courses and represent a rich-data environment for the use of 
educational data mining methods with many practical implications. 
 
2.2  Educational Process Mining 
 
Educational process mining (EPM) is a relatively new research area within educational data mining (EDM). 
The aim is to make the hidden knowledge explicit using logs collected from educational environments in 
order to analyze and provide a visual representation and better understanding of the educational processes 
[3]. The first type of process mining is a discovery that uses event logs and creates a process model without 
using a priori information. The process algorithm constructs a process model that reflects the behavior 
observed in the event log. Another type of process mining is conformance. In this technique, the existing 
process model is compared with the event log of the same process. Compliance check can be used to check 
whether the actual data are recorded in the logs, according to the model and vice versa. The third type of 
process mining is an enhancement. This technique is used for expanding or improving the existing process 
model using information about the actual process recorded in an event log, with a goal to change or extend 
a priori model [6]. As can be seen, the basic idea of process mining is to detect, track and improve the actual 
processes by extracting knowledge from logs that are automatically collected in various information 
systems. The main goals of process mining in educational environments are [9]: (1) extracting knowledge 
related to educational processes from large event logs, such as process models that tracks key educational 
performance indicators; (2) analysis of educational processes and their compliance with the curriculum; (3) 
improvement of the educational process model; (4) personalization of educational processes through the 
recommendation of the best learning paths depending on students profiles, their preferences or target skills.  

EPM is used in a wide range of educational settings. As the process mining is getting matured, and the 
information becomes more accessible, organizations are becoming more interested in comparative mining 
to understand how processes can be improved. Therefore, there have been suggestions [19] to use process 
cubes as a way to organize event data in a multidimensional data structure tailored toward process mining. 
This allows comparison of different process variants or different case groups. The initial step is usually to 
visualize the students’ behavior using process mining and to determine the probability of their graduation 
[7]. The process mining has been successfully used to detect, track and improve processes, based on the 
information from event logs and other traces. A study [6] provided an insight into the potential of process 
mining techniques in the context of higher education systems such as detection of extreme values in student 
achievements, the anticipation of students’ success, drop-out identification, and detecting students that need 
special attention. There are other examples of using process mining techniques: to monitor and analyze 
learning behaviors based on data from MOOC [15], and similarly to improve the participants’ experience 
in MOOC [18].  
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2.3  From Process Mining to Discrete-Event Simulation Modelling 
 
The framework presented in a recent study [1] integrates process mining techniques into the conceptual 
modeling phase as one of the steps in developing the simulation model. The proposed hybrid framework 
was used in the context of an emergency department in order to determine performance bottlenecks and 
explore possible improvement strategies. The hybrid approach overcomes issues of traditional conceptual 
modeling using process mining techniques in order to reveal valuable process knowledge from the event 
log analysis. Developing conceptual models that use traditional data sources such as expert interviewing is 
definitely the longest stage in the simulation modeling process. However, the use of process mining does 
not necessarily exclude traditional techniques, as the results of the process mining can be verified by experts 
to determine any mistakes or inaccuracies in data sets that were the basis for process mining [1]. Similarly, 
other authors [17] use a combination of process mining techniques to detect control-flow, data, performance 
and process resources based on historical data, and integrate them into a comprehensive simulation model 
presented as a Coloured Petri Network (CPN) to be used for process analysis and performance evaluation 
of different models.  
 
3 FRAMEWORK FOR DISCRETE-EVENT SIMULATION MODELLING  
 
For the purpose of this study, student behavior data was collected at University of Split, Faculty of 
Economics, Business and Tourism from the Moodle LMS. To prove the feasibility of the approach, only a 
segment of collected data from the course “Information Technology” in the academic year 2018/19 was 
used. In the course, students access resources and activities (read texts, watch video materials, complete 
surveys, and so on) in the order and dynamics that best suited them. Selected data from Moodle reports were 
then exported to a .xls file that is appropriate for further analysis in the data and process mining tools.  

Process mining as a technique can be used to analyze all data that consists of sequences of different types 
of activity. Activities that occur by re-engaging different students during the semester in the learning process, 
such as browsing, deleting, modifying, adding content to the Moodle course, were the basis for conducting 
the analysis. In this study, the process begins with enrolling students in the course and continues with 
different activities while students’ progress through the course. For the purpose of the analysis, Disco process 
mining software has been used to detect the patterns of student behavior in the form of process maps. The 
tool enables automatic discovery of a process model based on imported data using an optimized high-speed 
process discovery algorithm (available at https://fluxicon.com/disco). The resulting process maps were 
relatively intuitive and easy to use, while the software enables a dynamic view of the process. Due to a 
sizable report, a large number of process maps that can be generated and the impracticality of displaying 
them within this paper, below only a small sample of the processed data is provided for an arbitrarily selected 
scenario for the first two days of the course “Information Technology” (Figure 1). Notably, it is possible to 
apply numerous algorithms for process mining to visualize the actual students’ behaviors. Disco provides a 
complete set of process metrics for activities and paths, like case frequency, maximum number of 
repetitions, total duration, mean duration, maximum duration, and more.  

The model in Figure 1 shows performance in terms of activity duration and transition between them. In 
this scenario, the relative frequencies for the resources are: System = 50%, File = 20%, Test = 10%, Task = 
10%, Forum = 10%), while for activities “View e-Course - Information Technology” 50% and for the 
remaining five activities 10%. In addition, the software automatically computes statistics for activities, 
resources, context and activity attribute name, for example for activity “View e-course - Information 
Technology”: max repetition = 5, min = 1, median = 1, mean = 1.67, standard dev. = 1.63. 

A detailed list of contexts, activity attribute names, and resources, together with the timestamp for this 
arbitrary case is listed in Table 1. 
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Figure 1: Arbitrarily selected scenario for the first 2 days of accessing the course 

 
Table 1: First 5 activities of arbitrary scenario with resources, date and time associated 

 
The information presented in the process map (Figure 1) and in Table 1 represents input data for the discrete-
event simulation modeling. Table 2 shows descriptive statistics and distribution fit for this segment of 
selected data with a number of accessed activities in the LMS course “Information technology” for the first 
two days of the semester. Attention should be drawn to the fact that the distribution presented here with 
respect to the smaller processing segment and the large variations in the observed data are not statistically 
significant and only serve to indicate the potential of their usage in simulation modeling, as explained in the 
next paragraphs. 
 

Table 2: Input data analysis of the LMS e-course access data  

Context Count  Min       Max  Mean           StD        Distribution Expression 
Instructions  48 1 3 1.26 0.503 Erlang 0.5 + ERLA(0.191, 4) 
Course Guide 147 1 8 1.79 1.22 Exponential   0.5 + EXPO(1.29) 
Infor. Techn.  1404 1 75 6.08 6.99 Weibull  0.5 + WEIB(5.41, 0.942) 
News forum 186 1 13 2.04 1.73 Exponential   0.5 + EXPO(1.54) 
Quiz – Intro. 955 1 121 9.85 21.4 Weibull   0.999 + WEIB(0.354, 0.224) 
 

The diagram in Figure 2 presents a framework for discrete-event simulation modeling supported by data 
and process mining in an educational environment. A brief explanation of the framework is given in the 
paragraphs below. A random number generator is used to generate a random number set. The input model 
is most often determined by the analysis of the Goodness of Fit Tests and is used to transform the set of 
random numbers into a set of input data. This transformation process is called “generating random 
variables”. Data collection procedures should follow standard sampling practices in order to collect data on 
the real system (educational environment) in a representative manner. Input data is used to determine the 
distribution of random input variables (as presented in table 2), but also to create a conceptual and simulation 
model, and finally for validation purposes. Apart from the LMS system data, sources in this example can 
include other databases related to students, manually recorded data, or sampling studies. 

The conceptual model is created based on process discovery results and on some other assumptions 
about the modeled system. However, the conceptual modeling step can be avoided in elementary models 

Context Activity Resource Date Time 
Instructions for Moodle  Module viewed File 09.10.2018 21:46:00 
Information Technology E-course viewed System 09.10.2018 21:46:00 
Course Guide Module viewed File 09.10.2018 21:47:00 
Information Technology E-course viewed System 09.10.2018 21:47:00 
Quiz – Introduction Module viewed Test 09.10.2018 21:47:00 
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and the development of a simulation model can be started directly from the process map. In the next step, 
output data is generated by applying a simulation model to a set of input data, while, statistical analysis is 
performed on the output data, which includes, for example, calculation of the arithmetic mean, median or 
variation and confidence intervals. It is also necessary to conduct a simulation model validation by 
comparing the output data of a simulation model with the output of the real system and the results of the 
process discovery. 

 

 
Figure 2: Framework for discrete-event simulation modeling supported by LMS data and process mining 

 
The list of resources and activities for the simulation entity “student” together with their timestamps, 
descriptive statistics, and distributions that can be used in the phases of the input model development, the 
conceptual and discrete-event simulation model development, as well as in the validation procedure are 
shown in Table 1 and Table 2. The key challenges in this process of connecting several research areas [14] 
are associated to: (1) entity modelling – selection of relevant attributes, types and distribution; (2) activities 
modelling – defining activities, mining the duration of activities, determining the conditions of branching, 
defining the discipline of the order and closing events; (3) control flow modelling; (4) resource modelling – 
rules for assigning activities, retrieving a predefined resource schedule, defining unavailability, etc. From all 
of the above, it is evident that input data is a key element of simulation modeling and is used to set simulation 
parameters and variables, from conceptual modeling to final validation of the simulation model. 

 
4 CONCLUSION 

 
Data mining brings about the ability to extract useful patterns from educational databases while process 
mining detects control-flow, data, performance and process resources based on historical data. However, the 
standard process mining and its results are not enough for improving the process in question since there is 
little opportunity for experimentation with parameters, what-if analyses, forecasting, leading to the need for 
simulation modeling and value added by the proposed conceptual model. Despite the potential of processes 
mining to support the creation of discrete-event simulation models, there are still many research challenges 
to successfully integrate these two areas. It is also necessary to add that the use of learning analytics and 
process mining on educational data opens up numerous ethical, legal and security issues [16].  
By implementing the proposed conceptual framework using a larger dataset. It would be possible to 
generalize and extrapolate the results for a specific group or generation of students for the purpose of analysis 
and predicting of students’ success, drop-out identification, and detecting students that need special attention. 
The limitation of this paper is certainly the simplification of the process discovery step by presenting only 
one learning scenario based on Moodle LMS data. Concerning future research, it would be particularly 
interesting to operationalize the presented conceptual model and even explore the possibilities of using 
process mining in some other contexts. Bearing in mind the findings [21] highlighting the potential of 
integrating learning analytics with smart education and smart library services in the context of emerging 
concepts such as smart cities, the potential of using process mining as a support to simulation modelling will 
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certainly become increasingly significant, especially in the context of big data and the growing need for data-
driven decision making. At the moment, the most important area for the use of discrete-event simulation in 
the context of smart cities is mobility [12], however, it is to be expected that other data-rich and smart 
environments (like healthcare, security, water, waste, education) will become more suitable cases for 
application of process mining coupled with discrete-event simulation modeling.  
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Abstract: Transformations between spatial coordinate systems have become more important due to the 
utilization of different sensors in several practical solutions. In geodesy, transformations are essential 
in maintaining the connection between elderly local and modern global positioning, which is based on 
global navigation satellite systems (GNSS). In this study, the performance of transformation by particle 
swarm optimization (PSO) is presented and analyzed according to the – in geodesy – traditional least 
squares adjustment (LSA). The aim is to propose a different solution in setting the connections between 
several coordinate systems/geodetic datums. For this, local coordinates were gained from topographies 
in non-geocentric coordinate system, while the global coordinates were determined by the use of GNSS. 
Simulation results show a good agreement of the adopted PSO with the traditional LSA. Thus, PSO 
gives promising results for further use in geodetic datum transformation. 
 

Keywords: transformation, geodetic coordinate system/geodetic datum, GNSS, particle swarm 
optimization (PSO), least squares adjustment (LSA) 

 
1 INTRODUCTION  
 
The issue of coordinate transformations from local non-geocentric to the global geocentric 
coordinate system and vice versa is a crucial geodetic dilemma worldwide. The problem has 
become more advent due to the utilization of GNSS (Global Navigation Satellite System) in 
geodetic applications. Since previously used local geodetic reference networks contain in-
homogeneities [10], the use of regional transformation parameters is not always an optimal 
solution. For the specific geodetic tasks, for example, cadaster surveying, it is necessary to 
present local transformation models.  

Local transformation can be established by the use of common points with coordinates in 
both coordinate systems/geodetic datums. In geodesy, the similarity datum transformations are 
the most commonly used models in setting the relation between two coordinate systems [15]. 
Usually, redundant points are required for the best transformation model of the area under the 
consideration. However, it is not always the case that more common points yield to better 
results. This comes from the fact that unknown irregularities and biases in the terrestrial 
networks, established prior the GNSS use, exist [10]. 

Traditionally, local transformation parameters are determined by least squares adjustment 
[8]. Determination of unknown parameters follows the minimization of the error cost function. 
In this, the objective function presents the basis in setting optimal parameters. Most of the 
optimization techniques for non-linear problems follow two basic concepts. The first is an 
expansion of a non-linear model as a Taylor-series, further use of the linearized model around 
approximate values and iterations to reach the final goal. The second one is based on a gradient 
steepest descent method. However, some other optimization methods exist as well. El-Habiby 
et al. [7] presented several non-linear least squares optimizations and claimed that they differ 
in their effectiveness of solving the specific tasks.  

The main objective of current research can be stated as follows: the investigation and testing 
the metaheuristic algorithm of particle swarm optimization to acquire transformation model 
between geocentric and non-geocentric geodetic datums when redundant common points are 
available. The second objective is the evaluation of the proposed method according to the least 
squares adjustment results. 
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2 METHODOLOGY 
 
2.1 An overview of geodetic datum transformations 

There are several classes of transformations, namely Euclidean, affine, projective, similarity 
and polynomial, which can be used in geodetic applications. Each of them contains specific 
characteristics. The Euclidean transformations do not change the length of the measures and 
preserve the shape of a geometric object. Affine transformations preserve collinearity and 
ratios of distances. The main difference between Euclidean and affine transformation comes 
from the fact, that all the Euclidean spaces are affine, but affine spaces can be also non-
Euclidean [16]. Projective transformations are widely used in remote sensing and geographic 
information systems. They follow the rule that certain characteristics (for example collinearity, 
concurrency, tangency, and incidence) remain invariant after transformations [2]. 

Several classical similarity transformations, for example, Bursa-Wolf, Molodensky- 
Badekas and Veis, which are based on the only one set of rotations, are suitable for 3D geodetic 
datum transformations [4]. Transformation models differ in operation, however, they all should 
lead to the same transformed coordinates. The Molodensky–Badekas uses a centroid, but the 
Bursa-Wolf does not. The Bursa–Wolf model is more popular due to its simplicity, but the 
Molodensky–Badekas transformation is according to Dawod and Alnagar [3] often superior to 
the Bursa-Wolf. This was confirmed also by Kutoglu et al. [11], who showed that the 
mathematical model of the Bursa-Wolf causes high correlations between transformation 
parameters, hence the Molodensky-Badekas model determines the translations better. More 
complicated models, like Vanicek-Wells or Krakiwsky-Thompson, follow more than one set of 
rotations [16]. Consequently, they result in non-unique solutions, which come from the errors 
and biases in the terrestrial networks. This is the main reason that they are often not used as 
much as others. Due to the distortions, non-geocentric terrestrial models often do not contain 
a uniform accuracy. Even more, coordinates of points in the local national coordinate systems 
do not contain global accuracy. Consequently, it is sometimes beneficial to present more 
complex transformations techniques in the datum transformations, for example, stepwise 
multiple regression, already presented by Dawod and Alnagar [3]. 

However, in this study, the Bursa-Wolf model has been used, given by expression [14]: 
 

[
𝑋𝑃

𝑌𝑃

𝑍𝑃

]

𝑔𝑙𝑜𝑏𝑎𝑙
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Δ𝑌
Δ𝑍

] + (1 + 𝑘) ∙ [
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𝜔𝑦 −𝜔𝑥 1
] ∙ [

𝑋𝑃

𝑌𝑃

𝑍𝑃

]

𝑙𝑜𝑐𝑎𝑙

 
(1) 

 
with seven unknowns, namely: translations Δ𝑋, Δ𝑌 and Δ𝑍, the difference in scale 𝑘 and three 
rotation angles 𝜔𝑥, 𝜔𝑦, 𝜔𝑧, where the coordinates of the point P in global and local coordinate 
systems are recognized as known. In this mathematical expression, the three-step product of 
rotational matrices is presented only by the matrix 𝑅 (the only matrix in the Eq. 1) and is due 
to small rotation angles simplified with the above form. 
 
2.2 Least squares adjustment 
 
The similarity transformation model can be described through a set of continuous and/or 
discrete vectors of unknowns Δ. Let Δ0 contain a priori values of unknowns, and let Σ𝑙𝑙 be the 
corresponding variance-covariance matrix of observations (in this case coordinates in a local 
coordinate system) in the vector 𝑙. From Σ𝑙𝑙 and a priori reference variance 𝜎0

2 (in the first 
iteration process) matrix of weights 𝑃 can be defined as 𝑃 = 𝜎0

2Σ𝑙𝑙
−1. A physical theory 

imposes a non-linear relationship of the form 𝑓(Δ) = 0 on the possible values of Δ, where 𝑓() 
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can be any non-linear differentiable operator acting on Δ. The least squares adjustment is stated 
as searching the vector Δ̂ as well as the vector of observation residuals 𝑣, which is based on the 
minimization of the quadratic form 𝑣𝑇𝑃𝑣. The adjustment follows the linearized equations, 
given in the vector-matrix form [12]: 
 

𝑣 + 𝐵 ∙ Δ = f, (2) 
 
where the matrix 𝐵 contains first order partial derivatives of the nonlinear operator 𝑓() and the 
vector f contains differences between definitive and approximate function values. Since the 
linearization, the non-linear problem has to be solved iteratively: 

 
Δ̂ = (𝐵𝑇𝑃𝐵)−1(𝐵𝑇𝑃f) 

𝑣 = f − 𝐵 ∙ Δ̂ and 𝑙 = 𝑙 + 𝑣. 
 

(3) 

When the number of common points is not less than three points, the optimal probability values 
of seven transformation parameters can be obtained by least squares adjustment. Hereinafter, 
a different approach of particle swarm optimization will be presented, which does not need to 
linearize the non-linear equations. 
 
2.3 Particle swarm optimization 
 
Eberhard and Kennedy proposed the particle swarm optimization in 1995 [6]. The algorithm is 
inspired by social behavior and dynamics of bird flocking, fish schooling, and swarm theory, 
where a population of the individuals adapt their behavior to the environment according to the 
rule of survival. The initialization follows a population of random solutions, called particles, 
and searches for optima by updating generations. Particles as potential solutions fly through 
the problem space by following the previous optimum particles. In the search process, they 
have a tendency to fly towards the gradually better search area.  

Particle swarm optimizer is insensitive to scaling of design variables, derivative free, and 
follows simple implementation based on a few parameters.  It is not always the case that PSO 
is successful in finding the global minimum, but it does a great job in high dimensional, non-
convex, non-continuous environments [13], [14].  

The original PSO algorithm can be described as follows. In PSO, each point is called a 
particle. For the 𝑁-dimensional search space, the 𝑖𝑡ℎ swarm particle is represented by the 
column vector, 𝑥𝑖 = [𝑥𝑖,1 𝑥𝑖,2 … 𝑥𝑖,𝑛 ]𝑇 , 𝑖 = 1, 2, … , 𝑁𝑝𝑎𝑟𝑡, where 𝑁𝑝𝑎𝑟𝑡 stands for the 
number of particles, usually defined by the user. This particular particle contains the velocity, 
represented by the 𝑁-dimensional vector 𝑣𝑖 = [𝑣𝑖,1 𝑣𝑖,2 … 𝑣𝑖,𝑛 ]𝑇. At each iteration step, 
indexed by 𝑡 = 0, 1, …, the fitness function 𝑓(𝑥) (i.e. a function that is under the consideration 
in the optimization process) is evaluated in the current particle position. The particles move in 
a loop according to special rules. Let 𝑥𝑖(𝑡) denote the position of the 𝑖𝑡ℎ swarm particle at the 
𝑡𝑡ℎ iteration.  Each specific particle is a record of position, where the best fitness value is found 
previously. Such a location is denoted as 𝑝𝑖(𝑡) and is called “particle best” (pbest): 

 
𝑓(𝑝𝑖(𝑡)) = min

𝑗=𝑡,𝑡−1,…,0
𝑓(𝑥𝑖(𝑡)). (4) 

  
The vector 𝑝𝑖(𝑡) = [𝑝𝑖,1(𝑡) 𝑝𝑖,2(𝑡) … 𝑝𝑖,𝑛(𝑡) ]𝑇 contains previously best visited positions 
of the 𝑖𝑡ℎ particle. Best fitness result found in the history is called “global best”, 𝑔(𝑡), and is 
evaluated by the fitness function as: 
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𝑓(𝑔(𝑡)) = min
𝑗=1,2,...,,𝑁𝑝𝑎𝑟𝑡

𝑓 (𝑝𝑗(𝑡)) . (5) 

 
The particle, whose current “particle best” is also “global best” of the swarm wins and is 
denoted as “best particle” in the swarm. The next value in the iteration step 𝑥𝑖(𝑡 + 1) is 
acquired from 𝑥𝑖(𝑡), 𝑝𝑖(𝑡) and 𝑔(𝑡) as follows: 
 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡) 
𝑣𝑖(𝑡 + 1) = 𝑣𝑖(𝑡) + 𝑐1 ∙ 𝑟1( ) ∙ (𝑝𝑖(𝑡) − 𝑥𝑖(𝑡)) + 𝑐2 ∙ 𝑟2( ) ∙ (𝑔(𝑡) − 𝑥𝑖(𝑡)). 

(6) 

 
In the Eq. 6, 𝑐1 and 𝑐2 are constants, also known as cognitive and social scaling parameters. 
The second and the third term in the equation for the velocity represent accelerations, which 
change the velocity randomly. 𝑟1( ) and 𝑟2( ) are diagonal matrices with random numbers 
drawn from a uniform distribution. Another constant, the user defined maximum 
velocity 𝑣𝑚𝑎𝑥, controls the global exploration ability of the swarm. 

A step forward from the traditional PSO algorithm is the presentation of the inertia weight 
coefficient, which is even more successful in global minimum finding comparing to the 
traditional PSO [6]. The motivation to introduce the inertia weight coefficient is the elimination 
of user-defined coefficient 𝑣𝑚𝑎𝑥. Moreover, inertia weight significantly fastens the 
convergence and has a prominent role in balancing the search through the cases that tend to 
have a critical success of an optimization. The modified equation for velocity follows the form 
[12]:  

 

𝑣𝑖(𝑡 + 1) = 𝑤 ∙ 𝑣𝑖(𝑡) + 𝑐1 ∙ 𝑟1( )  ∙ (𝑝𝑖(𝑡) − 𝑥𝑖(𝑡)) + 𝑐2 ∙ 𝑟2( ) ∙ (𝑔(𝑡) − 𝑥𝑖(𝑡)).              (7) 
 

In such representation, the weight 𝑤 controls the velocity. Shi and Eberhart [13] proposed a 
constant value of inertia weight and showed the benefits of its use in global optimization by 
reducing the number of iterations. They claimed that a large inertia weight allows better global 
search, while the small inertia weight allows a local minima finding.  

The original procedure for implementing the PSO is as follows [14]: 
1. initialization of a population of particles with random positions and velocities in the 

problem space; 
2. evaluation of the desired fitness function (in this particular case Eq. 1) for each particle; 
3. comparison of particle’s fitness evaluation with its pbest. If the value is better than 

pbest, then the set pbest will be equal to the current value, and previously best visited 
position 𝑝𝑖(𝑡) will be equal to the current location 𝑥𝑖(𝑡); 

4. identification of the particle in the neighborhood with the best success in history, and 
assignment its index to the variable “global best”, 𝑔(𝑡); 

5. change the position of the particle according to Eq. 6 and velocity according to Eq. 7; 
6. loop to step 2 until a criterion (a good fitness function or a maximum number of 

iterations) is met. 
 

3 DATA AND RESULTS 
 

For this study, local coordinates were gained from the topographies of points in the previously 
used non-geocentric Slovenian coordinate system. GNSS carrier-phase positioning was used 
to determine global coordinates (Table 1).  
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Table 1: Coordinates in two coordinate systems, D48/GK and D96/TM. 
 

 Non-geocentric national coordinate system 
D48/GK 

Geocentric national coordinate system 
ETRS89 (D96/TM) 

Point 𝑦𝐺𝐾  [m] 𝑥𝐺𝐾  [m] H [m] e [m] n [m] h [m] 
 1  461,849.93 99,989.22 339.46 461,478.88 100,475.72 385.88 
 2  459,984.02 99,868.19 340.50 459,613.03 100,354.67 386.94 
 3  459,937.19 101,340.75 425.80 459,566.22 101,827.28 472.23 
 4  461,403.90 99,880.86 291.83 461,032.91 100,367.32 338.30 
5  461,159.60 100,963.57 301.04 460,788.62 101,450.02 347.33 
6  460,699.53 100,536.99 294.99 460,329.10 101,023.32 341.34 
7  460,619.60 100,413.60 295.00 460,248.61 100,900.06 341.48 
8  460,919.91 101,001.67 300.441 460,548.98 101,488.10 346.86 
9  461,137.50 100,197.46 292.95 460,766.68 100,683.87 339.30 

10  460,870.72 100,438.41 294.28 460,499.72 100,924.89 340.62 
11  461,284.66 99,750.99 292.55 460,913.66 100,237.43 338.89 

 
For the transformation, data were transformed from both coordinate systems, namely D48/GK 
and D96/TM, into Cartesian coordinates (𝑿, 𝒀, 𝒁). Equations for the Gauβ-Krüger projection 
can be found in [5] and the rest of the equations in [9]. From the available set of data, several 
smaller sets of common points in both coordinate systems were chosen randomly to determine 
parameters of the transformation model.   

To avoid different types of errors in available set of data, affine triangle-based 2D 
transformation [1] was used. Two points, namely 6 and 9, claimed to have gross errors, which 
were probably due to the physically displaced points due to road reconstructions. Those points 
were excluded from further investigation. 

According to the model in the Eq. 1, determination of the Bursa-Wolf coefficients was 
carried out for both algorithms under consideration, namely, LSA and PSO. The performance 
tests were carried out for twelve sample sets with different distribution and number of common 
points. In each determination, the rest of the points, which were not used in parameters’ 
determination, were used for the validation. This study used the RMSE index for each specific 
position component to evaluate the accuracy of each fitted model (Table 2). 

 
Table 2: Validation results according to different number of common-points as well as different points. 

 

 
As can be seen from the results, several centimeters differences between sets of common points 
under consideration exist. From this, we can confirm the problem of distortions in the area 
under consideration. Finally, PSO results show a good agreement to the LSA for this particular 
case.  

 Least Squares Adjustment Particle swarm optimization 
Common points RMSE of e  

[cm] 
RMSE of n 

[cm] 
RMSE of h 

[cm] 
RMSE of e  

[cm] 
RMSE of n 

[cm] 
RMSE of h 

[cm] 
1, 2, 3 3.0 3.8 5.5 3.2 4.5 4.8 
2, 4, 5 2.6 2.7 7.6 2.8 3.0 4.9 
4, 8, 11 2.9 4.4 5.5 3.1 5.0 4.3 
1, 3, 5, 7 3.6 3.6 5.5 3.7 3.7 6.0 
2, 4, 7, 10 5.6 8.6 5.2 5.8 9.0 5.1 
4, 7, 8, 10 9.7 6.6 5.2 9.8 6.5 9.9 
1, 3, 5, 7, 10 3.6 6.7 5.5 3.7 7.2 5.4 
2, 4, 7, 10, 11 4.2 4.5 5.2 4.2 4.7 5.3 
4, 5, 7, 8, 10 7.1 4.6 5.2 7.3 5.2 7.6 
1, 3, 5, 7, 8, 10 2.7 4.6 7.0 3.0 4.6 7.0 
2, 4, 5, 7, 8, 11 2.3 2.8 4.6 2.6 2.8 4.9 
4, 5, 7, 8, 10, 11 7.5 4.4 6.5 7.4 4.5 6.6 
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4 CONCLUSIONS 
 
This paper proposes PSO for the geodetic datum transformation. The PSO results agree with 
the traditional LSA. Since PSO follows simple implementation, which is derivative free, as 
well as execution time is short the fitting process can be rapidly and easily performed, 
However, results depend on the iterations and prior desired values of final goal achievement. 

The experimental analysis shows that PSO is feasible and brings a different aspect of the 
solution of datum transformations with promising results. However, research by using a bigger 
sample size of data might be used in further experiments to check the robustness of the method. 
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Abstract: The most important goal of management in every company is the production process with as 
few as possible deadlocks. And an effective production process can be reached with well-trained 
production specialists. In this contribution, a new strategy on how to train production specialists for 
unique type of production by using digital twin is presented. Also, a specially developed digital twin 
for typical unique type of production is explained and describes the real production process in detail so 
that it enables the observation of responses to the different input data. The main goal of the presented 
strategy covers the training of personnel so that they learn how varied input data reflect in the output 
results. The digital twin at the same time clearly and responsibly indicates the response of the production 
system to the changes in parameter settings.  
 

Keywords: digital twin, unique type of production, simulation, schedule plan, training, virtual factory.  
 
1 INTRODUCTION  
 
Modern manufacturing requires well trained personnel who must respond actively to different 
disturbances in the production process. To achieve this goal, companies should introduce 
modern and innovative tools to train their employees and prepare them as much as possible for 
situations in the manufacturing process where circumstances change and disturbances occur. 
Training should be performed on developed digital twins of production process that enables 
performing different simulations in a dynamic production environment by using computers. 
Traditional training approaches do not enable that sort of upgrading skills.  

Existing research addresses with a number of useful examples [1-4] which are usable for 
training in specialized areas. Also a number of related studies have been made and different 
approaches proposed in other areas with the goal to improve the existing processes.  

Our research work has proven that digital twin (DT) [5-8] is a very useful tool for the 
training of production specialists, usually these are the production process planners. A major 
advantage of the concept is that the digital twin does not consume any material, resources or 
energy – digital twin operate only with data. During the training process, the real production 
process is not interrupted and consequently the equipment is not occupied and cannot be 
damaged.  
 
2 THE BASICS OF DIGITAL TWIN  
 
A digital twin is defined as a virtual representation of a physical product or process, used to 
understand and predict the physical counterpart’s performance characteristics. Digital twins 
are used throughout the product lifecycle to simulate, predict, and optimize the product and 
production system before investing in physical prototypes and resources [7].  
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On the field of production processes the digital twin enables execution of the production or 
schedule plan in a virtual computer environment or, in other words, the performing of the 
production process in a DT [5]. Just like for a real factory, it is considered that one of the most 
important parts in the DT is the resource management.  

In the field of the production processes, research is generally oriented in several specialized 
orientations:  

- scheduling of the production operations in time scale, and that is the most frequently 
addressed issue in practice,  

- improvement of the production process at the level of the performing of operations,  
- studies about reducing the costs and reducing power consumption,  
- some special principles to improve the efficiency of the production process.  

 
For the development of the concepts and models for training, the researchers have been 

focused on the improvement of the production process at the level of the performing of 
operations.  

For both concepts and models of the production processes, logical models were designed in 
the first step, and they were created based on the fundamental principle of the DT (see Fig. 1), 
the theoretical assumptions [3] and the recent results of our research work [5]. DT basically 
consists of two basic parts: a virtual physical subsystem (VPS) and a real information 
subsystem (RIS). The virtual physical subsystem describes the logical dependencies between 
processes, material flow and the flow of resources in the production system [5]. For the real 
information subsystem, the existing information system of the production system is taken into 
account where the data flow is controlled by the integral information system. So the RIS covers 
the appropriate data structure that is needed to control the physical part of the DT. Relevant 
connections are established between the VPS and RIS to ensure the correct functioning of the 
DT.  

 

 
 

Figure 1: The basic principle of the digital twin.  
 

Then, computer simulation models, which represent the central logical part of the digital twin, 
were designed on the basis of the logical models of the production process, and also the 
appropriate input and output data structures were created. The basic and main objective of the 
research was the creation of the DT which enables and ensures the execution of a schedule plan 
in the same way as it is carried out in the real production process (see Fig. 1). This means that 
all logical dependencies, which are characteristic of a real production system, are described in 
detail in the developed digital twin, including all necessary simulation models.  

In order to make the digital twin easy for use, it is developed in the standard programming 
tool Tecnomatix Plant Simulation [9, 10] for several important reasons and advantages:  
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- the simulation tool is standard and generally applicable,  
- the tool is based on discrete events execution,  
- the program is object-oriented,  
- complex logical dependencies from the production system can be modelled through 

programming in the programming language SimTalk [10],  
- data exchanges between the digital twin and databases are relatively easy to 

establish,  
- the tool enables an easy way to create different graphical or numerical presentations 

about the progress of the production process in the digital twin.  
 
In DT, it is assumed that the energy for the operating of the production system is always 

available. In the case of a power failure, the manufacturing process cannot be carried out.  
 
3 DIGITAL TWIN OF UNIQUE TYPE OF PRODUCTION  
 
The concept for the model of a unique type of production (UTP) treats the operation as the 
elementary unit of the production process. The concept includes a logical rule that states that 
the performing of an operation can be started only when all the required resources, the data 
sets and the materials are available and present at the place where the planned operation will 
be performed. And the sequence of operations represents the production process (see Fig. 2).  
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Figure 2: The logical scheme of the simulation model for a unique type of production.  
 

In the production process model for the UTP, first the data for the production process and then 
the presence of resources has been taken into account because due to the unavailability of 
resources deadlocks frequently occur. Among the most important resources are the 
transportation equipment, clamping equipment, cutting tools, measuring devices, machining 
centres, special tools and equipment, and as a very important influential factor human 
resources.  

Based on the formed logical model (see Fig. 2), a digital twin of the production process for 
a UTP was built in the computer environment Tecnomatix Plant Simulation (see Fig. 3, left 
part).  

In the digital twin are used standard components of the tool Plant Simulation and they are 
mutually logically connected. The meaning of individual types of objects is explained 
separately (see Tab. 1).  
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Figure 3: An example of the digital twin for a UTP in Plant Simulation.  
 

Table 1: Important logical elements in the simulation model for a UTP.  
 

Icon on Fig. 3 Description 

 

table type objects:  
TT_1str: the table with input data – schedule data  
TabSredst: the table with data about resources  
TabTermin_IZHODNA: the table with output data – the results of the simulation  

 

EventController is the object for controlling the simulation process  

 

process type object:  
F_OC_244 … 282: objects that represent machining centres  

 

objects of the chart type are used to display the efficiency of a production unit 

 

the object of the ShiftCalendar type is used to manage the working calendar and 
shifts 

 

the object of the WorkerPool type is used to manage workers 

 
the object of the Method type contains programs for the logical actions execution 

 
Digital twin is developed in level mode. The basic model in DT is developed on the first level 
(see Fig. 3, left part) and covers logical dependencies between segments of UTP process. Some 
individual segments, such as CNC machines, are modelled more detail in sublevels (see Fig. 
3, right part – example of one CNC machine) in order to ensure transparency of the DT.  
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The DT for UTP is parametric so that the user inserts into the DT the input data in table 
format that is intended for the real production process for the observed period. Among the input 
data is the schedule plan, the list of available resources, work calendar and the number of 
available workers. After the initial setup, the user performs a simulation in DT for the desired 
observation period or for the production of the desired number of pieces. During the execution 
of the simulation, the speed of the simulation execution can be set to stepless, the simulation 
can be carried out step by step or it can be stopped at any time. The start date and time of every 
individual simulation run can be set to an arbitrary time. It is also possible to configure the 
production parameters for every object of production process.  

In the presented DT, there are included pre-designed illustrative displays for real-time 
tracking of important indicators such as the number of the finished parts, the consumed 
production time, the occupancy analysis of individual resources and time course of operations 
on CNC machines (see Fig. 4). The indicators can be displayed in text format or graphically 
on the screen or structured in table form. With simple additions, any indicator can be installed 
or any calculation and analysis can be performed online.  

 

 
 

Figure 4: An example of time course of operations on CNC machines.  
 
The UTP model has been tested and verified using known data from a company for an already 
performed production process, so that the input data and results of the production process were 
well known. To prove the adequacy of the model several testing simulation runs were carried 
out, and the acquired data showed that the developed model satisfactorily describes the real 
production process.  
 
4 CONCLUSION  
 
The use of digital twin for unique type of production for the purposes of training brings a 
number of advantages. The first advantage is obtaining the simulation results about the 
estimated execution of the schedule plan quickly. Testing has proven that the execution of a 
production process in the DT for an entire work shift takes only a few minutes. Furthermore, 
with the testing of production plans in a DT we do not intervene in the real production system 
and thereby we do not cause any disturbances. Because of this, we have practically unlimited 
possibilities of testing different schedule plans where we observe the behaviour of the 
production system as a function of time for an individual plan, or only observe the outputs of 
the production system. The DT is designed parametrically, so for the purposes of training, we 
can easily test different production plans as input data. The developed DT is user-friendly so 
that the user inserts into the DT the input data, sets the process parameters, performs the 
simulation and evaluates the results of the simulation. So the presented DT is very useful tool 
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for training of the production specialists since it offers them practically unlimited possibilities 
for testing different production scenarios.  

In general, DT offers an option for the users to perform a simulation for an existing or known 
production system where they observe the outputs of the model according to different 
rearrangements in the DT. Also they can study a planned production system where they test 
various configurations of the production system, or test the response of the planned system to 
different settings, among which we included the working calendar, number of shifts, different 
break times, number of employees, number of machines, variants of parallel processes, 
different process times, transport times, different transport routes and manners and transport 
strategy for components. Based on the different settings and acquired responses the users can 
determine most suitable production parameters.  
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Abstract: In this paper, we present a new and tested approach for integration of distributed 
manufacturing network in Smart Factory where the system is controlled using Digital Twin and Digital 
Agents instead of MES system. Standard MES and ERP systems are in general based on the 
centralization of all data and execution of decision-making algorithms in cloud server. However, the 
newest IT trends use new decentralised management systems to store data and execution of decision 
making algorithms to shorten response time of network and increase security and data change 
traceability. 
 

Keywords: Manufacturing, Distributed Systems, Local Services, Digital twin 
 
1 INTRODUCTION 
 
Smart Factory that incorporates guidelines of Industry 4.0 must be based on following 
concepts: Internet of Things, Industrial Internet, Smart Manufacturing and Cloud based 
Manufacturing. The definition of Smart factory suggests use of [1]: Horizontal and vertical 
system integration, Big/Smart data and its Analytics, Collaborative and autonomous robots, 
Simulation models and digital twins, Cybersecurity, Additive manufacturing, Industrial IoT 
(IIoT) and Augmented Reality. The goal of Smart Factory must not only be customisable 
manufacturing (customisable product) but also customisable manufacturing process 
(production process that can be upgraded, downgraded and changed) [2]. 
 
2 SMART FACTORY 
 
Smart Factory has to have distributed hierarchical structure, which enables customisable 
manufacturing process [3]. The distributed manufacturing nodes use the internal services to 
enable its general connectability/functionality and have faster response times since all decision-
making, process optimisation, quality checking and error solving is done locally without 
communication lag. The nodes can communicate between them and with Digital Twin to 
control and optimise production. 
 
2.1 SMART FACTORY AND DIGITAL TWIN  
 
The backbone of any Smart Factory is Digital Twin of all logistics and processes upgraded 
with Digital Agents (Artificial Intelligence). Digital Twin must be connected to every 
manufacturing Node in Smart Factory (Figure 1). This way optimisation of global processes 
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(decisions of production order based on times, warehouse and current production status) can 
be done. This Digital Twin and Digital Agents can use white or black box methods for 
optimisation and therefore enable local optimisation.  
 

 
 

Figure 1: Real-time communication between Digital Twin and real system is backbone of Smart Factory. 
 
2.2 DIGITAL TWIN AS MES SYSTEM 
 
Digital Twin can replace classical MES system if it incorporates all logistics and processes 
presented in real system, is integrated in manufacturing IT structure and gathers data from ERP 
system (orders, warehouse status, workers and their schedule, …) and manufacturing Nodes 
(connected manufacturing units, assembly status, automatic inspection units…) as shown on 
Figure 2.  
 

 
 

Figure 2: Proposed distributed manufacturing system with Digital Twin. 
 
2.3 DATA EXCHANGE 
 
The used (Figure 3) model uses directed communication between enterprise management 
systems to manufacturing/assembly process. All customised orders are structured based on 
current manufacturing network structure and optimal manufacturing order obtained from 
Digital Twin with Digital Agents. The manufacturing orders are send to genesis module, that 
acts as input for production process and encrypts manufacturing/assembly instructions and 
planned times for every module that is needed for successful complement of the customised 
production order. The manufacturing data is located on every product (RFID tag, microchip…). 
These readable/writable data modules on the product serve as data transfer protocol between 
manufacturing modules and are used to conduct local piloting of manufacturing process.  
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Figure 3: Proposed distributed manufacturing system with digital twin. 
 
During the manufacturing process Smart Data is sent via local network to enterprise 
management system to enable tracking of orders and status of all Nodes. Smart data represents 
data filtered with local agent. The production/assembly faults are locally and globally handled 
by manufacturing Nodes with help of the Digital Twin that finds the optimal action and 
reorders manufacturing if needed.  
 
3 MANUFACTURING ORDER EXECUTION 
 
In this section we describe the information flow from the initial selection of the desired 
products, to the process of assembly of the desired products in an actual demo smart factory 
that was built in our laboratory LASIM. As stated before in Section 2, the framework of smart 
factory consists of distributed Nodes which are interconnected over local area network. For 
data transmission between the Nodes we used OPC UA communication protocol, since it is an 
open source protocol, it can be used cross-platform (it is not tied to a specific programming 
language or operating system), it is secure and it was a common link between the existing 
equipment and newly acquired hard- and soft-ware [4]. It is based on the client-server concept, 
where the server is an application that provides its data to other applications, and the client is 
an application that requires or acquires data.  

As can be seen on Figure 4, our smart factory consists of ten distributed Nodes. Nodes 1 to 
6 represent controllers on the assembly stations on the production line, Node 7 is a controller 
of a warehouse, Node 8 is a PLC controller responsible for the information flow between Nodes 
1 to 6 and sensors, position units and stoppers on the line, Node 10 represents the controller on 
a smart manual workstation and Node 9 represents a computer which contains the Digital Twin 
of the smart factory. Each of the ten Nodes is equipped with either an OPC UA server, client, 
both or a number of different OPC UA clients. Information flow between the appropriate server 
and client is represented with a specific colour, for example, the communication between the 
server on Node 3, appropriate clients on Node 9 and a client on Node 4 is represented with 
light blue colour. It should be noted that even though the Nodes on the Figure 4 seem 
centralized around Node 8, this is not the case. Node 8 serves only as a broker between the 
Node 9, Nodes 1 to 6 and hardware on the production line. It is not equipped with advanced 
algorithms and it merely executes simple tasks like counting the number of pallets on the line 
between the assembly stations.  
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Figure 4: Scheme of connections between the distributed Nodes in demo smart factory LASIM 

 
3.1 DIGITAL TWIN and ORDER OPTIMISATION 
 
Let’s assume that we would like to assemble five products (three mosaics of different colours 
and shapes (letters) and two raspberry pi cases). Through use of the GUI (Graphical User 
Interface) of the Digital Twin we select the desired products. Digital Twin first checks the state 
of the buffers and then reports which orders are accepted as shown on Figure 5.  
 

 
 

Figure 5: Overview of desired orders in digital twin 
 
When either some or all desired orders are approved, Digital Twin optimizes the sequence of 
orders using intelligent algorithms developed in our department, generates the necessary data 
and writes it to the appropriate SQL database (“SQL DB out” on Figure 4). It first generates 
the data which is going to be recorded on the RFID tag on each of the pallets (manufacturing 
data) and then appropriate data for each of the assembly stations (nodes) separately. 
Manufacturing data (for example STAT    000000000000RPI-OH-RN00002214100) contains 
status of the order (STAT), empty space (zeroes) for the start time and date, name of the product 
(RPI-OH-RN), serial number of the product (N00002) and lastly six-digit assembly code which 
defines what protocol should be executed on each of the assembly stations (214100).  
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3.2 MANUFACTURING ORDERS EXECUTION 
 
In this section the communication between the nodes in our smart factory, during 
manufacturing order execution is presented. It should be noted that this communication 
depends on the six-digit assembly code written to the RFID tag. As stated before in Section 2.3 
RFID technology is used as a data transmission protocol between the assembly stations (nodes 
1 to 6). When the production line is started and the first pallet with an empty RFID tag arrives 
to the first assembly station or Node 1 (Figure 4) the following happens: 

1. Server on Node 1 sends a request to the Client 1 on Node 9 (light green colour) to send 
the manufacturing data (STAT    000000000000RPI-OH-RN00002204100) to be 
written on the RFID tag.  

2. Decision algorithm on Node 1 checks the six-digit assembly code (204100) and follows 
the appropriate protocol. Since the first digit is “2” a task is to be executed on the Node 
1. Depending on the digit in the first place of the code, the pallet could just move 
forward (if no task is to be executed).  

3. Decision algorithm on Node 1 writes the actual start date and time of the operation in 
its local SQL database and on the RFID tag. Then it reads the serial number written on 
the RFID tag (N00002), and saves it in its local SQL database.  

4. Server on Node 1 then sends the request to Client 1 on Node 9 (light green colour) to 
send the appropriate manufacturing order data (Table 1) according to the acquired serial 
number. Node 9 sends information about start and finish time of the assembly operation 
and task 1. Task 1 is a job sequence to be sent to robot 1.  
 

Table 1: Manufacturing order data according to serial number 

Serial Start time Finish time Task 1 
N00002 14:30:12 03.05.2019 14:34:03 03.05.2019 X1T6H111 

 
5. Since the task is about to be executed on Node 1, Client 1 (light brown colour) requests 

the Server on Node 8 to lift the positioning unit.  
6. Client 2 (dark blue colour) on Node 1 then asks Server on Node 7 whether the 

warehouse unit is ready for the robot to acquire the base part for the first order.  
7. Server on Node 1 sends Task 1 to Client R1 on Node 9 (light green colour) which then 

communicates with robots.  
8. The robot executes the first task (job sequence) and puts the base part on the pallet. 

Decision algorithm writes the actual finish time to its local database and the Server on 
Node 1 sends the information about the actual start and finish times back to the Node 
9, for analysis in Digital Twin.  

9. Server on Node 1 requests the lowering of the position unit from Server on Node 8 and 
pallet moves forward.  

 
Since the assembly code on RFID tag has number “0” in the second place, the pallet with the 
base part skips Node 2 and stops on Node 3 since the assembly code has number “4” on third 
place. This means that Node 3 only sends the serial number of this product to Node 10 (smart 
manual station which is connected to production line over collaborative robot):  

1. Server on Node 3 sends information about serial number to Node 10 (light blue colour). 
Client on Node 3 requests lowering of the position unit from Server on Node 8 (light 
brown colour).  

2. Server on Node 10 then sends the request to Client 10 on Node 9 (dark green colour) 
to send the appropriate manufacturing order data according to the acquired serial 
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number. Node 9 sends information about start time, finish time of the assembly 
operation.  

3. When the manual assembly is finished, Server on Node 10 sends the information about 
the actual start and finish times of the assembly operation back to the Node 9, for 
analysis in digital twin.  

 
Pallet next stops at Node 4 (this station performs quality check with machine vision), since the 
fourth number in the assembly code is “1”.  

1. Decision algorithm on Node 4 first performs the same task a decision algorithm on 
Node 1 does in step 3 (except writing data to RFID tag).  

2. Then it performs the same task a decision algorithm on Node 1 does in step 4. Node 9 
sends information about start time, finish time and correct machine vision analysis.  

3. After the quality check on Node 4 is finished, its server sends the information about 
actual start and finish times of the operation and the analysis of the machine vision back 
to Client 4 on Node 9 (red colour) for digital twin to analyse whether the product is 
correctly assembled or if it needs to be repaired. If digital twin decides that the product 
is correctly assembled, then the first digit of the assembly code on the RFID tag is 
changed to “6”, which means that the product should be put in the warehouse. If not 
different digit is written and the repair protocol is executed.  

4. Client on Node 4 requests lowering of the position unit from Server on Node 8 (light 
brown colour).  

 
When the pallet arrives back to Node 1, its decision algorithm first checks the first digit in the 
assembly code on the RFID tag. If the digit is “6”, the product is finished and should be taken 
to the warehouse.  

1. Server on Node 1 sends the request to Client 1 on Node 9 (light green colour) to send 
the manufacturing order data (Table 3) according to the acquired serial number. Node 
9 sends information about start and finish time of the final operation and task 2. Task 2 
is a job sequences to be sent to robot 1.  

2. Steps 5 to 8 from the first arrival of the pallet to Node 1 are repeated.  
3. When the data is sent back to Node 9, server on Node 1 asks the Client 1 on Node 9 if 

there are any more orders. If not the decision algorithm deletes the data on the RFID 
tag and send the pallet away, if orders are available the steps are repeated from the start.  

 
4 CONCLUSIONS  
 
The distributed manufacturing nodes with Digital Twin present backbone for Smart Factory if 
the hierarchy and communication channels are correctly defined and organised. This way we 
can achieve tradability of product and minimise the data that needs to be exchanged (Smart 
Data vs. Big Data).  
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Abstract: In this paper we address the cause for scrap on a production line. Usually, the root cause 
analysis is a method of choice, but sometimes yields no results. Based on the assumption that a data 
driven approach could be used to address this problem, we propose to combine the root cause analysis 
with process mining approach. For this purpose, we have conducted a literature review, in which 4981 
relevant articles regarding root cause analysis and process mining were found. The review of articles 
provides better understanding of root cause analysis and process mining and overview publications to 
date. 
 

Keywords: Root-Cause Analysis, Process Mining, Manufacturing, Scrap 
 
1 INTRODUCTION 
 
Manufacturing companies are constantly striving to improve their processes. Thomas, Hayes 
and Wheelwright [1] introduced the term "world-class manufacturing" in 1985, defining 
organizations which achieve a global competitive advantage through use of their 
manufacturing capabilities as a strategic weapon. Effective Root Cause Analysis (RCA) is 
arguably one of the most valuable management tools in any organization [2]. When looking at 
a large context, RCA is a part of a problem-solving process. RCA is therefore one of the core 
building blocks in an organization’s continuous improvement efforts, also on scrap 
management topic [3]. However, most of these RCA approaches are data oriented. Some 
authors argue that one needs to carefully combine process-centric and data-centric approaches 
[4]. Therefore, process mining emerged as a new scientific discipline on the interface between 
process models and event data [5]. 

The purpose of this article is to bridge this existing literature gap and review the works 
published on root cause analysis and process mining topics combined. Research objectives of 
this paper are to: 

- clarify the definition of root cause analysis and process mining,  
- classify and summarize all relevant articles and 
- propose a research framework to answer the following research question: 

“Can reasons for scrap be determined with combining approaches of RCA and process 
mining?" 
 
1.1 Root Cause Analysis 
 
RCA is a collective term used to describe a wide range of approaches, tools, and techniques 
for uncovering causes of problems [3]. Consequently, the definition of a root cause and root 
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cause analysis varies between authors and root causes methodologies, with different levels of 
causation being adopted by different systems [6]. Some of the approaches are focused more on 
identifying the true root causes than others and some are more general problem-solving 
techniques. Others simply offer support for the core activity of root cause analysis. Some tools 
are characterized by a structured approach, while others are more creative in nature [3]. 

Reid and Smyth-Renshaw [7] provided examples of RCA use in various contexts: 
manufacturing improvements, software projects, crime reports and client incidents. Despite 
this versatility we can find one basic definition that prevails in literature and will be used also 
in our paper. Paradise and Butch [8] defined a root cause as the most basic cause that can 
reasonably be identified and that management has control to fix. Root cause analysis is the task 
of identifying root causes. This definition contains three key elements. Root causes must be so 
basic that one can fix them. On the other hand, given that fixing them is the whole point, it is 
not reasonable to further split root causes into more basic causes [9]. 

Through history different RCA methodologies developed. Some of more known are Ford's 
8D method, Six Sigma [10] and A3 thinking [11]. The majority of root causes analysis 
methodologies reviewed were essentially checklists of potential root cause factors to stimulate 
thought [6]. Supporting these methodologies, various tools and techniques were developed. 
Some of more known tools and techniques are Pareto Chart, Six Sigma, Five Why's and 
Fishbone diagram. Due to vast number of tools, Andersen and Fagerhaug [3] suggested 
grouping them according to their purpose: Problem understanding, Problem cause 
brainstorming, Problem cause data collection, Problem cause data analysis, Root cause 
identification, Root cause elimination, and Solution implementation. 

These tools contribute in their own way to the RCA. Some are best applied sequentially 
while others can be applied at many different points in the analysis. In general, these tools are 
simple and easy to use. But with growing complexity of organizational environments, new 
tools have emerged, based on data mining software, leveraging computer capabilities and vast 
amount of available data. An extensive literature review of data mining in quality improvement 
field has been made by Köksal, Batmaz and Testik [12]. 

 
1.2 Process Mining 
 
Modern RCA approaches (machine learning, data mining…) are strongly data-oriented 
techniques. They typically focus on classification, clustering, regression, or rule-learning 
problems. Process aspect is usually not included. Recent developments in the field of process 
mining are filling that gap. 

Process mining is positioned as the missing link between process model analysis and data-
oriented analysis [13]. It represents a technique of obtaining useful process related information 
from event logs and extends the approaches generally found within Business Process 
Management [14]. 

It aims to identify, monitor and improve real processes by acquiring knowledge from 
archived data in the contemporary information systems. "The basic idea of process mining is 
to diagnose processes by mining event logs for knowledge" [15]. It allows to analyse these 
event logs, sometimes also referred to as 'audit trail', 'trans- action log' or 'history'. Records in 
these logs are called events, or 'audit trail entries'. In process mining, each event needs to refer 
to an activity for a specific case or process instance [16]. Preferably, each event also refers to 
the performer, the originator of the event, and a time stamp. For each process under 
investigation these are the constraining assumptions. If available data fulfils these assumptions, 
process mining can be applied on that particular process. Event logs are the starting point of 
process mining. The data of the event log can be mined and different aspects about the 
underlying process can be analysed. 
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However, it is important to be aware that an event log contains only example behaviour. We 
cannot assume that all possible runs have been observed. In fact, an event log often contains 
only a fraction of the possible behaviour [17]. Often event logs store additional information 
about events and these additional data attributes may be used during analysis. Therefore, it is 
important to confront existing tools and techniques with event logs taken from real-life 
applications [13]. 

When dealing with process mining techniques we can distinguish between three 
perspectives of process models: 

- The control-flow perspective that deals with both the existence of certain process 
elements and the ordering in which these process elements can occur. The goal of 
mining this perspective is to find a good characterization of all possible paths. 

- The organizational perspective that focuses on the analysis of the organization behind 
the business process. Consequently, the key question is ‘‘who performed which 
process elements’’. The goal is to either structure the organization by classifying 
people in terms of roles and organizational units or to show relations between 
individual performers. 

- The case data perspective that represents the information elements which are 
produced, used or manipulated during the process. Cases can be characterized by their 
path in the process or by the originators working on a case. 

 
2 RESEARCH METHODOLOGY 
 
A comprehensive literature review of journal articles dealing with "Root Cause Analysis" and 
"Process Mining" topics was conducted. This review was based on a similar approach used in 
[18] for big data, [19] for RFiD, and in [20] for review of e-commerce related topics. Three 
key characteristics relevant for our paper are: conduction of literature review, classification of 
relevant journal articles, and identification of research gaps. 

A comprehensive search using the descriptor "Root Cause Analysis" and "Process Mining" 
was conducted within following databases: Web of Science, Scopus, Emerald and ProQuest. 
We started our review on May 2nd, 2019 and ended on May 30th, 2019. Search was made 
within topics, titles, abstracts and full texts. We excluded irrelevant articles considering titles 
and category. From research perspective, mainly articles with Medicine research area were 
excluded. The review resulted in total of 4981 results. All the results were then exported to 
Mendeley, a reference management software package, for further analysis. Export included 
articles references, abstracts and full texts in pdf format. These articles were then a subject of 
further, more detailed review. Each article was then reviewed to assess relevance to our 
research objectives and identify duplicated ones. Due to our filed of interest, articles were then 
categorized according to their topic. 
 
3 RESULTS 
 
Figure 1 shows a distribution of RCA relevant articles over the years. Separately are show 
articles that address RCA topic relating to manufacturing; scrap, yield, defects and with data 
mining and machine learning topics. From first publications in year 1981 we can notice steady 
increase of publicized articles. In year 2017 12% of all articles were published. From 2013 to 
2017, in average 115 articles per year were published. 52 % of all articles were published in 
this last 5 years. This continuous increase of numbers of publications is showing an increase 
of interest about RCA topic. 
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Figure 1: Distribution of articles by the year of publication (RCA related topics) 
 

Figure 2 shows a distribution of Process Mining relevant articles. Like RCA topic we can notice 
continuous increase in number of publications. Number of publications are rising from the year 
1985. However, from 2011 we can notice a sharp incline of articles, representing 80% of all 
published articles. Figure 2 also shows the number of Process Mining articles in combination 
with Manufacturing and Root Cause topics. However, there are less than 6% of such articles. 
 

 
 

Figure 2: Distribution of articles by the year of publication (Process Mining related topics) 
 

In these years process mining has received a fair amount of research attention resulting in a 
range of techniques. Such as process discovery techniques [21, 22], techniques for the analysis 
of event log data [16, 23] techniques for trace classifications [24], process metrics [25] and 
specific application areas [16, 26, 27]. 

In Table 1 we present the matrix of published articles by research topics. Matrix shows there 
have been researches made in the manufacturing and scrap management area. However, these 
topics were generally addressed separately from root cause analysis perspective and from 
process mining perspective. Matrix therefore shows a research gap in addressing this topic in 
combination with RCA and process mining. Managing scrap in combination with process 
mining is poorly researched. 
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Table 1: Matrix of published articles by research topics, highlighting research gap.  
 

 Manufacturing Scrap 

Root Cause Analysis 181 18 

Process Mining 53 0 

Root Cause Analysis + Process Mining 0 0 

 
4 CONCLUSIONS 
 
The problem of scrap management in a production line was addressed by identifying a research 
framework combining root cause analysis and process mining. For this purpose, the literature 
review was conducted In the process of the literature search, we found 4981 relevant articles, 
referring to RCA and Process Mining. The results show a constant growth and interest in the 
topics (RCA related articles addressing manufacturing, production, scrap, yield, defects and 
data mining, machine learning) since more than 50% of published articles are dating in past 5 
years. This growth is also seen in subcategories of manufacturing, scrap and data mining. We 
found similar observations in reviewing articles on Process Mining topic. From 2011 we can 
notice a sharp increase of articles, representing 80% of all published articles. However, we 
found little Process Mining articles in combination with Manufacturing and Root Cause topics 
(less than 6%). We continue the review of articles by their keywords. Review showed that for 
each topic separately (root cause analysis and process mining) there are some papers in 
manufacturing environment, however no article was found combining root cause analysis and 
process mining topics in terms of manufacturing. 

Our review showed a growing interest in root cause analysis and process mining topics. 
Accordingly, the number of publications on these topics are growing. Despite many articles in 
manufacturing environments for both root cause analysis as process mining we did not 
recognize any paper combing these approaches. Especially in terms of scrap management in 
manufacturing environments. Therefore, we recognize a potential for case study on this topic. 
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Abstract: Today's market is very unpredictable, products are becoming increasingly complex, and 
customer demands are constantly changing. The key to company’s competitiveness and project’s 
success is an effective risk management. This paper outlines the use of a standard risk model and a 
risk map for planning and managing a product development project. A risk map is a simple and 
demonstrative tool that graphically displays project risks with their levels of seriousness and enables a 
quick analysis of the impact of preventive and corrective measures on the level of risk. The use of the 
proposed approach is illustrated using the example of a project relating to a die-cast tool development. 
 

Keywords: project management, risk management, standard risk model, risk map 
 
1 INTRODUCTION 
 
Today, companies are facing more and more complex products, rapid technology changes, 
customer’s changing demands and unpredictable markets. To survive and remain 
competitive, companies must be able to adapt to the competitive environment and to manage 
uncertainties. In this regard, it is crucial that the risks are effectively managed and both 
preventive and corrective measures planned to eliminate or mitigate the consequences of risk 
events. 

There are several models for project risk management: standard, simple, cascade and 
Ishikawa risk model. The paper will illustrate the use of the standard risk management model 
upgraded with the use of a risk map. The standard risk model separately examines a risk 
event and the consequences of the risk event, making it easier to plan the preventive 
measures on one hand and corrective measures on the other.  

A risk map graphically shows the identified risks. The x-axis in the risk map represents 
the total loss (it may be expressed in units of time, money or quality), while the y-axis 
represents a risk probability. The graph also shows the threshold line of expected losses 
which represents still acceptable losses for a company. The graph allows an instant read-out 
of the critical risks and observation of how the preventive and corrective measures impact the 
risk level. 

The aim of the paper is to present the risk management process using the standard risk 
model and risk map, and to present an analysis of the effects of the preventive and corrective 
measures using the example of a project relating to a die-cast tool development. 
 
2 RISK MANAGEMENT 
 
Efficient risk management is essential for the successful management of a product 
development project. Fundamentally, a risk is defined as a probability of the occurrence of an 
undesired event or a probability of the non-occurrence of a desired event [5]. Risks can only 
be prevented by identifying their origins and by systematically eliminating them [2]. 
Companies must prepare for the identified risks and formulate adequate preventive and 
corrective measures. Both, external risks, on which the companies have no influence (for 
instance changes on the market), and internal risks, which originate in the company and can 
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be influenced upon must be taken into consideration [7]. An increasing emphasis is put on 
cognitive factors that can have a significant impact on the success of a project. 

Risks are one of the key factors that impact the success of a project [3]. PMBOK® 
(Project Management Body of Knowledge) lists risk management as one of the basic areas of 
successful project management skills [1]. Project managers need to be trained to use 
appropriate risk management tools throughout the project and not only when adverse effects 
occur. 
 
2.1 Standard risk model 
 
Risk models are a tool for systematic risk management. They facilitate communication 
between stakeholders and allow for an easier risk identification and analysis. The models 
clearly show the identified risks and their origins [6]. 

There are several models for project risk management: standard, simple, cascade and 
Ishikawa risk model [6]. In practice, the Ishikawa model [4] proved to be the most useful for 
the identification of risks, while the use of the standard model shown in Figure 1 is proposed 
for a further analysis of the identified risks. The standard risk model relates the risk event, the 
impact of the risk event, and the total loss. The left side of the model refers to the very risk 
event, while the impact of the risk event is shown in the centre. This allows for a separate 
treatment of and reduction in risk occurrence reasons on one hand and consequence 
occurrence reasons on the other [6]. 
 

Risk event Impact Total loss (Lt)

 
 

Figure 1: Standard risk model [6]. 
 
A project team assesses a probability of risk event occurrence Pe and a probability of the 
occurrence of its impact/consequence Pi. The probabilities are a subjective assessment and 
are normally based on experience from previous similar projects or on prepared decision-
making tables prepared by an expert group. It is also necessary to assess the total loss Lt in 
the event of the occurrence of a risk event. The evaluated probabilities Pe and Pi and the total 
loss Lt serve as a basis to calculate the expected loss Le (equation 1) which indicates a risk 
level of a certain event. 

 𝐿𝑒 = 𝑃𝑒 ∙ 𝑃𝑖 ∙ 𝐿𝑡 (1) 
 
2.2 Risk map 
 
The number of identified risks is usually high, while the available resources for dealing with 
the risks are limited. So, the risks need to be classified and attention and resources should be 
focused on those that pose the greatest danger to the project. 
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The risks are classified as to the expected loss Le. The calculated values serve as a basis to 
decide which risks will be actively dealt with (active risks) and which will not be given more 
attention (inactive risks). It is advisable to create a list of 10 critical risk events (the list may 
also be shorter or longer, depending on the nature and objectives of the project), which are 
entered into a risk map [4]. A risk map is a graph, in which the x-axis represents the total 
loss Lt (it can be expressed in units of time, money or quality) and the y-axis represents a 
probability of a risk [6]. A probability of a risk is a product of the probability of risk event 
occurrence Pe and the probability of risk impact Pi. The graph also shows the threshold line 
of expected losses that represents still acceptable losses. The threshold line is defined by 
equation 2. Le in the equation represents the expected loss that is still acceptable for the 
company. 

 𝐿𝑒

𝐿𝑡
= 𝑃𝑒 ∙ 𝑃𝑖 (2) 

The threshold line divides the graph into two parts. The upper part (above the threshold line) 
represents the field of critical risks (Risk 1 in Figure 2), while the risks below the threshold 
line are non-critical risks (Risk 2 in Figure 2). The first ones will have to be addressed with 
more attention and adequate measures will be needed to reduce the risk. The risk level can be 
reduced by lowering the probability of the occurrence of a risk event Pe, by lowering the 
probability of the occurrence of a risk impact Pi or by lowering the total loss Lt. The goal is to 
have all risks below the threshold line. 
 

 
 

Figure 2: Risk map [6] 
 
3 EXAMPLE CASE 
 
In the following, an example of a project relating to the development of a die-cast tool is 
presented. Using the Ishikawa model, the project team first defined the major risk factors 
(project team, buyer, suppliers, development and technology, manufacture, quality control) 
and looked for all possible risks of the project within the individual factors. The project team 
studied the WBS (Work Breakdown Structure) of the project and assigned the identified risks 
to individual activities. 

The project team also defined possible consequences of each risk event. Using the 
standard model, the team assessed a probability of the occurrence of a risk event Pe and a 
probability of the occurrence of a risk event impact Pi. The total loss Lt that would appear in 
the event of the occurrence of a risk event was also assessed. Then, the expected losses Le for 
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each risk event were calculated. The team classified the risks by the value of the expected 
losses. The losses can refer to monetary losses (extra costs) or to time losses (delays). 

To illustrate the use of the standard risk model and the risk map, four most critical 
monetary-loss related risks of the project were selected. These risks are summarized in 
Table 1. 
 

Table 1: Critical risks of the project for the execution of the order for the die-cast tool. 
 

Risk Activity Risk description Pe Impact description Pi Pe ∙ Pi Lt [€] Le [€] 

T1 Design freeze 

Late confirmation of 
documents by the 

buyer (delay: 
1 month) 

0.9 Plan for the tool not 
prepared in time 0.8 0.72 5 000 3 600 

T2 Confirmation 
of first pieces 

Rejection by the 
buyer 0.3 

Corrections of the method 
under consideration of 

buyer's remarks 
1.0 0.30 5 000 1 500 

T3 Manufacture 
of first pieces 

Poor quality of 
pieces 0.5 

Corrections of the method 
and new manufacture of 

pieces 
0.8 0.40 3 000 1 200 

T4 Delivery of 
special tool Late delivery 0.6 Manufacture of special 

parts not in time 0.7 0.42 500 210 

 
The company had also defined the expected loss Le, up to which they are prepared to risk. 
The maximum tolerable value of the expected losses was set at 1 000 €. The risk map from 
Table 1 is shown in Figure 3, the threshold line is plotted as well. We can see that risks T1, 
T2 and T3 are critical (they lie above the threshold line), while risk T4 is not critical (it lies 
below the threshold line). 
 

 
 

Figure 3: Map of monetary-loss related project risks 
 
For critical risks, the project team must carry out a detailed analysis and prepare both 
preventive and corrective measures. The entire process of risk management will be illustrated 
on the example of the risk T1, i.e. design freeze. The risk T1 is the most critical among the 
identified risks (it has the highest expected loss) and it also appears as first in the project's 
timeline. 

It is a known fact that the buyer often confirms the documentation later than originally 
agreed. Since the project team cannot complete the tool plan without the documentation 
being confirmed and continue its work according to the foreseen schedule, high extra costs 
are incurred. If the buyer is one month late with the confirmation, the total loss of the 
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company amounts to 5 000 €. The expected loss calculated by the equation 1 equals 3 600 €, 
which is higher than the predetermined still acceptable value of 1 000 €. The project team 
must therefore prepare adequate preventive and corrective measures to lower the expected 
loss. 

The main reason (risk event driver) for the buyer not to have confirmed the documentation 
in time lies in the fact that the timelines of the buyer are not harmonised with those of the 
company. The company therefore decided to coordinate the dates before signing the contract 
and to have the dates fixed in the contract. According to the project team’s assessment, the 
probability for the documentation not being confirmed in time is reduced to 70% and at the 
same time half of the costs are passed on to the buyer in case of a delay. In this case, the total 
loss of the company is 2 500 €, and the expected loss is 1 400 €. 

As the expected loss is still above the threshold value, the company decided to reduce the 
probability of an impact, by means of corrective measures, that is, the probability of late 
completion of plan for the tool in the event the documentation is not confirmed in time. If, 
despite the harmonized timelines, the buyer is still late in confirming the documentation, the 
company sends a written request to the buyer once a delay of one week has passed. The 
company assessed that the buyer provides the confirmation quite rapidly in this case and the 
probability for the tool plan not being prepared in time is thus reduced by 50%. The expected 
loss is reduced to 875 €, which is within the safe area. 

The results of the envisaged measures are summarized in Table 2. The basic risk is 
designated T1, once a preventive measure was adopted, the risk was designated T1.1, and 
once a corrective measure was adopted, it was designated T1.2. The impact of the measures 
is also evident on the risk map shown in Figure 4. 
 

Table 2: Results of the calculated impacts of the proposed measures to mitigate the risk T1. 
 

Risk Pe Pi Pe ∙ Pi Lt [€] Le [€] 
T1 0.9 0.8 0.72 5 000 3 600 

T1.1 0.7 0.8 0.56 2 500 1 400 
T1.2 0.7 0.5 0.35 2 500 875 

 

 
 

Figure 4: Map of project risk T1 (T1: the initial very critical risk; T1.1: a somewhat lower risk after the 
adoption of a preventive measure; T1.2: a non-critical risk after the adoption of corrective measure) 
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4 CONCLUSIONS 
 
Efficient risk management is crucial for a successful business operation and project 
management. The paper proposes a project risk management model by using a standard risk 
model and a risk map. 

The use of the proposed model has been successfully tested on the example of a 
development of a die-cast tool. The project team identified all potential project risks, 
assigned them to individual activities and determined the expected losses for each risk event 
using the standard model. Based on the calculated expected losses, the project team classified 
the risks and entered them into the risk map. A plan of preventive and corrective measures 
was prepared for the critical risks. The paper precisely outlines the risk management for the 
event of a late confirmation of documents by the buyer, which may occur in the design freeze 
activity. By adopting preventive and corrective measures, the project team managed to lower 
the risk level below the threshold value. The impact of individual measures is clearly evident 
from the risk map. 

The risk management model by using the standard model and the risk map proved to be 
very efficient. The main advantage of using the proposed model is its simplicity and clarity. 
The graphical presentation of risks on the risk map provides for an easier risk analysis and 
monitoring of the impact of both preventive and corrective measures on the risk level. 
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Abstract: European states are responsible for planning, funding, and administration of 
deinstitutionalization processes in the long-term care. In this paper we analyse the possibilities for the 
local action groups (LAGs) of municipalities in Slovenia to participate in the optimal allocation of these 
investments and services. We present the method for optimal coverage of Slovenian territory with 
functional regions where LAGs are centres of health-care activities for the elderly and jobs for most 
commuters in a functional region. Sets of hierarchical functional regions were modelled using the 
Intramax method and the existing position of LAGs in Slovenia is compared with the optimal results.  
 
Keywords: local action groups, LAG, functional region, central place, optimal allocation, eldercare. 
 
1 INTRODUCTION 

 
In this paper, an application of a method for evaluating functional regions (FRs) for servicing 
the elderly, like that developed by Drobne and Bogataj [12, 13], is expanded and the results are 
compared with the delineation determined in the structure of Slovenian local action groups 
(LAGs). We are looking for such allocation of investments in the social infrastructure for 
seniors in LAGs and delineation of FRs where the costs of communication between a city as a 
central place and other areas in the FR, and services (including investments in service centres) 
would be minimal.  

The remainder of this paper is structured as follows. In the following three subsections, 
definitions and explanations about functional regions, local action groups, and smart villages 
are given. Section 2 provides a methodology description. This is followed by a short results 
presentation in section 3. Section 4 discusses the results and concludes the paper. 

1.1 Functional regions 
Functional regions (FRs) are spatial units on different levels of spatial hierarchical structures, 
which are increasingly being considered when analysing economic, social, environmental, and 
spatial development and when making development-related decisions on investments and 
operations of spatial networks [10]. Related to demographic and technological changes, these 
regions are a generalization of changeable social and economic functional interactions in a 
territory [8]. In analyses of FRs we are faced very often with the problem of defining their 
number and their delineation regarding the functions and actions under the analysis. Drobne 
[11] proposed an evaluation model of the areas and the number of FRs. But the first 
consideration regarding the social infrastructure for Long-Term Care (LTC) was presented by 
[12, 13]. Their model is based on the Intramax procedure as a hierarchical method to model a 
regionalization using selected criteria. 

Various services in a central place of a region have a different optimal size of the territory 
extending around them. While a formal region is understood as an area having a well-defined 
border, the FR extends around an activity and its border can change many times in a time 
horizon. FR is an area made up of different basic spatial units (BSUs, e.g. communities, 
municipalities) that are linked and function as a unit in a higher level of hierarchical spatial 
structures. The participating BSUs could change their membership in a time horizon.  
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In the past, many researchers (e.g., [1, 2, 8, 9, 15, 16, 21]) showed that the existing 
administrative regions covering the territory of European Member States used as basic entities 
for policy making, resource allocation, and research do not provide meaningful information, 
as they are too heterogeneous inside and have many similarities. Therefore, a FR was defined 
as a region characterised by its agglomeration of activities and by its intra-regional intensity of 
flows of people, cargo, information, and financial flows, facilitating production and services, 
also enabling services within its interaction borders, which is rarely well defined. In the 
industrial society the basic characteristic of a FR is the integrated labour market, being much 
more intensive inside the region than across its borders. Consequently, the delineation of FRs 
is based on the conditions of the local labour market. Based on this perception, OECD [21] as 
well as many authors, e.g. Cörvers et al. [10] and Casado-Diaz and Coombes [8], accepted 
FRs’ approach as a labour-market approach. But economic shocks, as we have witnessed over 
a decade ago, make us reconsider the labour market perception. Several applications to 
determine functional areas have been developed and used for statistical purposes to analyse 
various aspects of labour market performances [8, 11] and other socio-economic aspects, to 
evaluate and/or define administrative regions [1, 10], or to analyse housing market areas for 
housing policy [5] and commodity market areas [6]. Like the concepts and their applications 
of FRs, location-allocation models and applications are not new in research community. The 
challenge of location-allocation models trying to answer the question about the best site to 
locate the facilities for older inhabitants and how to allocate resources is multifaceted and adds 
to the ever-growing body of literature.  

1.2 Local Action Groups in Slovenia 
To enable the local inhabitants to participate actively in decision-making processes regarding 
priority tasks and development actions, the Community-Led Local Development (CLLD) 
approach aims to promote a comprehensive and well-balanced development of municipalities 
according to the “bottom-up” approach, by forming local action groups (LAGs) as functional 
areas of two or more municipalities. In the 2014–2020 programming period, 37 local action 
groups were created in Slovenian territory, homogeneously covering the entire territory; see 
Figure 1. 

  
Figure 1: Local action groups in Slovenia in programming period 2014–2020 (source [20]) 
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Each LAG was formed as a group of communities with common local needs and challenges, 
with a common goal of achieving a set of local development goals. The area of each LAG must 
be connected in a homogeneous geographic and functional unit, and the area of each 
municipality cannot be divided among two or more LAGs. The CLLD financial sources in the 
programming period 2014–2020 include three funds, namely the European Agricultural Fund 
for Rural Development (EAFRD), the European Regional Development Fund (ERDF), and the 
European Maritime and Fisheries Fund (EMFF). In the 2014–2020 programming period, a total 
of 96 million EUR from European and national funds were allocated to the implementation of 
CLLD, following four priorities: (a) Preparatory support – funds intended for the formation of 
local partnerships, strengthening institutional capacity, and training and networking during the 
preparation and implementation of the local development strategy; (b) Support for the 
implementation of operations within the community-led local development strategy, like funds 
intended to co-finance expenditure incurred in the implementation of operations of LAG or 
local actors, the results of which contribute to the achievement of objectives set out in the local 
development strategies; (c) Preparation and implementation of the cooperation activities of the 
LAG; (d) Support for running management, operation, and animation costs. 

1.3 Smart villages  
In Europe, the number of people aged 65 or older is about to grow from 85 million today to 
more than 151 million in 2060 [14]. Slovenian inhabitants are among the fastest ageing 
population. New programs should be put in place, not only in production [7], but also in elder 
care [3, 4]. To keep public finances and pension funds sustainable due to the aging of the 
population, contributions to pension funds relative to wages decrease, while the purchasing 
power of pensions also declines [22]. This situation requires additional national and community 
support to older inhabitants [3]. 

How to provide adequate services and housing for an increasing number of people that are 
dependent on the help of others is a crucial question in the EU and also in Slovenian 
municipalities. The housing stock in LAGs is not fit to support the shift from institutional care 
to home-based independent living. The majority of houses in Slovenian municipalities are not 
adequately built, as they contain accessibility barriers for people with emerging functional 
impairments. The financial sources are not provided in general to improve the living standard 
for seniors. Retirement communities are not developed at all [23]. How to finance the 
adaptation of housing units and to build new facilities is discussed. It is assumed that some 
facilities are optimal to be constructed on the level of LAGs. The management of these spatial 
units should consider how to build smart villages where the centres of facilities and services 
for seniors would be constructed and would operate in the future. In our approach, we want to 
determine the investments in LAGs, which are nearly optimally allocated in dependence of the 
forecasting level of fixed costs of investments and operations. 

Higher investments and other fixed costs of public services in a central place decrease the 
number of central places and the broader territory of a country where they are placed. 
Therefore, some “expensive” activities will find their optimal location in less central places 
and some “cheaper” ones in more central ones. If some central places of a certain level are 
stronger than others, their market area grows and attracts customers from other central places. 
Activity cells need to find an optimal level of central places to benefit the appropriate structure 
of human resources, subventions, and other fiscal policies, and lower production or distribution 
costs. Their influence on LAGs will be studied in the following chapters. 
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2 DELINEATION OF FUNCTIONAL REGIONS 
2.1 Intramax procedure 
Functional regions at local level can be considered as local labour market (LLM) areas [2]. Let 
us consider the labour commuter as a person in employment whose territorial unit (BSU, e.g. 
community, municipality) of workplace 𝑗 is not the same as territorial unit of residence 𝑖. To 
analyse functionally delineated areas as LLM areas, the groupings can been arranged using the 
hierarchical clustering method Intramax, initially based on the ideas of Markov chain 
techniques of Masser and Brown [17], later further developed in [18, 19]. The objective of the 
Intramax procedure is to maximise the proportion within the group interaction at each stage of 
the grouping process, while considering the variations in the row and column totals of the 
matrix. In the grouping process, two BSUs (in our case municipalities) are grouped together 
for which the objective function (1) is maximised [6, 17, 18, 19]: 
 max 𝐼;    𝐼 =

𝐼𝑖𝑗

𝑂𝑖𝐷𝑗
+

𝐼𝑗𝑖

𝑂𝑗𝐷𝑖
;    𝑖, 𝑗 = 1,2, … 𝑁  (1) 

where 𝐼𝑖𝑗 is the flow from home 𝑖 to working area 𝑗, 𝑂𝑖 = ∑ 𝐼𝑖𝑗𝑗  is the total of flows originating 
from origin 𝑖, 𝐷𝑗 = ∑ 𝐼𝑖𝑗𝑖  is the total of flows coming to destination 𝑗, and 𝑂𝑖, 𝑂𝑗, 𝐷𝑖 , 𝐷𝑗 > 0. 
The Intramax analysis is a stepwise procedure. In each step two BSUs are grouped together 
and the interaction between them becomes the internal interaction for the new resulting BSU. 
This new BSU takes the place of the two parent BSUs at the next step of the analyses. So with 
N  elementary spatial units after 𝑁 − 1 steps all BSUs are united into a new (B)SU and all 
interactions become internal. So, after 𝑁 − 𝑘 steps we get 𝑘 functional regions in which inner 
flows together have maximal intensity 𝐼𝑖𝑗

∙𝑘 + 𝐼𝑗𝑖
∙𝑘. 

2.2 The optimal allocation of public service centres  

For flow of workers (∙ 𝑤) the transportation costs to regional central places 𝑐𝑖𝑗
∙𝑤 = 𝑐𝑗𝑖

∙𝑤 have 
been calculated for each potential FR. The costs of services needed for a population or part of 
the members in a household, in an area determined in this way, have been calculated and added 
to the travel costs. 

Notation: 𝑎𝑗 are fixed costs of daily activity for activity (service) 𝐴 in central place area 𝑗; 
𝑘 is the potential number of central places 𝑗 where services 𝐴 will be located or from where 
they will originate; 𝑐𝑖𝑗

ℎ  are the transportation costs regarding daily servicing a person living at 
BSU 𝑖 if service 𝐴 is located at central place 𝑗, if the service is available at her/his home (ℎ), 
and 𝑐𝑖𝑗

𝑠 , if it is available in central place 𝑗; 𝑛𝑖 is the number of inhabitants in BSUi, 𝑝𝑖𝑗
ℎ , 𝑝𝑖𝑗

𝑠 … is 
the percentage of potential users of 𝐴 living in BSU 𝑖 needing service 𝐴 per day at home or in 
the service centre respectively.  

To the criteria of optimal regionalisation on the bases of the number of daily commuters 𝐹1 
to work (1) we shall add the criterion of costs of services 𝐹𝐴: 

𝐹 = 𝛼𝐹1 + 𝛽𝐹𝐴 = 𝛼 ∑ 𝑐𝑖𝑗(𝐼𝑖𝑗
∙𝑘 + 𝐼𝑗𝑖

∙𝑘)

𝑖∈Γ𝑗

+ 𝛽 (∑ 𝑎𝑗 +

𝑘

𝑗=1

∑ ((𝑐𝑖𝑗
𝑠 + 𝑐𝑗)𝑝𝑖𝑗

𝑠 + (𝑐𝑖𝑗
ℎ + 𝑐𝑗)𝑝𝑖𝑗

ℎ ) 𝑛𝑖

𝑖∈Γ𝑗

) 

  (2) 

In general, when we plan public services in a region, 𝛼 and 𝛽 are subject to budget availability 
and negotiation in the process of governance of regions. Therefore we are looking for such 
allocation of activities 𝐴 in 𝑘 functional regions where the costs of communication and services 
between the central place and other areas in the FR are minimal: 
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min
𝑘

𝐹 = min
𝑘

(𝛼 ∑ 𝑐𝑖𝑗(𝐼𝑖𝑗
∙𝑘 + 𝐼𝑗𝑖

∙𝑘)

𝑖∈Γ𝑗

+ 𝛽 (∑ 𝑎𝑗 +

𝑘

𝑗=1

∑ ((𝑐𝑖𝑗
𝑠 + 𝑐𝑗)𝑝𝑖𝑗

𝑠 + (𝑐𝑖𝑗
ℎ + 𝑐𝑗)𝑝𝑖𝑗

ℎ ) 𝑛𝑖

𝑖∈Γ𝑗

)) 

  (3) 

 
3 NUMERICAL EXAMPLE: LOCAL ACTION GROUPS IN THE CONTEXT OF 

SLOVENIAN FUNCTIONAL REGIONS 
 
In the numerical example, we considered FRs modelled by Intramax procedure as a proxy for 
LAGs in Slovenia. Hierarchically aggregated FRs in Slovenia have been modelled by using 
data on inter-municipal labour commuters in 2010 and our own programme code in 
Mathematica 12 [11]. The territory has been divided into 𝑘 sets of FRs stepwise, where 
𝑘 =1,2,…,20 in this application. For each set of FRs the value of the criterion function (2) has 
been calculated for the case of servicing the elderly. Here we used: 𝛼 = 𝛽 = 1, 𝑝𝑖𝑗

ℎ = 0, 𝑝𝑖𝑗
𝑠 =

0.001, 𝑐𝑗 = 25€, 𝑛𝑖 was calculated at 16.5% of the total number of inhabitants BSU. The 
transportation costs were calculated as the shortest road distance by car (using ArcGIS 
software) multiplied by 0.26 €. The investments and other costs of such activities were 
calculated by [24–26]. Fixed costs 𝑎𝑗 of daily activity 𝐴 were assumed as a variable taking a 
value between 2,000 EUR and 200,000 EUR: Figure 2 shows the optimal numbers of FRs in 
dependence of fixed costs of daily activity for services in the FR. We can see that at higher 𝑎𝑗 
the optimal 𝑘 is lower. 
 

 
Figure 2: Optimal number of functional regions at given fixed costs per day for activity 𝐴 

 
4 DISCUSSION AND CONCLUSION 
 
We have seen that the Rural Development in Slovenia which is managed nationally through 
the Rural Development Programme (RDP), funded under the European Agricultural Fund for 
Rural Development and national contributions, consists of 37 LAGs. The RDP sets out priority 
approaches and actions to meet the needs of the LAGs. One of their needs is the social 
infrastructure for the inhabitants aged 65+. Among the basic needs for achieving this goal is 
the construction of an intergenerational center, including a day-care center for the elderly. Each 
LAG wants to build such a center with strong medical, nursing, and ICT support. We have 
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calculated that the repayment of investment costs and fixed operating costs would require 
between 5000 and 10,000 € daily, which means that the optimal number of LAGs with such 
investments would be k=18. This means that two LAGs should be combined for such an 
investment. Figure 3 shows existent LAGs and the analyzed 18 FRs modeled by the Intramax 
method. We can clearly see the LAGs that can be simply aggregated into one FR and others 
where a new analysis of the territory should be performed. 

The improved size rule and the hierarchical system of settlements has been explained by 
answering the question where to locate services, especially elder-care centres, in the process 
of deinstitutionalization. The answer has been found by looking for such an allocation of 
activities in their LAGs as functional regions, when the LAGs cover the complete national 
territory, in case of the optimality of allocation at given fixed costs. 

 
Figure 3: Local action groups in Slovenia in programming period 2014–2020 (source [22]) and 18 functional 

regions modelled by Intramax method 
 
If each existing LAG wishes to have their own intergenerational center, including nursing and 
other more sophisticated day care for the elderly, the fixed cost must be much lower. If fixed 
costs 𝑎𝑗 of daily activity 𝐴 take a value between 3000 € and 4000 € then it is advisable that two 
LAGs merge in one service network on average. 

As a possible future work, calculations should be made for each investment separately for 
each LAG or a group of LAGs. 
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Abstract: In this paper, we analyse inter-municipal commuting flows in Slovenia by using an adopted 
multi-constrained gravity model as suggested by Olsson (2016). The model considers 428 unique spatial 
constraints defined by a spatial structure, i.e. municipalities and regions of origin and destination. The 
model analyses separately the measures for commuting inside a municipality, between municipalities 
inside a region, and between regions. In general, the results for Slovenia are in line with the results for 
Sweden. 
 

Keywords: spatial interaction, gravity model, entropy, constrained optimization, commuting, 
Slovenia. 

 
 
1 INTRODUCTION 
 
A considerable amount of empirical and theoretical literature has been published on gravity 
models during the past half a century. The conception of gravity models was originally 
introduced by Tinbergen (1962) and Pöyhönen (1963) in order to explain the differences in the 
cross-country variation of trade flows. The gravity model became very popular because of its 
quite simple usage combined with a substantial power of explaining very different flows in 
general (e.g., international trade flows, tourism flows, migration flows, commuting flows). In 
spite of its popularity, the literature points out that the gravity model has several limitations. 
One of them is the calibration of all the parameters of a gravity model (Gargiulo et al., 2012), 
which is not always easy. However, gravity models continue to be a popular tool among 
economists, as they explain flows between regional and other spatial units.  

In this paper, we applied the concept of a spatial multi-constrained gravity model as 
suggested by Olsson (2016) to the inter-municipal labour commuting flows in Slovenia. In the 
gravity model, we calibrated accessibility measures at three different levels: inside basic spatial 
units (BSUs), between them in a region, and between regions. The differentiation between 
these three spatial levels is important in spatial studies, because of the different drives, whose 
impacts are quite different for labour commuting over short, mid, and long distances (Evers 
and Van der Veen, 1985; Champion et al., 2009; Lundholm, 2010). This is the first time that a 
spatial multi-constrained gravity model is calculated for Slovenia. 

The remainder of this paper is structured as follows. In section 2, we describe the material 
and methods. This is followed by results, presentation, and discussion in section 3. Section 4 
summarizes and concludes the paper. 

 
2 METHODOLOGY 
 
In this paper, we analysed accessibility measures in the multi-constrained gravity model at 
three different spatial levels of Slovenia: inside basic spatial units (BSU), between BSUs in a 
region, and between regions. In the case study, we applied the model, whose conception had 
been suggested by Olsson (2006), to the inter-municipal labour commuting flows as registered 
for 2017. 212 Slovenian municipalities were considered as BSUs, and the regional level was 
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defined by twelve statistical regions that can be considered as functional regions, inside which 
most of the gravitational interactions exist (Drobne, 2016). 

A functional region (FR) is a region characterised by its agglomeration of activities and by 
its intra-regional transport infrastructure. The basic characteristic of a FR is the integrated 
labour market, in which intra-regional commuting as well as intra-regional job search and 
search for labour demand is much more intensive than the inter-regional counterparts (OECD, 
2002; Karlsson and Olsson, 2006; Cörvers et al., 2009). Statistical regions of Slovenia were 
established for the purpose of regional planning and cooperation in various sectors in the mid-
1970s. At that time, the regionalization of statistical regions was supported by exhaustive 
gravity analysis of labour markets, education areas and supply markets in twelve regional, and 
their sub-regional, centres. Later, the borders of statistical regions were modified several times 
to accommodate to changing gravity interrelationships (SORS, 2011). 

Let us denote with 𝑖 municipalities of origin, 𝑖 = 1,2, … , 𝑛, and with 𝑗 municipalities of 
destination, 𝑗 = 1,2, … , 𝑛; 𝑛 = 212. The analysed interaction data on labour commuting are 
collected in 𝑛 × 𝑛 commuting matrix, 𝐜 = {𝑐𝑖𝑗}. After calibrating the gravity model, we obtain 
the estimated commuting matrix, �̃�. Commuting-time matrix of dimension 𝑛 × 𝑛 is denoted by 
𝐭 = {𝑡𝑖𝑗}. Let us define a 1 × 𝑛 unit row vector, 𝐮. 𝐨 = 𝐜𝐮T denotes 𝑛 × 1 vector with the 
number of active population in the municipality, i.e. sums of commuting matrix’s rows, and 𝐝 =
𝐮𝐜 denotes 1 × 𝑛 vector with the number of jobs in the municipality, i.e. sums of commuting 
matrix’s columns. 

The spatial structure of Slovenian territory was captured in three 𝑛 × 𝑛 dummy matrices, 
𝐤, 𝐥, and 𝐦, expressing whether commuting ends in the origin municipality (𝑘𝑖𝑗 = 1, otherwise 
𝑘𝑖𝑗 = 0), in another municipality in the same FR (𝑙𝑖𝑗 = 1, otherwise 𝑙𝑖𝑗 = 0), or in another FR 
(𝑚𝑖𝑗 = 1, otherwise 𝑚𝑖𝑗 = 0). 

The multi-constrained gravity modelling approach allows an analysis of only selected 
interactions as well. The selection can be done regarding the commuting time. To identify all 
the links that are included in an analysis zones of interest can be created and collected into the 
(𝑛 × 𝑛) zone matrix, z. However, in our case study for Slovenia, zij = 1 for all tij. 

In the constrained gravity models, constraints normally consider commuters and 
commuting time under consideration. Considering the analysed spatial structure in the model, 
the observed number of commuters within a home municipality is equal to 𝑝1 = 𝐮(𝐤 ∘ 𝐜)𝐮T 
(where the Hadamard product sign, ∘, is used for entrywise multiplication of matrices), the 
observed number of commuters between municipalities within a home FR is equal to 𝑝2 =
𝐮(𝐥 ∘ 𝐜)𝐮T, and the observed number of commuters between FRs is equal to 𝑝3 =
𝐮(𝐦 ∘ 𝐜)𝐮T. They are collected in the column vector 𝐩. The constraints on commuting time 
are: the observed total commuting time for commutes within a municipality equals 𝑟1 =
𝐮(𝐤 ∘ 𝐜 ∘ 𝐭)𝐮T, the observed total commuting time for commutes between municipalities 
within the home FR is 𝑟2 = 𝐮(𝐥 ∘ 𝐜 ∘ 𝐭)𝐮T, and the observed total commuting time for 
commutes between FRs is 𝑟3 = 𝐮(𝐦 ∘ 𝐜 ∘ 𝐭)𝐮T. They are collected in the column vector 𝐫. 

In constrained gravity models the objective is to maximise the system entropy, 
∑ ∑ 𝑐𝑖𝑗𝑗 ln(𝑐𝑖𝑗)𝑖 − 𝑐𝑖𝑗 = −𝐮(�̃� ∘ ln(�̃�) − �̃�)𝐮T, subject to the constraints (Olsson, 2016), 
where ln()is the matrix natural logarithm. The formulation of the problem is then 

  max L(�̃�, α, β, γ, δ) = ∑ Ls
8
s=0  (1) 

where the Lagrangian parts, 𝐿𝑆, are 

  L0 = −𝐮(�̃� ∘ ln(�̃�) − �̃�)𝐮T, (2) 

  L1 = 𝐮(α ∘ (�̃�𝐮T − 𝐨)), (3) 
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  L2 = (β ∘ (𝐮�̃� − 𝐝))𝐮T, (4) 

 L3 = δ1(𝐮(𝐤 ∘ �̃�)𝐮T − 𝑝1), (5) 

  L4 = 𝛿2(𝐮(𝐥 ∘ �̃�)𝐮
T − 𝑝2), (6) 

 L5 = δ3(𝐮(𝐦 ∘ �̃�)𝐮T − 𝑝3), (7) 

 L6 = γ1(𝑟1 − 𝐮(𝐤 ∘ �̃� ∘ 𝐭)𝐮T), (8) 

 L7 = γ2(𝑟2 − 𝐮(𝐥 ∘ �̃� ∘ 𝐭)𝐮T) and (9) 

 L8 = γ3(𝑟3 − 𝐮(𝐦 ∘ �̃� ∘ 𝐭)𝐮T). (10) 
 

Let us denote the Lagrangian multipliers, δ and γ, the spatial parameters, where 𝛿 is the 
proximity-preference parameter and 𝛾 is the distance-friction parameter. The gravity model 
has three proximity-preference parameters and three distance-friction parameters, considering 
spatial interactions inside a municipality (δ1 and γ1), spatial interactions between 
municipalities in the same FR (δ2 and γ2), and spatial interactions between FRs (δ3 and γ3).  

Constraints and spatial parameters are collected in the column vectors: 𝑝1, 𝑝2 and 𝑝3 are 
collected in the column vector 𝐩, 𝑟1, 𝑟2 and 𝑟3 are collected in the column vector 𝐫, δ1, δ2 and 
δ3 are collected in the column vector 𝛅, and γ1, γ2 and γ3 are collected in the column vector 
𝛄. 

In addition to the three constraints for the amount on commuting, (5)–(7), and three time 
constraints (8)–(10), the model has also commuting origin and destination constraints. It also 
enforces that the estimated number of workers that live in each municipality is equal to the 
observed number, 𝐨 = 𝐜𝐮T = �̃�𝐮T. This adds 212 origin constraints, (3). However, only 211 
origin constraints provide new information. The three constraints on the number of commuters 
together enforce that the estimated number of commuters is equal to the observed working 
population. This makes the 212th origin constraint redundant, since it will be enforced by the 
other constraints. To each origin constraint there is a Lagrangian multiplier which is called a 
push factor. They are collected in the column vector 𝛂. As suggested by Olsson (2016), for 
programming convenience all 212 destination constraints are used, but one origin is used as 
base, here 𝛼1 = 0. The model also enforces that the estimated number of jobs in each 
municipality is equal to the observed number of jobs, 𝐝 = 𝐮𝐜 = 𝐮�̃�. This adds 212 destination 
constraints, (4). As for the origin constraints, one of the destination constraints is redundant, 
since only 211 destination constraints provide information. To each destination constraint there 
is a Lagrangian multiplier which is called a pull factor. They are collected in the row vector 𝛃. 
Again, because of programming convenience all 212 destination constraints are used, but one 
pull factor is used as base, here 𝛽1 = 0. So, the model has 428 (3+3+211+211) constraints. 

For programming purpose, it is assumed that all distance-friction parameters, push and pull 
factors are zero (γ1 = 0, γ2 = 0, γ3 = 0, α = 0, β = 0). The start values for the proximity 
preferences are δ1= ln(𝑝1 𝐮(𝐤 ∘ 𝐳)𝐮T⁄ ), δ2= ln(𝑝2 𝐮(𝐥 ∘ 𝐳)𝐮T⁄ ), and δ3=
ln(𝑝3 𝐮(𝐦 ∘ 𝐳)𝐮T⁄ ), respectively. 

The partial derivative of the Lagrangian with respect to commuting gives the estimated 
commuting matrix 𝐜 = exp(α𝐮 +𝐮Tβ + δ1𝐤 + δ2𝐥 + δ3𝐦− (γ1𝐤 + γ2𝐥 + γ3𝐦) ∘ 𝐭), 
where exp() is matrix exponential. Inserting this into the Lagrangian gives the dual form, 
minD(α, β, γ, δ) where D(α, β, γ, δ) = 𝐮exp(α𝐮 +𝐮Tβ + δ1𝐤 + δ2𝐥 + δ3𝐦− (γ1𝐤 + γ2𝐥 +
γ3𝐦) ∘ 𝐭)𝐮T − α𝑻𝐨 − β𝐝T + γT𝐫 − δT𝐩. 

In the case study of Slovenia, the Matlab program (Olsson, 2016), which uses the Newton-
Raphson iterative procedure, was adopted and used to find the optimum. In the program, each 
group of the parameters is adjusted separately. The push factors are adjusted first. They are 
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adjusted using 𝛼(𝑛+1) = 𝛼𝑛 − 𝜌(�̃�𝑛 − 𝑜)./�̃�𝑛. ./ is the symbol for piecewise division. After 
recalculating the estimated commuting flows the pull factors are adjusted using 𝛽(𝑛+1) = 𝛽𝑛 −

𝜌(�̃�𝑛 − 𝑑). �̃�𝑛⁄ . So, the estimated commuting flows are recalculated before the distance-
friction and proximity-preference vectors are adjusted. At the end, the proximity-preference 
vector is adjusted and the estimated commuting flows are recalculated once more. The 
distance-friction vector and the proximity-preference vector are adjusted as described above. 
As suggested by Olsson (2016), the relative adjustment factor was set to = 0.2. 
 
3 RESULTS AND DISCUSSION 
 
Fig. 1 shows distance-friction parameter convergence (left), proximity-preference parameter 
convergence (middle), and paths to solution (right) in the Newton-Raphson iterative procedure 
of adjustment of parameters in the multi-constrained gravity model of inter-municipal labour 
commuting in Slovenia in 2017. 

The results on distance-friction parameters are: 𝛾1
(𝑆𝐼)

= 0.0792, 𝛾2
(𝑆𝐼)

= 0.1043, and 
𝛾3
(𝑆𝐼)

= 0.0458, where (SI) denotes the results for Slovenia. These results are in line with the 
results for Sweden for 1998 (Olsson, 2016), where distance-friction parameter for commuting 
within a municipality 𝛾1

(𝑆𝐸)
= 0.0248, the distance-friction parameter for commuting between 

municipalities within a region 𝛾2
(𝑆𝐸)

= 0.0958, and the distance-friction parameter for 
commuting between regions 𝛾3

(𝑆𝐸)
= 0.0514. The highest difference between the results, i.e. 

for commuting inside the municipality, γ1, can be, most probably, explained because of the 
different size of municipalities in the two compared countries. The size of the municipalities 
in Sweden is in general bigger than in Slovenia. You find the convergence process for the 
distance-friction parameters in Fig. 1 (left). 

The results on proximity-preference parameters are: 𝛿1
(𝑆𝐼)

= 6.8977, 𝛿2
(𝑆𝐼)

= 6.0444, and 
𝛿3
(𝑆𝐼)

= 3.7707. Regarding the order of the values, these results are again in line with the results 
for Sweden (Olsson, 2016). However, the differences are higher than for distance-friction 
parameters: distance-friction parameter for commuting within a municipality 𝛿1

(𝑆𝐸)
= 8.5147, 

the distance- friction parameter for commuting between municipalities within a region 𝛿2
(𝑆𝐸)

=

7.4679, and the distance-friction parameter for commuting between regions 𝛿3
(𝑆𝐸)

= 5.4938. 
Again, the differences can be, most probably, explained with the different size of 
municipalities. One can find the convergence process for the proximity-preference parameters 
in Fig. 1 (middle). 

The right side of Fig. 1 shows the proximity-preference parameter and distance-friction 
parameter pairs from the start (along the x-axis) to the solution. In the background, the 211 
push and 211 pull factors are adjusted as well. 

Fig. 2 shows the value of the dual function per iteration. As in the case study for Sweden 
(Olsson, 2016), little happens to the parameter values (Fig. 1) and the value of the dual function 
(Fig. 2) after 200 iterations.  
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Figure 1: Distance-friction parameter convergence (left), proximity-preference parameter convergence 

(middle), and paths to solution (right); the multi-constrained gravity model of inter-municipal labour commuting 
in Slovenia, 2017. 

  
Figure 2: Dual function; the multi-constrained gravity model of inter-municipal labour commuting in Slovenia, 

2017. 
 

4 CONCLUSIONS 
 
In this paper, we analysed a multi-constrained gravity model of inter-municipal commuting 
flows in Slovenia. The approach, as suggested by Olsson (2016), was adopted for the case 
study of Slovenia. The model for Slovenia considers 428 unique spatial constraints defined by 
a spatial structure of municipalities and statistical regions. This was the first time that the spatial 
multi-constrained gravity model was calculated for Slovenia.  

In general, the results for Slovenia (for 2017 in this study) are in line with the results for 
Sweden (for 1998; Olsson, 2016): the highest distance-friction parameter is for commuting 
between municipalities inside a region, followed by the distance-friction parameter for 
commuting within a municipality, and by the distance-friction parameter for commuting 
between regions.  

As a possible direction for future work, we see the analysis of the impact of the municipal 
area size on the adjusted parameters. 
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Abstract: Benford’s Law is a logarithmic distribution that gives the expected patterns of digits in 
numerical data. Digital analysis based on Benford’s Law is used by auditors and forensic accountants 
to detect anomalies in financial reports. This paper describes the first digit law that predicts the 
appearance of expected data as to respect Benford’s distributions. The aim of this paper was to test 
whether the financial statements from selected companies of two industries from Croatia comply with 
Benford’s Law of first digit. The paper demonstrates the difference in performance of two compared 
industries’ results.  
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1 INTRODUCTION 
 

The game with financial number is unfortunately alive and doing very well. There are regular 
reports of occupational fraud which indicate that already detected fraud cases might be just the 
tip of iceberg [6]. The 2018 Reports to the Nations on Occupational Fraud and Abuse, [1], 
assert that the total loss, caused by the cases from their study, exceeded USD 7.1 billion. In 
fraud cases presented, the leading detection methods were tips, and more than half of tips were 
provided by victim organization employees. The fraud in financial statements was detected by 
external auditors in 4 percent of cases [1]. The above-mentioned fraud presents the significant 
risk for external auditors. The risk exists due to auditors who are examining less than 100 
percent of account balances or classes of transaction. Nigrini and Miller state that usage of 
computer-assisted audit techniques (CAAT-s) within the audit has twofold benefits: risk 
reduction and increase of audit effectiveness, and audit economy and efficiency [7]. The 
digitalization of data sets allows the usage of statistical techniques and methods. One of the 
statistical methods which could be applied in audit is Benford’s Law. The Benford’s Law is 
based on logarithmic distribution and describes the distribution of the first digit. Forensic 
accounting techniques are designed on the basis of the Benford’s Law and their aim is to 
identify the existence of unusual transaction, events and trends. If the first digit in financial 
reports do not comply with Benford’s Law this could be the indication of some “cosmetic 
earning management”, according to [13].  

This paper analyses the financial statements of companies from two industries in Croatia, 
with a goal to determine whether they comply with Benford’s Law. What has been analysed is 
the financial reports of companies from food processing industry and companies from tourism 
sector, and in our research, companies were grouped in two categories: 1) the companies that 
are not in process of pre-bankruptcy settlement, and 2) the companies that are in process of pre-
bankruptcy settlement. The companies that are not in process of pre-bankruptcy settlement are 
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those, whose financial reports are prepared on assumption of “going concern”. In this analysis 
the Benford’s Law settings are used to detect the possible manipulation in financial statements, 
and are based on the null hypotheses H0: “The financial statements of companies comply with 
the Benford’s Law of first digit distribution”, and the alternative, being H1: ”The financial 
statements of companies do not comply with Benford’s Law of first digit distribution”. The 
research hypothesis of this research would be that Benford’s Law Goodness-of-Fit (GoF) 
testing is a powerful tool in fraud detection, i.e. the auditors may get meaningful results simply.  
 
2 PREVIOUS RESEARCH 

 
In 1995 the Wall Street Journal published an article entitled “He's got their number: Scholar 
uses math to foil financial fraud” by Mark Nigrini, [6]. Nigrini examined compliance of 
financial reports with Benford’s Law. The basic results of his research are the following: if the 
frequencies of first digits don’t follow the Benford’s distribution, it might be the risk of fraud 
or error. Nonconformity does not signal fraud or error with certainty [6]. The Benford’s Law 
has been adopted and applied in other scopes of economy. For instance, the paper [2] analysed 
the overall probability distribution of the first significant digit on the whole set of prices and on 
the whole set of returns of 361 stocks belonging to the S&P 500 market with Benford’s Law. 
The paper [11] analysed the suitability of Benford’s Law to check the quality of 
macroeconomics data which are relevant to the euro deficit criteria, where the dataset consisted 
of all relevant data from the 27 EU states for the period from 1999 to 2009. In [12] the financial 
statements of twenty tech companies from Fortune 500 list are studied. This research includes, 
inter alia, some of the following companies: Amazon, Google, IBM, Apple, eBay, Intel, 
Microsoft and Oracle. It was found that the first leading digit of financial statements of observed 
companies almost followed the Benford’s Law. The similar research was carried out in Slovenia 
in 2018, [8], which investigated whether the financial statements of companies listed on the 
Ljubljana Stock Exchange could pass the Benford’s Law test, using sample survey containing 
44 companies, covering the period of three years (2011, 2012 and 2013), where the analysed 
data passed the Benford’s Law test. In Croatia, the first research based on Benford’s law was 
carried out in 2008, [5]. The authors observed the parameters on Zagreb Stock Exchange in the 
period from January 1st 1998 to February 26th 2008. The reached results shown that the closing 
daily stock price in the observed period do not fit the Benford’s Law, but the total daily stock 
turnovers completely do. In [13] statistical fraud detection tools to the financial reports of 7 
large Croatian public and state-owned companies were examined. By analysing available data 
for the period from 2010 to 2011, they found that the 7 annual reports are deviated from the 
Benford’s Law. The paper [9] investigated the usage of the Benford’s Law on financial 
statements of companies listed on Zagreb Stock Exchange in the period from 2011 to 2016, and 
it reached the results, which show that financial reports of listed companies did not follow 
Benford’s Law. In [4], Benford’s Law application in psychological pricing detection is studied, 
where the results of the analysis shown discrepancy from Benford’s Law.   
 
3 RESEARCH METHODOLOGY  
 
Simeon Newcomb, the Canadian-American astronomer/mathematician, observing logarithmic 
tables, noted that the first pages wear out much faster than the last ones. He discovered that not 
all digits (1, 2, … 9) occur with the same frequency in the first place of such numbers. In 1881 
he wrote two-page article “Note on the Frequency of Use of the Different Digits in Natural 
Numbers” [10] in the American Journal of Mathematics [3]. On the basis of this findings 
Newcomb formulated a law, which stated:” The law of probability of the occurrence of numbers 
is such that all mantissae of their logarithms are equally likely” [3]. According to this law if a 
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number has the leading significant digit 1 with probability 𝑙𝑜𝑔102 ≅ 0.301, the leading 
significant digit 2 with probability 𝑙𝑜𝑔10 (3/2) ≅0.176, and so on to monotonically down to 
probability 0.046 for leading digit 9 [3]. In 1938 physicist Frank Benford rediscovered this law 
established by Simeon Newcomb. Benford analysed data from as many sources as possible and 
tried to include a variety of different types of data sets in his analysis. He analysed numbers 
from the front pages of newspapers and all numbers in an issue of Reader’s Digest. It was shown 
in data that he collected that a varied random number had no relationship to each other. Results 
of Benford’s analysis showed that on average 30.6 percent of the numbers had a first digit 1, 
and 18.5 percent of the numbers had a first digit 2. “Benford then saw a pattern to his results. 
The actual proportion for the first digit 1 was almost equal to the common logarithm of 2 (or 
2/1), and the actual proportion for the first digit 2 was almost equal to the common logarithm 
of 3/2. The logarithmic pattern continued through to the number 9, with a proportion for the 
first digit 9 approximating the common logarithm of 10/9. Benford derived the expected 
frequencies of digits in the lists of number (1), which comprise Benford’s Law” [6, p. 87].  

                              𝑃(𝐷1 = 𝑑1) = log (1 +
1

𝑑1
) 𝑑1 ∈ {1, 2, … 9}    (1) 

 
Table 1: Benford’s distribution of first digit 

 
D 1 2 3 4 5 6 7 8 9 

π(d) 0.301 0.176 0.125 0.097 0.079 0.067 0.058 0.051 0.046 
 

In 1995, after almost 60 years, [3, p. 360], T. P. Hill gave an explanation why Benford’s 
Law is found in many empirical contexts. He proved that “if probability distributions are 
selected at random, and random samples are then taken from each of these distributions in any 
way so that the overall process is scale (base) neutral, then the significant-digit frequencies of 
the combine sample converge to the logarithmic distribution” This explanation is named by 
Hill’s theorem. Hill’s theorem presented the new form of a Central Limit Theorem and explains 
why the significant digits of the combined sample converge to Benford’s distributions. For the 
conduction of the data sets analysis and testing of compliance with Benford’s Law, the usually 
standard criteria that should be obeyed are: 1) the recommended minimum scope of statistical 
set is 1000 data, 2) median is smaller than the arithmetic mean and skewness is positive. The 
various statistical tests measure discrepancy of data sets from Benford‘s distribution. The 
Pearson 𝜒2 statistic with 8 degrees of freedom is often used to compare an actual set of results 
with an expected set of results:  

𝜒2 = 𝑛 ∑
(π(d)−r(d))

2

π(d)
9
𝑖=1  , 

(2) 

where 𝑛 is the sample size, π(d) is the Benford probability of occurrence of digit d and r(d) is 
the actual relative frequency of occurrence of the digit d in the sample. The null hypothesis is 
rejected at 5% significance if the 𝜒2statistic exceeds 15.51% and at 1% significance if 𝜒2 
exceeds 20.09 [13].  

Accounting data presents events and transactions that are contained in a form of financial 
statements. This data sets have various forms of distributions. Hill’s theorem explains why 
combined sample from different distributions converge to Benford’s (logarithmic) distribution. 
Benford’s Law is used as statistical tool for detecting a “red flags” or anomalies in financial 
statements. If analysed data sets do not comply with Benford’s Law, the technical reasons for 
that could be: the median is larger than arithmetic mean, skewness is negative, the sample is 
small, negative numbers or the digit 0 appeared in the first place and totals and subtotals should 
be ignored because they are results of arithmetic operation and they could not be manipulated, 
[6]. If hypothesis tested by Pearson 𝜒2 , statistically this coefficient is typically larger for larger 
samples, [13]. The existing indicators could be analysed when these technical standard criteria 
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are satisfied.  
 
4 EMPIRICAL RESULTS  

 
The aim of empirical research was to test weather financial statements of companies from two 
industries comply with Benford’s first digit distributions. The companies observed were from 
food processing industry and tourism sector in Croatia.  

This study includes financial statements of “companies that are in process of pre-bankruptcy 
settlement” (further on: companies in process) and “companies that are not in process of pre-
bankruptcy settlement” (further: companies that are not in process), for each category of 
industry. For the benefit of our research interest financial statements of companies, companies 
in process and companies that are not in process, were compared for every industry. Research 
features are shown in Table 2.  
 

Table 2: Research Matrix 

Status of companies 
Categories of industry (economic activity or sector) 

Food Processing Industry Tourism Sector 
Companies that are not in 
process of the pre-bankruptcy 
settlement 

No. of companies: four                                            
Observed period: 2013 - 2018 

No. of companies: four                                            
Observed period: 2013 - 2018 

Companies that are in process 
of pre-bankruptcy settlement  

No. of companies: four                                            
Observed period: 2013 - 2018 

No. of companies: four                                            
Observed period: 2013 - 2018 

 
From the Zagreb Stock Exchange web site, which is a data source of all Croatian companies 

listed on the stock exchange, not consolidated financial statements for company sample were 
taken over to Excel.  

Data imported in Excel were grouped into four clusters according to categories of industry 
and status of companies. For each company, in the observed period, there was a separated 
balance sheet from income statement. Before the process of analysing the first digit was started, 
all negative numbers were removed, as well as digit 0, total and subtotals from financial 
statements.  

For obtained data sets, assumptions for Benford distribution GoF of digits were checked, as 
given in Table 3. The empirical results of goodness-fit-to testing regarding Benford’s Law 
distribution of the first digit for compared categories is shown by Figure 1.  

  
Table 3: Assumptions for Benford distribution goodness-of-fit of digits 

 

Assumptions 

Categories of industry (economic activity or sector) 
Food Processing Industry Tourism Sector 

Companies that are 
not in process 

Companies in 
process 

Companies that are 
not in process 

Companies in 
process 

Skewness 2.20 1.74 1.90 1.98 
Median 107 122 92 90 
Mean 170.78 163.11 156.33 116.89 
Sample size n 1,537 1,468 1,407 1,052 

 
The obtained data sets obeyed the assumptions of Benford’s Law distribution of first digit. 

A statistical method of Benford’s Law was applied on observed numerical data group by two 
categories. For each category of industry and financial statement of companies that are not in 
process and companies in process, 𝜒2 test was performed for GoF, measuring significance of 
discrepancy from Benford’s distribution, as given in Table 4.  
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Table 4: The empirical results of Benford’s Law distribution of first digit  
 

O*Observed, B*Benford’s Law expected  
 

 Companies that are not in process Companies in process 

Fo
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r 

  
         
Figure 1: Goodness-of-fit to Benford’s Law distribution for companies regarding two situations of being or not 

being in the process and by two industry types 
 

To test H0 and H1 𝜒2 test was used to compare the observed distribution of data with 
Benford’s Law first digit distribution. The null hypothesis is rejected at 5% significance if 
𝜒2exceed 15.51 and at 1% significance if 𝜒2exceeds 20.09. The hypotheses are verified, as it 
is shown in the Table 5, when applying the 𝜒2 test with 8 degrees of freedom.  

 
Table 5: Hypothesis Matrix 

 

 
Digit 

Food Processing Industry Tourism Sector 
Companies that are not in 

process 
Companies in process Companies that are not in 

process 
Companies in process 

d O* B* 𝝌𝟐 O* B* 𝝌𝟐 O* B* 𝝌𝟐 O* B* 𝝌𝟐 
1 513 463 5.47 411 442 2.16 431 424 0.13 327 317 0.34 
2 225 271 7.70 276 259 1.18 242 248 0.13 169 185 1.43 
3 208 192 1.33 165 183 1.85 182 176 0.22 130 131 0.02 
4 142 149 0.32 122 142 2.89 136 136 0.00 96 102 0.35 
5 102 122 3.19 135 116 3.03 89 111 4.51 78 83 0.34 
6 69 103 11.17 92 98 0.40 92 94 0.05 76 70 0.44 
7 107 89 3.58 105 85 4.64 74 82 0.71 90 61 13.78 
8 96 79 3.84 91 75 3.37 87 72 3.14 45 54 1.44 
9 75 70 0.31 71 67 0.22 74 64 1.44 41 48 1.06 

Total 1,537 1,537 36.91 1,468 1,468 19.74 1,407 1,407 10.33 1,052 1,052 19.18 

 
 

α 

Food Processing Industry Tourism Sector 
Companies that are not 

in process 
Companies in process Companies that are not in 

process 
Companies in process 

𝝌𝟐=36.91 𝝌𝟐=19.74 𝝌𝟐=10.33 𝝌𝟐=19.18 
 

0.05 
 

Adopt H1 Hypothesis 
 

Adopt H1 Hypothesis 
 

Not reject H0 Hypothesis 
 

Adopt H1 Hypothesis  
 

0.01 
 

Adopt H1 Hypothesis 
 

Not reject H0 Hypothesis 
 

Not reject H0 Hypothesis 
 

Not reject H0 Hypothesis 
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The testing of the hypothesis at 5% significance has shown that only the financial 
statements of companies that are not in process of pre-bankruptcy settlement from Tourism 
Sector category complied with Benford’s Law first digit distribution. At 1% significance the 
financial statements of companies that are not in process of pre-bankruptcy settlement from 
Food Processing Industry category did not comply with Benford’s Law first digit distribution.  
 
5 CONCLUSION  
 
In this paper, the financial statements’ data distribution fit of included Croatian companies from 
Food Processing Industry and from Tourism Sector as regard to Benford’s Law first digit 
distribution was tested using Goodness-of-Fit χ2-test. The obtained results showed that financial 
statements of companies that are not in process of pre-bankruptcy settlement from Tourism 
Sector, at significance level of 5%, comply with Benford’s Law first digit distribution. The 
financial statements of Food Processing Industry companies deviate from Benford’ distribution 
in a statistically significant way and therefore they should be investigated further.  

Benford’s Law is useful statistical technique for digital analysis of financial statements but 
it is necessary to emphasize limitations of this Law, proofing the main research hypothesis set 
in this paper, but the results of digital analysis should be interpreted carefully, since the 
Benford’s Law of the first digit distribution can be applied only to data sets converging to a 
logarithmic distribution, respectively. 
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1 INTRODUCTION 
 
According to [9], the business demography statistics describes the characteristics and 
demography of the businesses’ population which has been composed of almost 27 million 
active enterprises for 28 European Union (EU) countries in 2016. About 2.6 million enterprises 
were newly born in EU-28 that year, which was 90,000 (or 3.5%) newly born enterprises more 
in 2016 than in the previous year. 

Based on data on business demography statistics and through the methods of descriptive 
statistics, this paper aims to analyse the changes that have occurred between 2012 and 2016 in 
the number of active enterprises, the birth of enterprises and the death of enterprises for 28 
European countries (25 EU members, highly developed Iceland and Norway, and North 
Macedonia, which is the EU candidate since 2005). Additionally, for the same time and 
geographical frame, this paper presents the calculation and the analyses of changes in the 
natural growth of enterprises’ population, given as the rate of natural increase of enterprises, 
denoted here by RNIent., an indicator which is usually considered in the context of a population 
of a country. Furthermore, by applying the hierarchical cluster analysis approach for 28 
European countries, this research presents and compares the clusters for 2012 and 2016, and 
discusses the relations between the two cluster solutions and the RNIent. indicator. When 
applying the business demography concepts, the population demography formulas are 
respected, as given in [14].  

The birth of new enterprises and the death of unproductive ones are the main events of 
business dynamism. The newly born enterprises are considered as the innovators, as drivers of 
economic productivity and as new employment creators, since they stimulate the 
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competitiveness and efficiency of an economy [2, 4, 5, 13]. The death of enterprises is, on the 
other hand, crucial for the process of “creative destruction” [12]. Even though for most EU 
countries about 80% of newly born enterprises survive after one year and less than 50% of 
them are still active after five years, the employment created by enterprises' births still 
overcomes the jobs lost due to the death of enterprises [4, 9]. Larger enterprises contribute less 
to job creation than smaller enterprises do [5], so policies which restrict large enterprises 
competitiveness also support more enterprises births [11]. In 2015 the EU-28 businesses’ 
population recorded an estimated birth rate of 9.6% and an estimated death rate of 8.3% [7]. In 
recent years (up to the first quarter of 2017) the number of new enterprises in most OECD 
countries returns to, and in many cases even exceeds the pre-crisis levels [12]. By applying the 
cluster analysis, the author [10] found four clusters of EU countries characterized by different 
entrepreneurial dynamics, income level and cultural values, the authors [15] clustered 
transition EU countries according to their productive entrepreneurial performance and 
institutions and the authors [1] found five entrepreneurial types of European countries 
explained by innovation, employment, formal institutions, entrepreneurship and governance. 
 
2 DATA AND METHODS 
 
In the paper, 28 European countries have been observed. Regarding the geographical scope of 
the analysis, it should be noted that due to official data availability 25 EU member states were 
included but Cyprus, Greece and Poland were excluded from the analysis. However, 3 
additional countries: the EU candidate country North Macedonia and two highly developed 
countries, Iceland and Norway have been included. In the analysis, the main focus is given to 
the following three variables: number of active enterprises, number of enterprises’ births and 
number of enterprises’ deaths. Data for all variables are taken from the Eurostat database [8]. 
Onwards, due to missing data, analysed data are related only to 2012 and to 2016. In addition, 
the variable rate of natural increase of enterprises indicator (RNIent.) has been calculated for the 
purpose of the analysis by using the following equation, according to [14]:  

                                            
.

No. of births - No. of deaths
RNI = 100%

No.of activeenterprisesent  .                          (1) 

The analysis was first conducted by using descriptive statistics methods and afterwards the 
hierarchical cluster analysis based on the Ward’s linkage and squared Euclidean distances was 
performed. In the cluster analysis, the variables number of active enterprises, number of 
enterprises’ births and number of enterprises’ deaths were used, whereas the variable rate of 
natural increase of enterprises (RNIent.) was used as a control variable for comparisons. In order 
to determine the most appropriate number of clusters, the Calinski and Harabasz pseudo-F 
index, according to [3], and the Duda-Hart Je(2)/Je(1) index F, according to [6],  were used. 
The Calinski and Harabasz pseudo-F index is defined as follows: 

   
   cn

c





Wtrace
1Βtraceindex F pseudo H-C ,     (2) 

where  is the between-cluster sum of squares and cross-products matrix, c  is the number of 
clusters, W is the within-cluster sum of squares and cross-products matrix, n  is the number of 
observations. On the other hand, the Duda-Hart Je(2)/Je(1) index F is defined as a ratio of the 
sum of squared errors within the group and the sum of squared errors in the two resulting 
subgroups. The better distinct cluster structure is achieved the larger both indices are. Pseudo 
T-squared measure is closely connected with the Duda-Hart Je(2)/Je(1) index F and it will be 
observed as well. However, lower pseudo T-squared measure values are preferable.  
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3 DESCRIPTIVE STATISTICS ANALYSIS 
 
In Table 1 main descriptive statistics results for all four observed variables are given. The 
results are shown separately for 2012 and for 2016. 

 
Table 1: Descriptive statistics of business statistics demography and rate of natural increase of enterprises, for 

selected 28 European countries, in 2012 and 2016  
 

Statistics 
No. of active 
enterprises 

No. of enterprises’ 
births 

No. of enterprises’ 
deaths RNIent. 

2012 2016 2012 2012 2016 2016 2012 2016 
Mean 832,055 875,897 72,034 70,185 75,861 85,197 0.6 2.7 

Stand. Dev. 1,103,549 1,137,177 89,190 91,717 93,616 110,555 2.7 3.9 
Coeff. of var. 133 130 124 131 123 130 470 145 

Minimum 24,164 27,653 2,133 1,101 1,947 2,891 0.6 2.7 
1st quartile 142,871 146,249 12,144 10,349 12,828 17,827 2.7 3.9 

Median 364,057 377,021 28,607 23,048 38,057 39,145 470 145 
3rd quartile 852,421 892,241 92,758 85,051 89,323 95,617 0.6 2.7 
Maximum 3,953,714 3,849,594 294,961 316,786 308,326 371,365 2.7 3.9 

 
At all four analysed variables, Table 1, the differences between the countries are remarkable. 
In 2012, the lowest number of active enterprises had Iceland (24,164) whereas the highest 
number of active enterprises had Italy (3,953,714). These two countries had the same position 
in 2016, as well. In 2012, the number of enterprises’ births was the lowest for Malta (1,947), 
whereas the largest was for France (308,326). In 2016, the lowest number of enterprises’ births 
had Luxembourg (2,891) and the largest had United Kingdom (371,365). In 2012, if the number 
of enterprises’ deaths is observed, it can be noticed that the lowest value had Luxembourg 
(2,133), whereas the largest had Spain (294,961). In 2016, the lowest number of enterprises’ 
births had Malta (1,101), and the largest one was noticed for Italy (316,786). Finally, regarding 
the rate of natural increase of enterprises, in 2012, the lowest RNIent. had Croatia (-3.6%), 
whereas the largest RNIent. had Lithuania (6.2%). If situation in 2016 is observed, it can be 
noticed that the lowest RNIent. had Bulgaria (-4.3%) and that the largest RNIent. was found for 
Malta (13.3%).  

 

 
 

Figure 1: Indices of active enterprises in 28 European countries in 2016, 2012=100 (ISO country codes) 
 

When comparing Croatia and Slovenia, it can be noticed that Croatia had more active 
enterprises in both observed years (2012: Croatia 147,798 vs. Slovenia 128,088; 2016: Croatia 
147,181 vs. Slovenia 143,451). However, Figure 1 reveals that the difference between two 
countries in the number of active enterprises was reduced. Slovenia had better trends at the 
other variables than Croatia, as well. In both years Slovenia had higher number of enterprises’ 
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births (2012: Croatia 12,123 vs. Slovenia 12,920; 2016: Croatia 12,856 vs. Slovenia 14,884), 
lower number of enterprises’ deaths (2012: Croatia 17,448 vs. Slovenia 11,615; 2016: Croatia 
11,832 vs. Slovenia 10,390) and higher RNIent. (2012: Croatia -3.6% vs. Slovenia 1.0%; 2016: 
Croatia 0.7% vs. Slovenia 3.1%). 
 
4 CLUSTER ANALYSIS AND DISCUSSION 
 
The hierarchical cluster analyses were conducted by using data for all observed European 
countries at three variables: number of active enterprises, number of enterprises’ births and 
number of enterprises’ deaths. Two cluster analyses were conducted by separately using data 
from 2012 and from 2016. In both cases the Ward’s clustering method and squared Euclidean 
distances, as a distance measure, were used. In order to select the optimal number of clusters 
the results of the Calinski and Harabasz pseudo-F index, the Duda-Hart Je(2)/Je(1) index F and 
pseudo T-squared measure values up to ten-cluster-solution are given in Table 2 for both years. 
 

Table 2: Calinski and Harabasz pseudo-F index and the Duda-Hart Je(2)/Je(1) index F values, data related to 
2012 and 2016 

 

Number 
of 

clusters 

2012 2016 
Calinski and 

Harabasz 
pseudo-F index 

Duda-Hart Calinski and 
Harabasz 

pseudo-F index 

Duda-Hart 
Je(2)/Je(1) 

index F 
Pseudo T-
squared 

Je(2)/Je(1) 
index F 

Pseudo T-
squared 

2 171.71 0.2746 55.49 163.24 0.3308 42.47 
3 184.74 0.4905 3.12 145.24 0.6253 1.80 
4 172.90 0.3873 26.90 124.62 0.2656 19.36 
5 182.39 0.0000 - 130.31 0.4884 2.09 
6 209.58 0.1618 5.18 164.14 0.2649 2.78 
7 255.96 0.4281 10.69 233.50 0.0000 - 
8 310.41 0.4592 2.36 264.59 0.1107 8.03 
9 325.99 0.4841 6.39 288.06 0.4226 16.40 
10 349.23 0.0000 - 343.96 0.6075 2.58 

 
It arose, Table 2, that the optimum number of clusters should be three. In Table 3 and Table 4, 
the members of clusters in 2012 and 2016 are given, respectively.  
 

Table 3: Clusters’ members, data related to 2012 
 

Cluster  Countries (ISO country code) 
A AT, BE, BG, HR, DK, EE, FI, HU, IS, IE, LV, LT, LU, MT, MK, NO, SK, SI, SE 
B CZ, NL, PT, RO 
C FR, DE, IT, ES, UK 

 
Table 4: Clusters’ members, data related to 2016 

 
Cluster  Countries (ISO country code) 

A AT, HR, DK, EE, FI, IS, IE, LV, LT, LU, MT, MK, NO, SI 
B BE, BG, CZ, HU, NL, PT, RO, SK, SE 
C FR, DE, IT, ES, UK 

 
According to Table 3 and Table 4, the cluster A contains 19 countries in 2012 and 14 in 2016, 
cluster B has 4 countries in 2012 and 9 in 2016, and cluster C has the same 5 countries in 2012 
and 2016. The cluster A has the lowest average value of all three business demography 
variables in 2012 and 2016. The cluster averages for the number of enterprises' births (23,136 
in 2012; 16,289 in 2016), the number of enterprises' deaths (20,980 in 2012; 10,277 in 2016) 
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and the number of active enterprises (250,335 in 2012; 165,161 in 2016) are much lower in 
2016 than in 2012 and are also much lower than the sample averages in each year. For the 
countries grouped in this cluster in 2012, the RNIent. indicator, however, varies greatly from -
3.6% in Croatia to 6.2% in Lithuania, with an average of 0.9% (close to the sample average of 
0.8% for 2012). Seven countries in this cluster in 2012 have negative RNIent.: Sweden, 
Denmark, Ireland, Hungary, Malta, North Macedonia and Croatia. The average of the RNIent. 
indicator in cluster A in 2016 equals 4.3%, which is much higher than the sample average in 
2016, and is also the highest average value for this variable among all clusters in 2016. Only 
Finland, among 14 countries grouped in this cluster, has a negative RNIent. indicator, and only 
Finland, Luxembourg and Estonia have lower RNIent. indicator in 2012. Specially, despite the 
earlier observed differences between Croatia and Slovenia regarding all four variables, these 
two EU members are both found in cluster A in 2012 and in 2016. The cluster B is described 
by mostly medium values in business demography variables in 2012 and in 2016. The average 
number of enterprises' births for countries in this cluster in 2012 equals 93,120, the cluster's B 
average number of enterprises' deaths equals 100,510 and the average number of active 
enterprises equals 870,761. All these averages are higher than the corresponding sample 
averages in 2012. Only the Netherlands has a positive value of the RNIent. indicator in 2012. 
Cluster B in 2016 grouped all countries that were formerly in this cluster in 2012 plus Belgium, 
Bulgaria, Hungary, Slovakia and Sweden. This cluster averages are the closest to the sample 
averages in 2016. The RNIent. indicator for countries in this cluster ranges from -4.3% in 
Bulgaria (which is also the only country in this cluster with negative RNIent. indicator and the 
only country who’s RNIent. indicator severely declined in comparison to 2012) to 2.9% in 
Belgium, and has an average equal to 0.7%, which is much lower compared to the sample 
average in 2016. The cluster C is characterized by very high values of all clustering variables 
in 2012 and 2016. The cluster's C averages in 2012 for the number of enterprises' births 
(262,410), the number of enterprises' deaths (243,257) and the number of active enterprises 
(3,011,625) are all much higher than the corresponding sample averages in 2012. In this cluster, 
in 2012, the countries are very different regarding the RNIent. indicator, which varies from -
1.6% in Spain to 4.5% in France, and has an average of 0.7%. This cluster's averages of 
business demography variables in 2016 are, however, higher than averages in cluster C in 2012. 
The average RNIent. indicator in cluster C, in 2016, equals 1.8%, and is higher than the average 
for these same countries in 2012. Unlike the other countries in this cluster in 2016, the RNIent. 
indicator for Italy and Germany continued with further decrease.  
 
5 CONCLUSIONS 
 
The performed hierarchical cluster analyses for 28 European countries in 2012 and 2016, were 
based on three basic business demography variables: number of active enterprises, number of 
enterprises’ births and number of enterprises’ deaths, and resulted with three clusters of 
countries: the demography statistics lowest intensity changing cluster A; the demography 
statistics medium intensity changing cluster B; and the demography statistics highest intensity 
changing cluster C. This resulted with clusters of countries having obviously different 
demography statistics intensity changes, low, medium or high. In the year 2016 regarding the 
2012, within the resulting clusters, obvious differences in dynamics based on indicator for rate 
of natural increase of enterprises, RNIent., were indicated. Among the analysed countries, 9 
decreased the RNIent. indicator values and 19 of them increased them in 2016 compared to 
2012. Malta, Ireland, Lithuania, Hungary, Portugal and Croatia showed obvious positive 
tendencies in improving the RNIent. indicator values in 2016 compared to 2012, while Bulgaria, 
Finland, Estonia, Luxembourg, Italy and Germany shown a surprising decrease of the rate of 
natural increase of enterprises indicator, RNIent. indicator, in the same period. In general 
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Slovenia shown better values for all three basic business demography variables compared to 
Croatia. The number of active enterprises in Croatia dropped by 0.4%, whereas the number of 
active enterprises in Slovenia rose by 12% in 2016 compared to 2012, but Croatia gave better 
improvement in the RNIent. indicator by the absolute difference amount in that indicator of 4.3 
in 2016 compared to 2012, and Slovenia had an absolute difference in the RNIent. indicator 
extent of 2.1.  
 
References 
[1] Abdesselam, R., Bonnet, J., Renou-Maissant, P. 2017. The Demography of Enterprises and 

Employment in the European Union Countries. Center for Research in Economics and 
Management (CREM), University of Rennes 1, University of Caen and CNRS. No. 2017-10. 

[2] Audretsch, D. B. 2012. Entrepreneurship research. Management Decision, 50(5): 755-764. 
[3] Calinski, T., Harabasz. J. 1974. A dendrite method for cluster analysis. Communications in 

Statistics, 3(1): 1–27. 
[4] de Kok, J., Vroonhof, P., Verhoeven, W., Timmermans, N., Kwaak, T., Snijders, J., Westhof, F. 

2011. Do SMEs create more and better jobs. Brussels: European Commission. 
[5] de Wit, G., de Kok, J. 2014. Do small businesses create more jobs? New evidence for Europe. 

Small Business Economics, 42(2): 283-295. 
[6] Duda, R. O., Hart, P. E. Stork, D. G. 2000. Pattern Classification. New York: Wiley. 
[7] Eurostat. 2018. Structural business statistics at regional level. Statistics explained. 

https://ec.europa.eu/eurostat/statistics-
explained/index.php?title=Structural_business_statistics_at_regional_level#Enterprise_demograp
hy [Accessed 12/06/2019]. 

[8] Eurostat. 2019. Business demography by legal form (from 2004 onwards, NACE Rev. 2). Eurostat. 
http://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=bd_9ac_l_form_r2&lang=en [Accessed 
07/06/2019]. 

[9] Eurostat. 2019a. Business demography statistics. Statistics explained. 
https://ec.europa.eu/eurostat/statistics-explained/index.php/Business_demography_statistics 
[Accessed 28/4/2019]. 

[10] Linan, F., Fernandez-Serrano, J. 2014. National culture, entrepreneurship and economic 
development: different patterns across the European Union. Small Business Economics, 42(4): 
685-701. 

[11] Nofsinger, J., Zykaj, B. B. 2014. Business Policies and New Firm Birth Rates Internationally. 
Accounting and Finance Research, 3(4): 1-14. 

[12] OECD. 2017. Entrepreneurship at a Glance 2017. Paris: OECD Publishing. 
[13] Pinillos, M. J., Reyes, L. 2011. Relationship between individualist–collectivist culture and 

entrepreneurial activity: evidence from Global Entrepreneurship Monitor data. Small Business 
Economics, 37(1): 23-37. 

[14] Pol, L. G., Thomas, R. K. 1997. Demography for business decision making. Westport, CT.: 
Quorum Books. 

[15] Szabo, Z. K., Herman, E. 2014. Productive entrepreneurship in the EU and its barriers in transition 
economies: A cluster analysis. Acta Polytechnica Hungarica, 11(6): 73-94. 

301

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Structural_business_statistics_at_regional_level#Enterprise_demography
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Structural_business_statistics_at_regional_level#Enterprise_demography
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Structural_business_statistics_at_regional_level#Enterprise_demography
https://ec.europa.eu/eurostat/statistics-explained/index.php/Business_demography_statistics%20%5bAccessed%2028/4/2019
https://ec.europa.eu/eurostat/statistics-explained/index.php/Business_demography_statistics%20%5bAccessed%2028/4/2019


DEEP LEARNING PREDICTIVE MODELS FOR TERMINAL CALL 
RATE PREDICTION DURING THE WARRANTY PERIOD 

 
Aljaž Ferencek 

University of Maribor, Faculty of Organizational Sciences 
Kidričeva cesta 55a, 4000 Kranj, Slovenia 

aljaz.ferencek@student.um.si 
 

Mirjana Kljajić Borštnar 
University of Maribor, Faculty of Organizational Sciences 

Kidričeva cesta 55a, 4000 Kranj, Slovenia 
mirjana.kljajic@um.si 

 
Davorin Kofjač 

University of Maribor, Faculty of Organizational Sciences 
Kidričeva cesta 55a, 4000 Kranj, Slovenia 

davorin.kofjac@um.si 
 

Andrej Škraba 
University of Maribor, Faculty of Organizational Sciences 

Kidričeva cesta 55a, 4000 Kranj, Slovenia 
andrej.skraba@um.si 

 
Blaž Sašek 

University of Maribor, Faculty of Organizational Sciences 
Kidričeva cesta 55a, 4000 Kranj, Slovenia 

blaz.sasek@student.um.si 
 

Abstract: The problem of products’ terminal call rate (TCR) prediction during the warranty period is 
addressed in this paper. TCR represents a key information for a quality management department to 
reserve the necessary funds for product repair during the warranty period. Various methods have been 
used to address this problem, from discrete even simulation, time series, to machine learning predictive 
models. We have developed a deep learning predictive models and analysed their quality and 
performance. Results suggest deep learning is an approach worth further exploring but require large 
volumes of quality data. 
 

Keywords: manufacturing, product lifecycle, management product failure, machine learning, 
prediction 

 
1 INTRODUCTION 
 
Todays' business environment is highly competitive thus businesses need to optimize their 
costs and improve their profit and/or market share. Warranty claim control as a part of quality 
control department is one of the most important departments since servicing warranties 
involves additional costs to the manufacturer. Warranty is an important element of marketing 
new products as better warranty signals higher product quality and provides greater assurance 
to customers [8]. Higher quality of the product is related with product reliability which is, in a 
more technical definition, the probability that the product (system) will perform its intended 
function for a specified time period when operating under normal (or stated) environmental 
conditions [1]. 

Many quality and reliability engineers who are involved in the warranty claims predictions 
use empirical models based on past data of products with similar design and complexity 
adjusted by certain, experience-based correction factors [5], [10]. In this paper we set out to 
develop and validate a prediction model, using deep learning models on a case of a production-
oriented company on the field of home appliances. 
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1.1 Previous research 
 
When addressing problems that aim to forecast the future, we are talking about machine 
learning and more specifically predictive analytics. Predictive analytics has been used in many 
business applications such as customer relationship management, predicting crime fighting in 
law enforcement, predicting warranty problems for automobile manufacturers, predicting 
change in stock price, etc. [3]. 

The problem addressed in this paper deals with predicting warranty call rates into the future 
given up some initial data for each production series, which was previously addressed by using 
a combined model of market absorption and failure process [6], where forecasting activity for 
current products were done by using warranty claims for the first few months of service. Their 
objective was to anticipate the final numbers of warranty returns at the end of the warranty 
cycle. In general, there were two types of data. First type was focusing on products from sales 
to failure, and the other type from production to failure, where the market absorption time was 
considered. For claims prediction, authors proposed the Markov Modulated Fluid Model. The 
model was verified and validated against the real-world data, authors also proposed an 
application of grid computing due to costs of prediction in means of computer power. 

In their later research Kofjač et al [7] proposed the use of machine learning methods for 
forecasting of terminal call rate. They investigated the estimation of cumulative density 
function with MLM and its impact on the TCR (Terminal call rate) prediction accuracy. The 
cumulative density functions were modelled with exponential and logistic models and their 
parameters were estimated with MLM, such as regression trees, neural networks and ensembles 
of regression trees. Standard error of the estimate (SEE) measure was used to evaluate 
goodness of fit of cumulative density functions to the actual data was and the best results were 
achieved by ensembles of regression trees with SEE. Because the stance of the study was 
focused on fundamental research in prediction of TCR with MLM, authors proposed future 
studies to improve the prediction accuracy, addressing the impact of other attributes, such as 
mean time to failure (MTTF) and the optimization of ML methods attributes, for example, 
number of instances in leaves for regression trees. 

Finally the last research on given problem was a student project called PKP (Po kreativni 
poti do znanja) funded under Public Scholarship, Development, Disability and Maintenance 
Fund of the Republic of Slovenia that addressed the falling prices of processing and storage 
capabilities and development of new models and techniques, where one could build models as 
needed using only the most relevant and recent data. A team of students and their mentors were 
tasked with the development of the prototype application that would provide end users with 
call rate predictions for the next year to support planning of the expenses. In the core of this 
prototype was a stacked model which consisted of a linear regression model a simple tree and 
a random forest regressor. As new data was extracted from the transactional database it was 
transformed and stored as a matrix of cumulative call rates for each month following a 
production of an individual series. The model would then be applied on user’s demand and it 
would locate the most appropriate date range and learn all three models on the provided data, 
followed by a modulation using implementation of techniques from the Forecasting terminal 
call rate with machine learning methods [7]. The above-mentioned process was successfully 
implemented in the Guided Machine Learning for Business Users [2]. Models from PKP 
project would then vote on future predictions for series that are still in the warranty period. 
Their contribution would be weighted based on how well they performed on test inputs while 
learning. If prediction was triggered in the following months, when new data was available, 
the model would incorporate this data and re-learn itself before evaluating predictions for the 
new time period. Given more data with each subsequent execution the prototype should be less 
volatile and prone to errors, but this was never empirically tested on unseen data since the 
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project ended before the prototype could be fully implemented and integrated with the 
transactional database. 

This research contributes to the discussion of how successful predictions in the field of 
warranty claims can be made based on related work. 
 
2 METHODOLOGY 
 
The proposed methodological approach is rooted in Design Science Research. Design Science 
Research is driven by business needs to ensure relevance and uses theoretical knowledge for 
rigor [4]. In order to structure data mining process, several models are available, one of the 
most widespread approaches being the Cross-Industry Standard Process for data mining, 
CRISP-DM. The process or methodology of CRISP-DM is described in these six major steps: 
Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation and 
Deployment [11].  

The research process in this paper is at first discussing previous studies and later using this 
knowledge or findings to make an evaluation and oppose future research with other possible 
methods in the process of developing a model for warranty claim predictions. The basic idea 
of gaining additional insight if another dimension to the data is added [9] and is explored in 
this paper. Instead of only looking at when the appliance would break, we would also want to 
look at why it happened. We were particularly interested in the performance of convolutional 
neural networks, given that we have a 2-dimensional dataset that has the same representation 
as a single-channel (grayscale) image. Applying the CRISP-DM methodology we visited the 
factory and spoke with employees inside the QA department to gain a deeper understanding of 
the business problem at hand. During this stage we managed to reduce the window of prediction 
from 36 or 60 to 12 months while maintaining to support the business needs of the company. 
The data was taken from the transactional database of all the service interventions. We received 
data for 4 specific markets - Nordic region, Germany, Russia and Serbia. There were specifics 
for each market which we were made aware of during our visits to the factory (for instance: it 
has been noticed that in the Nordic countries there is a greater time between the appliance 
failure and the service procedure than in other markets). Data was of varying quality depending 
on the market and the time period in which it was produced. While newer data was evidently 
more consistent there was less of a systematic approach to gathering data in the past, thus 
limiting the usefulness of the data. Still, almost 50 % of all service inquiries did not have the 
reason for failure listed and that was the important feature in our proposed models. Data 
preparation consisted of checking for inconsistent and missing data, which was then either 
cleaned or removed. Next, we transformed the data into the format we wanted to use and split 
the data based on the product hierarchy to get more samples. We ended up with 11852 useful 
data points. After that we were able to proceed towards model development. 
 
3 RESULTS 
 
Our goal was to predict call rates 12 months into the future given up to 6 months of initial data 
for each series. We were familiar with the business problem and the data, which hasn’t changed 
since previous research projects [5], [6], [7], [10]. Dataset contained data from the service 
procedures, which consisted of product identifier (this is standardised and describes the product 
down to the model level), production date, failure date and a reason for failure. Reasons for 
failure were comparable in products close in the product hierarchy but could be more different 
the further the two products inside the product hierarchy. We did not control for this since our 
dataset consisted of only data for a very narrow product hierarchy. For the purposes of this new 
analysis we did have to rewrite the data pre-processing pipelines since a dimension in a matrix 
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was changed from the series (all products produced in a certain month) to a reason for failure. 
The result of this new pre-processing pipeline was a matrix, presented in Figure 1 where the 
first dimension represents a few unique failure reasons and the second one is the number of 
months. This matrix was used as an input for our predictive models. 
 

 
 

Figure 1: New matrix as a result of pre-processing pipeline 
 
Upon inspection of this previously unused dimension of the data we learned that there are a lot 
of missing values. More than 46 % of the service entries had no stated reason for the failure. 
This was varying from market to market which suggested that we could possibly extract useful 
data from certain markets while the model would pay less attention to the markets with a lot of 
missing data, presented in Figure 2.  
 

 
 
Figure 2: Error frequency in the data (% used on y axis where OTHER is meant as a joined group with less than 

0,5% of the data). Adapted from [9] 
 
To provide enough training samples for neural networks, which usually only work with high 
amounts of data, we prepared separate matrices for each market and we also fragmented 
products based on a few different levels of product hierarchy provided by the data owner. This 
gave us 308 fragments on 4 markets for which we had data available for multiple series 
produced in the past. In total that gave us 11852 data points which is admittedly a small number 
given that neural networks usually consume datasets that are orders of magnitude larger… 

For our model we started with a shallow neural network which was not able to learn well 
on our data. We proceeded with a series of optimizations which included: 

- Deepening the neural network: we saw best results with a neural net with 6 hidden 
layers, after that adding additional layers did not result in better predictions. 
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- Testing of a few different activation functions: ReLU, ELU, softmax, tanh and 
sigmoid were tested, sigmoid was ultimately selected as the best alternative for our 
model. 

- Regularization: we tested dropout with no effect and we also tried L2 
regularization which had a detrimental effect on our model. 

- Hyperparameter optimizations: we ran experiments using different learning rates, 
keep probabilities for dropout and different number of neurons in each layer. This 
did help to speed up convergence and reduce overfitting but did not improve 
prediction accuracy. 

 
Our final model was a simple convolutional neural network with three convolutional layers 
and a fully connected layer. It also incorporated regularization techniques from previous 
examples. We generated three different models - a single layer perceptron (which was scrapped 
immediately since it did not converge), a few variations of deep neural networks and a 
convolutional net. We used L1 norms+ (absolute difference) to measure accuracy since it is 
most intuitively interpreted by humans that would look at the results (QA department at 
Gorenje). There was no significant difference between a deep neural network and a 
convolutional networks in terms of accuracy but the convolutional network did converge faster, 
which could mean shorter learning times with less computing resources as you can see on 
Figure 3. 
 

 
  

Figure 3: Convolutional neural network with higher level of learning (0,101) 
 
4 CONCLUSIONS 
 
We tested a new approach in predicting failure rates in home appliances. Our research was 
handicapped by a low amount of data which was also low quality. We employed the CRISP-
DM model, learning about business requirements, understanding the data and putting a lot of 
work into cleaning the data and transforming it to the right format for consumption by neural 
nets. After that we developed a few models based on different neural network architectures. 

For our best two models (deep neural network with 6 layers and a convolutional neural 
network) the absolute difference between TCR at 12 months and our prediction was 1 
percentage point on average. Since it rarely happens that more than 5 % of the items sold will 
return in a single year that means that our errors in relative terms rise well above 20 % which 
is not better than the models they are currently using. Based on these results we could not 
conclude that deep neural networks perform better than conventional machine learning 
methods for prediction of call rates in home appliances, but there is more research to be done 
before we could make any conclusions to the contrary. There are many approaches that were 
not tested yet (for instance: deep belief networks, LSTM networks, recursive networks, etc.) 
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and our own models would probably gain some predictive power from more and better data 
which is produced as this paper is being made. 
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Abstract: It has been shown in previous studies that the companies which have reached higher business 
process maturity level consistently outperform those that have not reached them. Over the past few 
years different methodologies for analysing maturity state of business process orientation (BPO) have 
been developed. Based on survey results cluster analysis method was used to determine BPO maturity 
level of Croatian companies. It has been calculated that companies in Croatia are between the Defined 
and Linked level of BPO maturity.  
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1 INTRODUCTION  
 
Competition in today’s global economy is now based upon capabilities, or “complex bundles 
of skills and accumulated knowledge, exercised through organizational processes” [6]. Owing 
to this new capabilities business approach many organizations are now viewing processes as 
strategic assets. Under this perspective, organizations are no longer viewed as a collection of 
functional areas, but as a combination of highly integrated processes [6]. Thus, the concept of 
BPO is becoming increasingly important. Literature review shows that there are several general 
definitions of BPO, but the most extended version was delivered by McCormack [5]: BPO is 
the level at which the company pays attention to its relevant (core) processes. BPO can slim 
down operational costs, promote customer relations through satisfying customer needs better 
and increase employee satisfaction. As this is a complex process done over a long period of 
time, companies can attain various degrees of BPO acceptance through adjustments of their 
business processes. 

The broad adoption of BPO within an organization derives from the understanding that 
processes have life cycles or developmental stages that can be clearly defined, managed, 
measured and controlled throughout time. Since the 1980s, a plethora of maturity models have 
emerged that claim to guide an organization through the process of building levels of maturity 
that lead to competitive advantage [1;2;8;13]. To date, there has been a lack of quantitative 
studies documenting these models. The fact is also that the most of the literature on BPO has 
been in the popular press and lacks research or an empirical focus. There is no explanation on 
what precisely companies need to do to advance to higher BPO maturity level.  So, the aim of 
this paper was to address this issue. This paper investigates BPO maturity levels in Croatian 
companies by using cluster analysis method. The paper is organized in the following way: first, 
background and purpose of the conducted research is explained, second, BPO model and 
maturity levels are described, third, methodology, data source and results of the survey 
conducted in Croatian companies are given, and finally, conclusion, limitations and future 
research are presented. 
 
2 THEORETICAL BACKGROUND ON BUSINESS PROCESS ORIENTATION 

MATURITY 
 
Higher levels of maturity in any business process result in: better control of results, improved 
forecasting of performance, greater effectiveness in reaching defined goals and improving 
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managements’ ability to propose new and higher targets [5]. As companies increase their 
process maturity, institutionalization takes place via policies, standards, and organizational 
structures [4]. As processes mature they move from an internally focused perspective to an 
externally focused, system perspective. A maturity level represents a threshold, that when 
reached, will institutionalize a total systems view necessary to achieve a set of process goals 
[5]. Achieving each level of maturity establishes a higher level of process capability for the 
company. In the current business environment, there is no scarcity of process maturity models 
[9]. For the purpose of this research, the BPO maturity model and assessment instruments from 
McCormack [5] were used as a starting point and adapted as needed for each individual 
research objective. The McCormack construct describes a four-step pathway for systematically 
advancing business processes along the maturity continuum ("Ad hoc", "Defined", "Linked" 
and "Integrated" level). Each step builds on the work of the previous steps to apply 
improvement strategies that are appropriate to the current maturity level. The following 
definitions for the levels that the company goes through when becoming BPO are provided 
[5;6]: 

(1) "Ad hoc". The processes are unstructured and ill defined. Process measures are not in 
place and the jobs and organizational structures are based upon the traditional 
functions, not horizontal processes. 

(2) "Defined". The basic processes are defined, documented and available in flowcharts. 
Changes to these processes must now go through a formal procedure. Jobs and 
organizational structures include a process aspect, but remain basically functional. 
Representatives from functional areas meet regularly to coordinate with each other, 
but only as representatives of their traditional functions. 

(3) "Linked". The breakthrough level. Managers employ process management with 
strategic intent and results. Broad process jobs, and structures are put in place outside 
of traditional functions. 

(4) "Integrated". The company, its vendors and suppliers, take cooperation to the process 
level. Organizational structures and jobs are based on processes, and traditional 
functions begin to be equal or sometimes subordinate to process. Process measures 
and management systems are deeply imbedded in the organization. 

Based on the extensive literature review different viewpoints of BPO have been synthesized 
into a comprehensive BPO model that takes into account majority of components, frequently 
mentioned in literature. In order to analyse and improve BPO companies need to take the 
following domains (components) into account: 

A1. "Strategic view" 
A2. "Process identification and documentation" 
A3. "Process measurement and management" 
A4. "Process oriented organizational structure" 
A5. "Human resources management" 
A6. "Process oriented organizational culture" 
A7. "Market orientation" 
A8. "Supplier perspective" 
A9. "Process oriented information technology" 

In each maturity level certain components of BPO become evident and others barely registered. 
A component of BPO that stabilizes within an organization and leads to the establishment and 
expansion of other factors that move the organization to the next maturity level is called key 
turning point [10]. 
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3 THE EMPIRICAL ANALYSIS OF BPO MATURITY IN CROATIAN COMPANIES 
 
3.1 Description on survey, data and method  
 
The main goal of the empirical research was to assess the current state of BPO maturity in 
Croatian companies. In order to carry out the empirical study a questionnaire was developed. 
Even though the original instrument from McCormack and Johnson [7] included an overall 
BPO construct, it was only measured with 3 dimensions. As the goal was to tap deeper into the 
problem the given construct was enlarged. It contained 60 questions regarding BPO 
characteristics. The questions were distributed across the nine domains: Strategic view (5 
questions); Process identification and documentation (6 questions); Process measurement and 
management (10 questions); Process oriented organizational structure (7 questions); Human 
resources management (5 questions); Process oriented organizational culture (6 questions); 
Market orientation (7 questions); Supplier perspective (3 questions); Process oriented 
information technology (11 questions). Each question describes a particular BPO characteristic 
and/or business practice considered important within each domain. The degree of presence of 
these characteristics in the company is measured on a 7 point Likert scale (1=Strongly disagree, 
2=Disagree, 3= Disagree more than agree, 4=Neither agree or disagree, 5=Agree more than 
disagree, 6=Agree,7 =Strongly Agree).  

The main source of data about Croatian companies was the database of The Institute for 
Business Intelligence and the questionnaire was sent randomly to the 1200 companies. The 
questionnaire was addressed to the CEOs or the chairpersons of the companies who were 
instructed to fill out the questionnaire themselves or give it to a competent person within the 
organization. 127 completed questionnaires were returned, so the final response rate was 
10.58%. The selected companies were analysed according to the number of employees. In the 
resulting data set 40 companies had between 1 and 50 employees, 44 companies had between 
50 and 249 employees and 43 companies had 250 or more employees. Companies from all 
sectors participated in the research, so all business sectors are appropriately captured in the 
data sample. The most common trade of business in data set was Financial and insurance 
services (16,53%). It was followed with Manufacturing (15.75%), Trade (11.81%) and 
Information and communication services (11.09%). 44.82% of the companies in the sample 
represented other sorts of business. The sample is an adequate representation of the population 
of big, small and medium sized Croatian companies from all sectors.  

Aiming to evaluate maturity levels, cluster analysis was chosen as an approach. Cluster 
analysis, also called segmentation analysis or taxonomy analysis, seeks to identify 
homogeneous subgroups of cases in a population. That is, cluster analysis seeks to identify a 
set of groups that both minimize within-group variation and maximize between-group variation 
[3]. The first step was to create new construct variables by grouping the collected variables in 
their specific categories, assuming the maturity model constructs. Next, the two-step cluster 
analysis was used encompassing all construct variables created in the previous step and the 
maturity score as the continuous variable. At this point, a fixed number of four clusters was 
established, corresponding to four maturity levels. The two-step cluster analysis approach 
grouped cases into pre-clusters which were treated as single cases. Aiming to investigate the 
relationship between the constructs, hierarchical clustering was performed on the pre-clusters 
generated by the two-step cluster analysis. This is a method that allows users to select a 
definition of distance, select a linking method for forming clusters, and then determine how 
many clusters best suit the data. It requires neither a proximity table like hierarchical 
classification nor an iterative process like k-means clustering; rather, it is a one-pass-through-
the-dataset method. Finally, k-means clustering was used to identify turning points for each 
component/construct and its respective position regarding maturity classification.  
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3.2 Results and discussion 
 
Before all, the compound measure of BPO construct was analyzed, which revealed the overall 
state of BPO. This was done by calculating the average grade for each domain of the 
questionnaire. Based on the sample the compound measure of the BPO in Croatia is 4.84. 

Then, in order to identify the hierarchical relationship between the groupings a set of 
TwoStep cluster analysis procedures was conducted using Statistical Package for Social 
Sciences (SPSS). The first step of the two-step procedure is formation of preclusters. The goal 
of preclustering is to reduce the size of the matrix that contains distances between all possible 
pairs of cases. Preclusters are just clusters of the original cases that are used in place of the raw 
data in the hierarchical clustering. As a case is read, the algorithm decides, based on a distance 
measure, if the current case should be merged with a previously formed precluster or start a 
new precluster. When preclustering is complete, all cases in the same precluster are treated as 
a single entity. The size of the distance matrix is no longer dependent on the number of cases 
but on the number of preclusters. In the first step the maturity score was considered as a 
continuous variable and a fixed number of 4 clusters were defined, each representing one 
maturity level of BPO maturity model. In this second step, SPSS uses the standard hierarchical 
clustering algorithm on the preclusters. The 127 cases in the sample were classified considering 
its positions in each of the four clusters, i.e. in each of the four levels of maturity. The research 
results showed four different centroids. By considering each cluster as a distinguished maturity 
level, with a centroid determined for each cluster, maturity scores were identified (Figure 1). 

 

 
 

Figure 1. Cluster centroids 
Source: Author’s calculation 

 
Due to this step, difference in Likert scale of the questionnaire and the number of maturity 
levels, values were mapped in order to assess the maturity level for each data set record (Table 
1). 
 

Table 1. BPO Maturity level mapping 
 

BPO maturity level Likert scale values 
AdHoc 1.0-3.9 
Defined 4.0-4.8 
Linked 4.9-5.6 

Integrated 5.7-7.0 
Source: Author’s calculation 
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Companies with BPO value between 1.0 and 3.9 fall into level 1 of BPO maturity (21.6% 
companies from the sample). Companies with BPO value between 4.0 and 4.8 fall into level 2 
of BPO maturity (24.0% companies from the sample). Companies with BPO value between 
4.9 and 5.6 fall into level 3 of BPO maturity (36.0% companies from the sample). Companies 
with BPO value between 5.7 and 7.0 fall into level 4 of BPO maturity (18.4% companies from 
the sample). Since the compound measure of the BPO is 4.84 it can be concluded that Croatian 
companies are between the Defined and Linked stage of BPO maturity. Companies with that 
kind of level of BPO maturity have well defined and documented processes, but don't realize 
that these business processes are connected. 

Additionally, internal turning points in each process grouping, i.e. the points that can be 
used to define a change in a maturity level for each group, were further identified by means of 
the cluster analysis with k-means algorithm. The scores in Table 2 represent the percentage 
score (of the total points available) at the centroid of each level for each maturity component 
in the maturity model. It is proposed that when the score goes above 50 percent, that component 
is then established and stable within the set of companies at that maturity level [12]. This 
represents a key turning point in the maturity continuum. 

 
Table 2: Maturity scores by component and centroid 

 

 Percentage of maturity scores 
 AdHoc Defined Linked Integrated 
Strategic view 52% 69% 83% 89% 
Process identification and documentation 46% 63% 79% 91% 
Process measurement and management 42% 60% 77% 91% 
Process oriented organizational structure 51% 70% 80% 90% 
Human resources management 42% 62% 72% 89% 
Process oriented organizational culture 46% 58% 65% 75% 
Market orientation 57% 71% 79% 91% 
Supplier perspective 63% 71% 77% 85% 
Process oriented information technology 44% 47% 68% 80% 

Source: Author’s calculation 
 
It can be seen from the Table 2 that the leading component for the Linked level of BPO maturity 
is strategic view. So, in order to advance to the higher process level, Croatian companies have 
to improve strategic view. That has to be done by linking process goals to the performance 
goals and by active involvement of top management in the activities of implementing the 
principles of BPO into the functioning of the company. A well-developed strategy enables 
optimal definition, planning and execution of business processes that implement that strategy 
[11]. 
 
4 CONCLUSION 
 
The main goal of this study was to determine the state of BPO adoption in Croatian companies. 
The data from the empirical study that has been subjected to relevant statistical techniques has 
shown that the Croatian companies are between the Defined and Linked level of BPO maturity. 

The contribution of this paper is multiple, since it offers important implications for research 
and practice. First, BPO components were systemized. This BPO construct can serve managers 
as a road map of specific steps that will lead the company to the highest process maturity level. 
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Second, the empirical results of this research have many practical guidelines for managers of 
the companies in Croatia. According to the results of the survey, it is of a great importance for 
the Croatian companies to increase the efforts in stimulating strategic view in order to advance 
to the higher, Linked level of BPO maturity. That efforts include: the alignment of business 
processes with organization’s strategy possibly achieved by linking process goals to the 
organization goals and active support of top management in the activities of implementing 
BPO into the organization. Third, the results of the survey presented in this paper could provide 
a solid basis for further research in the field it addresses. 

Although this research reveals new findings, it is significant to mention that it has few 
limitations. First, the research was conducted using survey. This means that the conclusions of 
the research are subject to the general weaknesses of correlational studies. One of the 
limitations is also a sample size. Success of this method depends highly on the data set used 
for cluster analysis. A way to improve the reliability of the results would be to increase the 
sample size of a survey in a future research. Since this survey is limited to respondents from 
Croatian companies a future research can be done in few other countries to develop a 
methodology that could be used to compare BPO maturity levels and to detect BPO key turning 
points in different countries. 
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Abstract: Robot market is growing rapidly and sales of service robots are increasing. An important 
niche of service robots are service robots for personal/domestic use and the main aim of the paper is 
to estimate which OECD countries are most likely to create the future demand for such sort of 
products. Cluster analysis has shown that Australia, Austria, Denmark, Germany, Iceland, Ireland, 
Netherlands, Norway, Switzerland and United States are more likely to become a lucrative markets 
while remaining 24 countries are grouped in two other clusters depending on variables which served 
as indicators of probable future consumption of these products.    
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1 INTRODUCTION  
 
Strive to produce more, to beat the competition has strongly encouraged development of 
robots since they are able to produce more, faster, often safer and more precisely than a 
human worker. In other words, race for efficiency in a form of robotization is changing the 
way we work and the way we live. Implications of robotization are various. Generally 
speaking, economic effects can be divided on micro and macroeconomic effects. Regarding 
microeconomic repercussions of robotization, robots can be observed both as inputs and 
outputs. When regarded as inputs, issue of human workers being replaced with robots is the 
most important one and it raises many questions since it deals with the impact of robots on a 
labour market. Further, robotization affects many organizational aspects of a company and 
causes many additional problems that managers might face [7]. For instance, if a firm decides 
to use robots in a production process, it is up to managers to decide on the most appropriate 
employment policy since workers need to be trained to use these robots. Therefore, it is 
necessary to choose the most efficient tactic and decide whether to train existing employees, 
to hire trained ones or to combine tactics. Also, there are other aspects of worker-robot 
interaction that need to be addressed along with the issues of measuring productivity, 
especially in terms of developed artificial intelligence. A cost-benefit analysis necessary to 
decide on adopting this sort of technical progress also becomes more complex and needs to 
include characteristics of a respective market [5]. When it comes to robots as outputs, as with 
any other product/service, it is important to predict consumers’ needs and preferences but 
when it comes to robots, significance of economic implications of psychology is increasing. 
In that manner, producers for example, need to perceive the relevance of consumers’ 
willingness to adopt to a technical solution for their problems as well as the importance of 
including potential users in the process of designing so that robotic technologies become 
more socially robust [13]. Regarding macroeconomic implications of robotization, the most 
analysed aspect is its impact on labour market, i.e. impact on employment and wages. Along 
with this issue, the question of inequality among countries also captures both scientific and 
political attention [e.g. 12, 3]. 

The size of a robot industry is raising and along with a significant growth in absolute vales 
of revenues in the industry, there is also a raise in the share of non-industrial robots. Non-
industrial robots represent 70% of the $39.3 billion robotics market globally in 2017, 
growing from a 64% share in 2016 [11]. When it comes to non-industrial robots, often 
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classified as service robots, they can be divided in two groups – personal/domestic robots and 
professional service robots. Market for personal service robots is developing fast and it is 
projected that sales of all types of robots for domestic tasks (such as vacuum cleaning, lawn 
mowing, window cleaning etc.) could reach 39.5 million units in the period 2019-2021, with 
an estimated value of US$ 11.1bn [4]. These numbers do not include projections for all types 
of entertainment and leisure robots or robots for elderly and handicap assistance. Therefore, 
when analysing possible future trends in non-industrial robot market it is obvious that this 
market niche could be very lucrative. 

As previously stated, economic implications of robotization are manifold. However, this 
paper focuses on a microeconomic aspect, or more precisely, robots are perceived as outputs. 
In that manner, aim of this paper is to set a starting point for future market analysis of 
demand for personal service robots. The idea is to detect countries that are more likely to 
have higher demand for such products. Namely, studies has shown that attitudes towards 
robots are strongly influenced by culture and even religion and these differences between 
consumers might be seen through the prism of consumers’ location i.e. their countries [6, 2]. 
For instance, Japanese consumers generally tend to have positive attitude towards robots and 
when compared to US and German consumers have the highest preferences when it comes to 
necessity of faces for social robots [8]. Although this might seem as irrelevant fact, when it 
comes to development costs of robots it is obvious that the awareness of differences between 
consumers’ preferences might decrease development costs if we combine information about 
consumers’ preferences and estimates on future markets for service robots. In that sense, this 
paper seeks to detect which countries are most likely to become lucrative markets for 
personal service robots. Having in mind scarce data on consumers of service robots, several 
variables have been used in order to cluster OECD countries in three groups. Respective 
variables have been selected in a way that these three clusters differentiate counties so that 
possible investors (or policy makers) can more easily group countries according to their 
market potential.  

The paper is dived into three segments. After the introduction, method and results will be 
presented in Section 2, while the paper ends with the conclusion containing shortcomings of 
the analysis and suggestions for future work on the respective theme.  
 
2 METHOD AND RESULTS  
 
2.1 Data description and the method  
 
Aim of the empirical part of the paper is to detect similar groups of OECD countries. 
Therefore, a cluster analysis (K-Means Cluster) using IBM Statistics SPSS 23 have been 
performed. Data have been collected from OECD [9] and Turkey has been left out due to 
lack of data, while Luxembourg has been left out as an outlier regarding data for GDP per 
capita. By selecting the newest possible data, following six variables have been used to 
cluster selected countries in three groups: 

- Unemployment - rate of unemployment as percentage of Labour Force in 2018 
- GERD - GERD as a percentage of GDP in 2017, where GERD is gross domestic 

expenditure on research and development (R&D) 
- GDP - gross domestic product (expenditure approach) per head, current prices, 

current PPPs in 2018, USD 
- GDP productivity - GDP per hour worked as a measure of productivity, current 

prices, current PPPs, USD in 2017 
- Wages - average annual wages, constant prices at 2017 USD PPPs in 2017 
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- Internet - ICT Access and Usage by Households and Individuals, percentage of 
households with Internet access at home in 2017. 

 
Rate of unemployment has been selected in order to help predict consumers’ behaviour since 
people that work are more likely to be sufficiently skilled in the use of new technologies to 
do their jobs [1]. Therefore, it is assumed that they are more likely to use personal service 
robots as well. If a country invests more money on research and development it is more likely 
that its residents will be acquainted with new technologies, and are more likely to spend their 
money on robots. Further, GDP, GDP productivity and wages are used as a wealth indicator 
for country’s residents since personal service robots are luxurious goods and are more likely 
to be bought when a person is a resident of a rich, productive country with high wages. 
Percentage of households with Internet access at home has been used due to high correlation 
between the use of Internet and the use of robots at home. Since data from the European 
Commission show that the more often a person uses the Internet, the more likely he/she has 
used a robot [1], it is reasonable to expect that this will reflect on future behaviour regarding 
purchases of personal service robots.  

K-Means Cluster has been selected since the idea was to group OECD countries in three 
groups, clusters in order to detect countries that are most likely to be lucrative market for 
personal service robots and countries that should not be in the focus of attention at the 
moment. Third group, the middle cluster, includes countries that should be further observed 
in the future since they are potentially interesting market for these products.    

 
2.2 Results  
 
Descriptive statistics on respective data, presented in the Table 1, show that OECD countries 
are highly heterogeneous group of countries when selected variables are observed. Therefore, 
data on cluster centers (see Tab. 2) reveal characteristics of an each cluster where countries 
belonging to the cluster 1 are those with the least desirable economic indicators (high 
unemployment rates, low expenditure on R&D, low GDP, GDP productivity and wages and 
low Internet access rate). Third cluster is the most promising one, since it is the one 
containing countries with strong, healthy economies whose residents are most likely to 
become buyers of personal service robots due to their favourable financial conditions and 
familiarity of technology (estimated through GERD levels and Internet access at home).         

 
Table 1: Descriptive statistics 

 
Variable (unit) N Minimum Maximum Mean Std. Deviation 
Unemployment (%) 34 2,24 19,29 5,86 3,46 
GERD (%) 34 0,37 4,55 1,99 1,08 
GDP (USD) 34 20227,34 83945,92 45404,92 13414,87 
GDPproductivity 
(USD) 34 21,56 99,54 54,99 17,93 

Internet (%) 34 50,92 99,51 85,15 9,81 
Wages (USD) 34 15313,94 62282,57 39133,83 12656,23 
Valid N 34         
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Table 2: Final cluster centers  
 

Variable Cluster 
1 2 3  

Unemployment 6,53 6,47 4,32 
GERD 1,01 2,46 2,46 
GDP 31741,25 44615,90 61460,67 
GDPproductivity 36,85 55,60 74,13 
Internet 77,91 86,10 91,88 
Wages 24022,90 40877,12 53489,59 

 
When differences between clusters are observed, it is evident that the differences between 
clusters 1 and 2 on one side, and clusters 2 and 3 on the other side are almost identical (see 
Tab. 3). These data support the choice of three clusters to sort OECD countries in order to 
detect which ones are more likely to become a lucrative market for personal service robots. If 
differences between clusters were less evident, countries could have been divided into two 
groups. Cluster membership and the Euclidean distance between each case (country) and the 
cluster center used to classify the case is presented in Tab. 4. Presented distances, as 
measures of similarity, reveal that clusters are not uniform. Namely, Latvia in cluster 1 is 
significantly closer to cluster centre (distance is 912,11) than e.g. Mexico (with distance 
14436,66). Therefore, more detailed analysis in terms of additional variables should be made 
in order to more precisely estimate demand for personal service robots. However, since 
respective market is still developing, data on number and value of purchased personal service 
robots on a country level are not available.   

 
Table 3: Distance between final cluster centers  

 
Cluster 1 2 3 

1   21209,00 41851,30 
2 21209,00  21043,32 
3 41851,30 21043,32   

 
Table 4: Cluster membership  

 
Clusters 

1 2 3 
Country Distance Country Distance Country Distance 

Chile 6771,68 Belgium 10783,22 Australia 8550,06 
Czech Republic 8328,29 Canada 7426,66 Austria 6064,59 

Estonia 4066,60 Finland 4543,70 Denmark 5679,76 
Greece 2766,69 France 3113,89 Germany 9238,38 

Hungary 1639,05 Israel 6951,27 Iceland 9083,89 
Latvia 912,11 Italy 4924,32 Ireland 23230,45 

Lithuania 4068,65 Japan 1237,23 Netherlands 4731,77 
Mexico 14436,66 Korea 7040,64 Norway 3255,97 
Poland 3033,46 New Zealand 3337,08 Switzerland 11564,49 

Portugal 2692,79 Slovenia 8458,18 United States 7141,86 
Slovak Republic 2612,22 Spain 4452,42    

    Sweden 8688,54    
    United Kingdom 3291,93    

Number of 
cases in each 

cluster 11  13  10 
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When these data are compared with data on the current use of a robot at home from 2017 [1], 
predictions for Austria and Denmark (belonging to the cluster 3) and Italy, Slovenia and 
Spain (belonging to cluster 2) are in a line with expectations since these countries already 
have the highest share of residents that have at least once used a robot at home. However, 
results for Czech Republic and Slovak Republic are somewhat surprising since their residents 
use robots at home very often, when compared to other EU countries, but here belong to 
cluster 1 indicating that these countries should not be considered as a significant market for 
personal service robots. A possible explanation may be found in the fact that this analysis 
does not capture current growth of these economies, hence it underestimates their market 
potential. Since, to the author’s best knowledge, there are no existing data on the use of 
robots at home for all OECD countries, a similar comparison cannot be made for all the other 
countries.  

Determining which countries are going to be a lucrative market for personal service robots 
is still very complex, since data on past purchases of these types of products are scarce and 
estimates should be made with caution. For instance, according to the data on the number of 
installed industrial robots in manufacturing industry [10], countries with the highest number 
of industrial robots are not, according to here obtained results, those that should be in the 
focus when we discuss personal service robots. Namely, Portugal and Hungary are among 
five countries with the highest industrial robot density but at the same time they appear in the 
cluster 1 indicating that, at the moment, these countries are not a potentially fruitful market 
for personal service robots. However, information on industrial robot density are not 
redundant in this context since the United Kingdom (with the highest score), Norway and 
New Zealand appear as important markets for robots in both analysis. 
 
3 CONCLUSION  
 
Robots are a part of the world we are living in, and eventually their importance in our 
personal life will increase. In that manner, it is important to estimate future demand for this 
type of products since previous studies have shown that: a) consumers have different 
preferences regarding usage of personal robots and their characteristics and b) these 
preferences are determined by their culture. Therefore, having in mind that development of 
personal service robots generates high costs, it is opportune to be able to estimate which 
countries are most likely to become lucrative markets.    

Here obtained results group OECD countries in three clusters where cluster 3 contains the 
most developed countries among 34 selected countries. These countries should be in the 
focus of personal service robots producers and more detailed characteristics of their residents 
should be further analysed while developing new products of this sort. Countries in cluster 2 
should also be observed with attention, since they are more similar to cluster 3 than to cluster 
1. Consumers’ features from countries in cluster 1 are not to be ignored but, having in mind 
analysed data, these markets should not be considered as a priority, at least not at the 
moment.  

Presented results serve as a starting point for further analysis of the respective theme. 
Namely, the idea was to detect similar group of countries in order to estimate which markets 
could be more promising so development of personal service robots can be adjusted to their 
consumers, consequently making costs lower. However, inferences should be made with 
caution since e.g. Germany appears to be a very promising market while at the same time 
existing research indicates that people in Germany feel strong resistance to the presence of 
robots in their households [8]. This could be explained with the fact that consumers’ 
preferences, when it comes to modern technologies, are insufficiently investigated and 
therefore this information may not reflect the entire German market. Further, Czech Republic 
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and Slovak Republic here belong to cluster 1, while at the same time their residents belong to 
a group of EU countries whose residents have very high portion of population using robots at 
home [1]. In that manner, further analysis of the respective theme should be broadened in a 
way that it should include additional explanatory variables such as countries’ growth rates, 
educational level of the population, data on the frequency of online purchases and usage of 
online public services. Further, the sample should be broadened to include non-OECD 
countries as well. Namely, large markets with growing purchasing power of the middle class, 
such as Brazil, Russia, India and China are becoming lucrative markets for a variety of 
household products.  

Having in mind that the way we organize our private life is changing, personal service 
robot market is very likely to grow progressively. Therefore, database on consumers and 
these products will expand and will provide a fruitful path for future, more complex market 
predictions, useful both to producers of products and policy makers in respective countries. 
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Abstract: In the focus of this paper is comprehensive statistical analysis of a public opinion survey on 
the issue of non-working Sunday. Case study is the survey carried out in Croatia in October 2017. As a 
member of the European Sunday Alliance, Croatia has been the first EU country to promote free Sunday 
as one of the measures of active demographic policy. Historical background, European legislation of 
free Sunday and good practices of its implementation have also been considered as well as its 
consequences on various spheres of socio-economic life, especially on family well-being. 
 

Keywords: free Sunday, European legislation, public opinion survey, post stratification analysis, 
hypothesis testing  

 
1 INTRODUCTION 
 
This work has emerged as a practical need to launch further research based on the conclusions 
of the conference entitled „Free Sunday and Dignified Working Time in Europe: What is the 
Way Forward?”. The conference was organized by the European Sunday Alliance at the 
European Parliament in Brussels, February 2019. Why the phenomenon of the non-working 
Sunday as a historical legacy is so important for living in modern Europe? 

It is in the nature of man to be free; he is called to be brotherly equal in dignity with all of 
his brothers and sisters of the human species. These are the leitmotifs of the French Revolution 
taken from the Gospel [2]. The ideas are very powerful, the foundations of the development of 
our civilization. However, in a number of European countries, especially in Croatia, life 
situation of some workers is closer to the state of slavery than the state of freedom. In Croatia 
people who work in retail stores are forced to work overtime, to work on holidays and Sundays. 
Formally, everything looks legitimate but in reality they are not appropriately paid for overtime 
work nor for their work on Sundays and holidays. 

Not only does the situation have negative consequences on their families, but also on the 
society as a whole. The damages are even worse since the most of the respective employees 
are women. Far too exploited and more absent than present in their families, the women cannot 
effectively raise up their children, which is one of the generators of violent behaviour among 
children and young adolescents, and consequently in the entire society. Hence, it concerns all 
the citizens and the common freedom. 

Moreover, what is happening to the employees in the retail trade today could soon happen 
to everyone else. The investment capital knows no borders. It brings impoverishment, 
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intensifies delinquency, destroys public expenditures, increases expenditures and reduces the 
quality of public health care, etc. Briefly, the state should first protect its citizens since that is 
it’s primarily task. 

Hence, it is necessary to look at the social significance of Sunday. Joining European Sunday 
Alliance Croatia has enriched the scope of arguments for work-free Sunday by extending its 
relevance onto demographic state and trends. Croatian Sunday Alliance has been first to 
propose free Sunday as one of the measures of active demographic policy. By fifty years ago, 
the main reasons for divorce were mostly behavioural and fairly concrete, such as alcoholism 
and neglect by a spouse [1]. However, in the last two decades reasons for divorce have become 
more of affective and abstract nature as feeling unloved or incompatible in the areas of life 
values and interests. According to the results of some researches, the probability of divorce 
increases with increased number of working hours, particularly by women [5]. Since the 
number of divorced marriages in a quarter of the counties of the Republic of Croatia has 
exceeded the number of new marriages on an annual basis, it is no wonder that free Sunday is 
for the first time perceived and promoted in Croatia as one of the main measures of active 
demographic policy.  

This paper is organized as follows: after the introduction, historical background and 
legislation in some European countries are dealt with. The topic of the third part is the case 
study of Croatia. The statistical analysis of public opinion survey results (October 2017) is 
carried out. The final section contains conclusion remarks. Consulted literature is listed at the 
end of the paper. 
 
2 HISTORICAL BACKGROUND AND LEGISLATION IN SOME EUROPEAN 

COUNTRIES 
 
Throughout the centuries, the justification of a day of celebration, a non-working day, is 
sociologically infused by Jewish fundamental social attitude that man needs rest. Moreover, 
Jewish tradition has always emphasized that this vacation belongs to every human being, even 
to animals. (Exodus 20,8; 23,12; 34,21) [7]. Saturday in Israel was originally a "socio-ethical 
institution, i.e. exclusive day of the rest and (...) only after the Babylonian exile it become the 
day of special Divine Worship “[8]. 

Later on the Roman Empire launched legalization of a free day, and instead of Sabbath, 
Sunday become the free day, since it is the day of Christ's resurrection, (after the Milan Edict, 
313), and afterwards non-working public holiday (321). Modernization, secularization, 
industrialization and urbanization have brought up the question of free Sunday into the centre 
again. "Machine" and "profit" imposed working hours, and working conditions become ever 
worse. On the basis of the scientific analysis of that time, the benefit of workers' vacations was 
recognized and the free Sunday was reinstated in the legal regulations. Thus, the 
implementation of free Sunday in the legislations of the western countries at the end of 19th 
and the beginning of 20th century was not motivated by workers' needs. The benefit of the 
workers' rest had already been attributed to "human, social and economic reasons" [8]. Thereby 
non-working Sunday was reintroduced in Switzerland, 1877, in Germany, 1891, in France, 
1906 and in Italy, 1907. It is an interesting fact that protestant countries, such as England and 
the United States, have not abolished free Sunday [6]. 

Due to the character of this paper, it is possible to mention just a concise description of 
Sunday work models that are currently valid in certain European countries. In the EU, about 
30% of employees regularly work on Sundays. In Austria, this percentage is 16%, tending to 
grow, and in Germany 23%. According to Eurostat data, Sunday is at most work-day in 
England and Denmark, while it is at lowest in Spain and Italy. Work on Sundays (in retail 
trade) is prohibited in Belgium, Denmark, France, Greece, Italy, Norway, Germany, 
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Luxembourg and Austria. However, there are exceptions in all of these countries: work in retail 
shops in Norway is allowed only three weeks before Christmas from 14:00 to 20:00h; in The 
Netherlands 12 Sundays per year; in Spain 8 Sundays per year; in Finland just from 12:00h to 
21:00h; there are no work restrictions in smaller places and tourist zones in Greece. In 
Germany, since 2006, working time has been allocated to federal states. So, work on Sunday 
in Bavaria is prohibited altogether, but in most other federal states it is allowed to work only 
4-6 Sundays per year. The Constitutional Court of Germany issued an act, in December 2009, 
according to which only exceptionally can shops be open on Sundays: activities typical for 
workdays cannot be passed onto Sunday, and "pure financial interests of the shop owners 
cannot be sufficient to work on Sundays". 

Due to various negative effects of work on Sundays throughout the modern Europe in the 
recent years, numerous initiatives, associations and mass movements for free Sunday have 
been established, such as European Sunday Alliance and European Citizens' Initiative for a 
work-free Sunday in Europe, which urge that non-working Sunday be implemented in 
European legislation and be valid throughout the EU. 
 
3 CASE STUDY OF CROATIA  
 
As an integral part of the EU, Croatia shares its destiny and all that has been said previously 
refers to Croatia, too. Croatian Sunday Alliance (CSA) was established in 2017. It is an 
association of trade unions, academic, social and religious institutions as well as NGO’s. Free 
Sunday is particularly opposed to the competition of the burly capital owners. For decades, 
they have been misrepresenting realities of the work on Sundays, falsely claiming, for example, 
that it increases economic activities and employment rate in Croatia. However, no economic 
theory proves that, the available indicators disclaim it and the data in the following table show 
far the lowest fiscal turnover in retail trade on Sundays and holidays.   
 

Table 1: Average turnover in fiscalization in G47 Retail trade by day in 2015, 2016 and 2017 in Kuna 
 

Average turnover in fiscalization in G47 Retail trade by day in 2015, in Kuna 
Monday  Tuesday Wednesday  Thursday  Friday Saturday Sunday Holidays 

217.353.239 215.138.930 219.655.595 232.188.885 242.538.963 256.457.213 135.767.295 105.583.320 
Average Annual turnover in 2015 79.348.724 
Average Fiscal Daily G47 in 2015 241.263.673 

Average turnover in fiscalization in G47 Retail trade by day in 2016 in Kuna 
Monday  Tuesday Wednesday  Thursday  Friday Saturday Sunday Holidays 

221.929.611 221.976.522 220.493.272 248.633.722 259.816.483 269.003.246 141.836.200 110.390.856 
Average Annual turnover in 2016 82.589.145 
Average Fiscal Daily G47 in 2016 226.271.631 

Average turnover in fiscalization in G47 Retail trade by day in 2017 in Kuna 
Monday  Tuesday Wednesday  Thursday  Friday Saturday Sunday Holidays 

235.914.507 234.048.728 238.983.062 256.322.650 274.511.389 288.579.629 156.616.216 118.345.147 
Average Annual turnover in 2017 88.061.240 
Average Fiscal Daily G47 in 2017 241.263.673 

 

Source: ISPU – Ministry of finance RH – Tax Department Zagreb, April, 2018.  
 
CSA significantly contributed to the promotion of the values of free Sunday. On behalf of it, 
Franciscan Institute for the Culture of Peace from Split conducted a survey, in October 2017, 
in order to find out prevailing public attitudes to the value of non-working Sunday, which 
authors have used as the case study of Croatia. 
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Public opinion survey was carried out by a specialized agency Ipsos Public Affairs. It was 
conducted by telephone interviews. Since the views of the Croatian population aged 18 and on 
were studied, a two-step stratified random sample was used with the following stages: 

 By random selection of place of residence within the stratum - the stratums are defined 
by region (6) and size of the place of residence (4 categories). 

 The household was chosen by random selection of the phone number.  
 The respondent was chosen by quota. 

Post stratification has been created on the basis of gender, age, size of residence, regions and 
education. The final realized sample consists of 603 respondents. 

From the results of this comprehensive research only some basic attitudes and answers to 
the relevant issues are presented in this paper. The first one is presented on the Figure 1 with 
the answers to the question: “How often you, if ever, go to the next places on Sundays?”  

 

Figure 1: Frequency of visiting to certain places on Sundays  
Source: Authors according Ipsos Public Affairs 2017 

 
The random stratified sample enabled authors to statistically analyse the answers to the 
aforementioned question for some demographic features. The frequency of going to the 
respective places has been statistically analysed in relation to the answer: "I rarely or never 
visit them on Sundays". As far as methodology is concerned, testing of hypothesis about the 
difference in the proportion of the two statistical populations has been applied. The usual level 
of significance of the 5% test was used. The analysis has been carried out for all of the places 
visited on Sundays and the results are very similar for each of them. Therefore, more precise 
results of visiting the shopping centres on Sundays on the basis of demographic categories have 
been presented below. 

Statistical analysis has shown that there is no statistically significant difference between the 
frequency of going to a shopping centre on Sundays between men and women. The answer "I 
rarely or never go shopping on Sundays" gave 48% of male and 50% of female respondents. 
The same answer has been given by 47% of the urban and 52% of the rural population. It shows 
that neither their responses statistically differ significantly. 

Analysis of the profile of the respondents according to the level of education reveals that 
45% of them who have elementary school education, 51% middle and 46% high school or 
college education “rarely or never” go shopping on Sundays. The respondents up to 30 years 
visit shopping centres on Sundays more often (41% rarely or never) while those between 45 
and 60 years old do it the rarest (59% rarely or never). »Rarely or never« go shopping on 
Sundays 44% of the respondents between 30 and 44 years old and those over 60 do not differ 
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much (45%). The analysis done according to the particular regions of Croatia shows that 56% 
of the population of Zagreb and its surroundings go shopping on Sundays »rarely or never«; in 
Slavonija 41%; in Kordun and Lika 57%; in North Croatia 43%; in Primorje and Istra 46% and 
in Dalmatia 49%. 

Even more than two thirds (67.5%) of respondents claim that not-working on Sundays 
within their regular business is important or exceptionally important for them. What they 
particularly think about work on Sundays can be seen distinctly from the Figure 2.  
 

 
Figure 2: Attitudes about work on Sundays  

Source: Authors according Ipsos Public Affairs 2017 
 

Figure 3 shows answers about personal support of maximum limitation of work on Sundays. 
 

 
 

Figure 3: Support of limitation of work on Sundays  
Source: Authors according Ipsos Public Affairs 2017 
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4 CONCLUSION 
 
This paper is meant as a contribution to promoting non-working Sunday as one of the vital 
basis for human well-being in general. After a brief review of historical background and 
European legislation, some practices in various European countries are presented. Different 
influences and consequences of (non-)working Sunday on social, economic, psychological, 
health, family well-being and demographic trends of social communities in contemporary 
Europe have been considered. Negative consequences of the fact that Croatia has no legal 
limitation of the opening time of retail stores is evident in many spheres of socio-economic life 
and especially intense in family life. To intensify pressure to change the practice, different 
initiatives joined and founded Croatian Sunday Alliance, 2017, (CSA). It is an association of 
trade unions, academic, social and religious institutions as well as civic organizations. CSA as 
a member of European Sunday Alliance has particularly contributed to raising awareness of 
free Sunday being one of the measures of active demographic policy. On behalf of CSA, 
Franciscan Institute for the Culture of Peace from Split conducted a survey in order to find out 
prevailing public attitudes to the issue of (non-)working Sunday in October 2017, which 
authors have used as their case study. From the results of this survey the authors have provided 
only some of the most relevant attitudes for the overall goal of this paper. Randomly stratified 
sample enabled the authors to statistically analyse the outcomes for some demographic 
features. Methodologically, hypothesis testing of the difference in the proportions of the two 
statistical populations has been carried out. It has been implemented in the analyses of all the 
questions in this survey. The fact that even more than two thirds (67.5%) of respondents 
conceder important or exceptionally important not-working on Sundays within their regular 
business could be taken out as a general conclusion remark. It should also be pointed out that 
70,5% of respondents support maximum limitation of work on Sundays. This paper is 
representing only a part of the on-going research of the free Sunday phenomenon. The authors 
have presented just the beginnings of an extensive statistical analysis of public opinion. 
Therefore, in order to promote non-working Sunday as a vital basis of human well-being, 
further research by the same authors can be expected soon. 
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Abstract: E-government refers to various technologies used for enabling better communication and 
services for citizens and enterprises. E-government enhances public services through openness, 
efficiency, transparency, democracy, and foster individuals and enterprises to use public services 
online. The goal of the paper is to investigate possible digital divide among the European countries 
according to e-government utilization, with the focus to gender and education. In order to shed some 
light on this issue, data were collected from Eurostat about the e-government usage in 2017 in European 
countries (female vs. male; lower, medium vs. higher education). Cluster analysis has been conducted, 
and results revealed that differences between countries are larger than the difference between gender 
and educational groups. 
 

Keywords: e-government, Internet, education, gender, European countries, cluster analysis 
 
1 INTRODUCTION 
 
Rapid progress in the area of information and communication technologies (ICTs) has a strong 
impact on the development of digital society while ICTs applications become inevitable in 
private and business aspect of life [1]. Development and usage of e-government applications 
increased in the last two decades, especially since it improves communication and 
collaboration for individuals and enterprises. E-government systems offer the availability of 
public services 24/7 with no time and space restrictions, lower costs, and higher efficiency [2; 
3]. Interaction between public institutions and users (individuals or enterprises) implicates 
obtaining information and documents, fulfilling, receiving, and sending forms, making 
payments, voting [4]. However, there are still differences among countries regarding e-
government usage, while some prerequisites are necessary for e-government usage. In addition, 
the latest development of ICTs which implicit high speed Internet access, as well as ICT 
literacy, present main indicators for e-government usage [5]. Therefore, the digital divide 
among countries refers to a different level of e-government utilization. Developed countries 
which encourage and foster ICTs development are leaders in using different web based 
technology such as e-government while developing countries with a low level of broadband 
Internet are still lagging behind [6; 7]. At the European Union level, there are many policies 
and initiatives trying to decrease differences among European Union countries regarding ICTs 
development level. 

The goal of the paper is to investigate are there any differences regarding e-government 
usage according to selected European countries and gender. Data about e-government usage 
by individuals in 2017 is collected from Eurostat. Data is analysed using k-means cluster 
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analysis. Research results show that there are more differences among selected European 
countries than among individuals regarding gender and education level. 

Paper consists of six sections. After the introduction, background on e-government usage in 
2017 by females and by males with different level of education according to selected European 
countries has been presented. In the third section, data and k-means cluster analysis have been 
described. Results are presented in the fourth section. In discussion section countries across 
clusters and graph of the cluster, means have been defined. The last section concludes the 
paper. 
 
2 BACKGROUND 
 
Backgrounds on e-government usage in 2017 by individuals in selected European countries are 
presented below. Data were collected from Eurostat regarding gender and education level [8]. 

Figure 1 presents e-government usage in 2017 by females with different level of education 
according to selected European countries. Females with a low level of education use e-
government services the least, especially in the following countries: Bulgaria, Croatia, Poland, 
Romania, and Serbia. Females with a high level of education use e-government services the 
most, especially individuals in Scandinavian countries: Denmark, Netherland, Finland, 
Sweden, Iceland, and Norway. Even in developing countries, there is a high percentage of 
females with a high level of education regarding e-government usage. Only in Bulgaria, 
Romania, and Croatia, less than 50% of females with a high level of education are using e-
government, while in all other selected countries that percentage is much higher.  
 

 
 

Figure 1: E-government usage in 2017 by females with different level of education according to selected 
European countries 

Source: Authors’ work based on Eurostat data (2017) 
 
Figure 2 presents e-government usage in 2017 by males with different level of education 
according to selected European countries. Males with a low level of education use e-
government services the least, especially in the following countries: Bulgaria, Cyprus, 
Romania, and Serbia. Males with a high level of education use e-government services the most, 
especially individuals in Scandinavian countries: Denmark, Netherland, Portugal, Finland, 
Sweden, Iceland, Norway, and Switzerland. Even in developing countries, there is a high 
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percentage of males with a high level of education regarding e-government usage. Only in 
Bulgaria, Romania, Croatia, and Serbia, less than 50% of males with a high level of education 
are using e-government, while in all other selected countries that percentage is much higher. 
 

 
 

Figure 2: E-government usage in 2017 by females with different level of education according to selected 
European countries  

Source: Authors’ work based on Eurostat data (2017) 
 
3 METHODOLOGY 
 
3.1 Data  
 
In order to investigate e-government usage by individuals with different level of education, we 
collected data from Eurostat for the year 2017, with the focus to 32 European countries (EU 
countries, Norway, Turkey, Switzerland, and Serbia). We did not include other European 
countries since the data were missing for the observed period and selected variables. We used 
eight variables regarding e-government usage: 

• 25_64_Males - % of males 25 to 64 years that used at least one element of e-
government; 

• Males_low_edu   - % of males 25 to 64 years, with a low level of education that use at 
least one element of e-government; 

• Males_med_edu -  % of males 25 to 64 years, with a medium  level of education that 
use at least one element of e-government; 

• Males_high_edu - % of males 25 to 64 years, with a high level of education that use at 
least one element of e-government; 

• 25_64_Females - % of females 25 to 64 years, with a low level of education that use at 
least one element of e-government; 

• Females_low_edu - % of females 25 to 64 years, with a low level of education that use 
at least one element of e-government; 

• Females_med_edu - % of females 25 to 64 years, with a medium level of education that 
use at least one element of e-government; 

• Females_high_edu - % of females 25 to 64 years, with a high level of education that 
use at least one element of e-government. 
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3.2 K-means cluster analysis 
 
Cluster analysis was used in order to identify European countries into similar groups for the 
year 2017. In order to conduct the analysis, we have used eight variables regarding e-
government usage among individuals with different levels of education. Research results 
showed that there are four clusters. We have also conducted Anova analysis and cluster means 
in order to test differences among defined clusters 
 
4 RESULTS 
 
Results of cluster analysis are presented by (i) Anova analysis (Table 1), (ii) cluster means 
(Table 2) and (iii) graph of the cost sequence (Figure 3). Figure 3 presents a graph of the cost 
sequence where it is shown that four clusters are appropriate for this analysis.    
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Figure 3: Graph of the cost sequence 
Source: Authors’ work based on Eurostat data (2017) 

 

Table 1 presents results of Anova analysis and k-means clustering for 8 variables.  Results also 
showed that 32 European countries are grouped into 4 clusters. All of the selected variables are 
statistically significant at 1%, which implies that the decision of grouping variables into four 
clusters is valid. 
 

Table 1: Anova analysis, k-means clustering; 8 variables, 4 clusters, n=32 countries 
 

 
ANOVA for continuous variables,  No of clusters: 4 Total no of training cases: 32 
Between SS 

 

df 
 

Within SS 
 

df 
 

F 
 

p value 
 

25_64_Males 
 

13053,97 3 957,905 28 127,1912 0,000000*** 
Males_low_edu 

 

14762,87 3 1907,848 28 72,2211 0,000000*** 
Males_med_edu 

 

13268,41 3 2825,462 28 43,8295 0,000000*** 
Males_high_edu 

 

7715,15 3 1746,848 28 41,2217 0,000000*** 
25_64_Females 

 

14025,54 3 1437,962 28 91,0351 0,000000*** 
Females_low_edu 

 

16596,60 3 1073,619 28 144,2799 0,000000*** 
Females_med_edu 

 

13423,01 3 2426,490 28 51,6307 0,000000*** 
Females_high_edu 

 

7673,36 3 1468,605 28 48,7661 0,000000*** 
Source: Authors’ work based on Eurostat data (2017) 

Note: *** statistically significant at 1% 
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Table 2 presents cluster means for 12 selected variables. The highest mean value has Cluster 4 
where are countries whose young inhabitants with low, medium and high educational level use 
Internet the most for participation in social networks, for taking part in on-line consultations 
or voting to define civic or political issues, for posting opinions on civic or political issues via 
websites and for civic or political participation. 

 
Table 2: Cluster means, k-means clustering; 8 variables, 4 clusters, n=32 countries 

 

Cluster 

Centroids for k-means clustering; Number of clusters: 4; Total number of training cases: 32 

25_64 
Males 

Males 
_low_edu 

Males 
_med_edu 

Males 
_high_edu 

25_64_ 
Females 

Females 
_low_edu 

Females 
_med_edu 

Females 
_high_edu 

Number 
of cases 

Percentage 
(%) 

1 74,0 48,8 68,4 86,8 73,4 44,0 67,2 85,4 5 15,6 
2 27,3 10,3 23,3 47,8 26,7 4,3 21,8 46,3 6 18,8 
3 53,1 25,0 50,4 80,4 52,1 19,6 48,3 78,2 14 43,8 
4 86,9 70,4 84,4 94,0 88,4 68,1 83,0 92,4 7 21,9 

Source: Authors’ work based on Eurostat data (2017) 
 
5 DISCUSSION 
 
Table 3 presents countries across clusters. Countries in Cluster 1 are Austria, France, Latvia, 
Luxembourg, and Switzerland. Countries in Cluster 2 are Bulgaria, Croatia, Italy, Poland, 
Romania, and Serbia. Countries in Cluster 3 are Czech Republic, Ireland, Greece, Spain, 
Cyprus, Lithuania, Hungary, Malta, Portugal, Slovenia, Slovakia, UK, and Turkey. Countries 
in Cluster 4 are Denmark, Estonia, Finland, Iceland, Netherlands, Norway, and Sweden. 
Individuals from countries which are grouped into Cluster 2 use e-government the least. In 
most developed north European countries, individuals use e-government the most (Cluster 4). 
No matter on education level or gender, individuals from developing countries which are not 
fostering ICTs usage and implementation, use the e-government services the least. 
Graph of the cluster means is presented in Figure 4. 

 

 
 

Figure 4: Graph of the cluster means 
Source: Authors’ work based on Eurostat data (2017) 
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Table 3: Countries across clusters 
 

Cluster Countries 
Cluster 1 Austria, France, Latvia, Luxembourg, Switzerland          
Cluster 2  Bulgaria, Croatia, Italy, Poland, Romania, Serbia               
Cluster 3 Czech Republic, Ireland, Greece, Spain, Cyprus, Lithuania, Hungary, Malta, Portugal, Slovenia, 

Slovakia, UK, Turkey               
Cluster 4 Denmark, Estonia, Finland, Iceland, Netherlands, Norway, Sweden               

Source: Authors’ work based on Eurostat data (2017) 
 

6 CONCLUSION 
 
This paper concentrates on e-government usage by individuals in selected European countries 
according to their gender and education level. In order to investigate differences among 
countries, cluster analysis was conducted. Results of cluster analysis revealed that European 
countries could be grouped into four clusters according to their usage of e-government. 
Research results showed that differences between countries are larger than the difference 
between gender and education level of individuals. The digital divide among countries still 
presents huge differences among developed and developing countries and unable individuals 
to use e-government services. Another important factor which prevents individuals in using e-
government is infrastructure accessibility and IT skills. Developing countries are still lagging 
behind regarding ICTs development and usage. Therefore, stronger political efforts are needed 
to foster ICTs progress in developing countries in order to decrease the existing digital divide. 
The venues on how to accomplish this goal should be the guideline for future researchers.  
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Abstract: The high level of industrialization of companies contributed to the increase of the 
environmental impacts on the environment and society. Aiming at evaluating the level environmental 
practices of a set of companies from the North of Portugal conducted the research based on 
questionnaires. The initial results show that most of the companies are in a progress stage regarding the 
implementation of measures and practices related to sustainability. The study allowed suggesting some 
implications for consulted companies, namely the need for effective mechanics to ensure compulsory 
but expedite environmental procedures along with its control which is a key factor to ensure sustainable 
and green practices.  
 

Keywords: Green practices, sustainability, eco-growth, companies, Portugal, statistical analysis. 
 
1 INTRODUCTION  
 
In response to the urgent for sustainability in the industrial sector, strategies for environmental 
and social impacts must be considered. The sustainability strategies are traditionally based on 
the identification and evaluation of criteria which expose potential impacts on the three 
dimensions of sustainable development: social, economic and environmental [1]. On account, 
the globalization, advanced supply chains have become increasingly complex over the years. 
The sustainability concept has been launched in the green agenda for all industrial sector, 
aiming to incorporate sustainable strategies with a focus on reduction, or even elimination of 
the negative impacts generated by products and operational process on the environment [2]. 

Following the agenda of sustainability, environmental practices have been posted as an 
important player in companies to the development of sustainable strategies. For instance, a 
work developed by Rashidi and Cullinane [3] has investigated the sustainability of the 
operational logistics performance of different countries using the OCDE database as a sample. 
Also, Dey et al.  [4] have investigated the development of initiatives towards sustainability in 
the field of the supply chain operations, identifying opportunities and providing 
recommendations for companies regarding the implementation of sustainability in the logistics.  

Having in mind the importance of the company’s activities as well their significant 
environmental, social and economic impacts attributed to these activities, the need for 
sustainable strategies to reduce these impacts emerge as a fundamental research topic. This 
paper aims to analyze the level of implementation of environmental practices in a set of 
companies from the North of Portugal. 
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To achieve the objective of this research, a review of the relevant existing literature related 
to sustainability and environmental practices was conducted. Then, the case of companies in 
the North region of Portugal was taken as a sample. 

The paper is organized in five main sections, as outlined next. A review of the relevant 
literature related to sustainability and environmental practices was conducted in Section 2. 
Then, a method was chosen in order to assess the environmental management practices of the 
selected companies in the North of Portugal, in Section 3. Section 4 presents and discusses the 
main results; highlighting aspects such as enterprise category (micro, small, medium or large) 
environmental policies were analysed. Section 5 presents conclusions and identifies a direction 
for future work. 
 
2 LITERATURE OVERVIEW 
 
In recent decades, environmental assessment has become commonplace in planning and 
evaluation at all levels in different organizations. In manufacturing process industries attention 
has been paid to the environmental impacts of their processes and resulting products. At the 
forefront, as a pioneer with the scope of sustainability the well-known Bruntland Commission 
Report [5] defines sustainable development as the capacity of the current generations to meet 
their needs without compromising the capacity of achieving the same by the future. 

Sustainability issues are mostly integrated with different functions of companies which 
already perceived these concerns as important aspects for their performance [6]. In the last few 
years, sustainability awareness has been introduced as a forefront subject for companies 
worldwide; it has been supporting companies towards addressing economic, social and 
environmental goals for society, additionally adopting common practices for the elaboration of 
sustainable practices [7].  

The relationship between sustainable development and green business growth has gained 
increasing importance in the literature in the last years. The discussion about environmental 
strategies in industrial activities is growing in both academia and industries. For instance, the 
work developed by Aldakhil et al. [9] investigates the main determinants of integrated supply 
chain management for green business growth for BRICS (Brazil, Russia, India, and China) 
countries, considering some aspects such as economic growth and environmental policies.  

Notwithstanding, the development of sustainable practices by companies has not been 
accomplished similarly by all industrial sector and countries worldwide. In spite of all these 
concerns, one of the main challenges to sustainable development in the industrial sector 
remains as how to apply this concept on their activities, contributing positively to 
environmental, social, and economic aspects. 

Under such a background, this research aims to investigate the level of environmental 
practices implemented by a set of Portuguese companies, which could contribute to understand 
the actual scenario of sustainable practices in these companies. 
 
3 METHODOLOGY  
 
In order to achieve the objective of this research several stages were considered, namely (1) an 
analysis of the current literature on sustainable practices; (2) based on the literature review a 
questionnaire was designed in order to address the issue of sustainable practices; (3) a case 
study was chosen as a strategy to asses a set of companies; (4) one hundred and two companies 
were consulted through an online questionnaire (the sample was defined for convenience, due 
to time and budget constraints); then (5) a statistical was performed to and results and draw  
results and conclusions. 

The steps carried out in this research was inspired in a previous work developed by Jabbour 
et al. [10], where quantitative methods were used to investigate primary data, which support 
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clear benefits to describe and to explore variables as well constructs of interest [11]. The design 
of the questionnaire is divided into two parts: one related to the companies' characterization, 
another concerning the measurement of environmental practices (Table 1). For the second part 
of the questionnaire, a five-point Likert scale was adopted as a tool to assess the company’s 
performance. The scale comprises five levels of agreement, ranging from (1) “Not 
implemented” to (5) “Completely implemented”. 
 

Table 1: Level of implementation in the company of the practices of "Environmental Management" 
 

Question Description 
EM1  Clear environmental management policy 
EM2 Environmental training for all employees 
EM3 3Rs (Reduction, Reuse and Recycling applied in water, electricity and paper) 
EM4 Development of products with lower environmental impacts 
EM5 Development of productive process with lower environmental impacts 
EM6 Selection of suppliers based on environmental criteria 
EM7 Environmental management system (ISO 14001 or others) 
EM8 Voluntary disclosure of environmental performance information 

 
Regarding the sample, from the invited companies, 102 of them agreed to participate. They 
were asked to fill out the questionnaire designed through Google Docs forms, and all of them 
were completed without any irregularity.   
 
4 ANALYSIS OF THE RESULTS 
 
The main findings in this research are discussed below, considering a statistical approach using 
the software IBM SPSS version 24. 
 
4.1 Sample characterization  
 
The results related to the characterization of the companies are summarized in Table 2. The 
sample was made up of micro companies (up to10 employees, 32.35%), small companies 
(between 10 and 50 employees, 25.49%), medium size (between 50 and 250 employees, 
16.67%) and large companies (more than 250 employees, 25.49%).  
 

Table 2: Technical record of participating companies 
 

Dimension on  
the company 

Percent  Number of employees 
associated with logistics 

Percent  Turnover  
(in euros) 

Percent 

Micro 32.35  [0;3) 34.31  [0;100k) 13.7 
Small 25.49  [3;6) 20.59  [100k; 250k) 10.8 
Medium 16.67  [6;9) 5.88  [250k 500k) 9.8 
Large 25.49  [9;12) 9.80  [500k; 1M) 10.8 
   [12;15) 1.96  [1M; 5M) 18.6 
   15 or more 27.45  5M or more 36.3 

 
Regarding the number of works associated, it is possible to observe that a large number of 
companies have up to three workers. The results also showed that a great number of companies 
had a turnover (by year), more than five million euros (36.3%). 
 
4.2 Environmental management practices 
 
Environmental impacts are one of the most important issues related to the production process 
in the industrial sector. In this direction, green practices are considered as key instruments to 
ensure the minimization of these impacts. The results presented in Table 3 compile a summary 
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of descriptive statistics associated with eight environmental practices proposed in this research. 
Results showed that all items were answered using the entire scale, meaning that the level of 
implementation of the environmental practices from the consulted companies are in different 
stages. 
 

Table 3: Descriptive statistics for environment management practices 
 

Environment managment practices  Min Max Mean St. Dev. 
EM1 1 5 3.45 1.087 
EM2 1 5 3.28 1.146 
EM3 1 5 3.40 1.017 
EM4 1 5 2.77 1.342 
EM5 1 5 2.78 1.302 
EM6 1 5 2.51 1.391 
EM7 1 5 2.45 1.558 
EM8 1 5 2.61 1.415 

 
The results also showed that the lowest averages are related to the environmental management 
system (EM7) and the selection of suppliers based on environmental criteria (EM6). These 
values can be explained by the fact of these measures carry a huge financial burden for 
businesses.  

Nonetheless, for the first three items (EM1, EM2, and EM3), the highest means, which 
means that they are relevant to achieve environmental management practices. The standard 
deviation does not present great discrepancies between items.  

Following this analysis, the results showed in Figure 1 present the intervals of 95% of 
confidence for the average answers of the companies. It confirms the results from Table 3, 
showing that the first measures have a higher level of implementation, while the latter is still 
starting. 

 

 
 

Figure 1 - Confidence interval for environment management practices 
 
Table 4 shows the correlation between environmental practices. For the cases of EM4 and 
EM5, they achieved the highest correlation coefficient (0.816). These relationships are 
considered as important measures for companies, because if the company take into account 
environmental concerns the design of product/service, the production process should takes into 
account green practices. For the case of EM1 and EM2, the results also show a high correlation 
(0.778). It can be justified by the fact of these companies have a clear environmental policy in 
place, also employees are involved in the company’s policies. 
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Table 4 - Matrix correlation between environment management practices 
 

Item EM1 EM2 EM3 EM4 EM5 EM6 EM7 EM8 
EM1 1.000        
EM2 .778 1.000       
EM3 .578 .674 1.000      
EM4 .403 .467 .553 1.000     
EM5 .468 .565 .619 .816 1.000    
EM6 .436 .548 .497 .635 .662 1.000   
EM7 .621 .570 .390 .385 .380 .372 1.000  
EM8 .425 .478 .558 .511 .620 .615 .350 1,000 

 
For the environmental practices, the results show that it was considered as an important 
dimension to be addressed by companies, in order to develop strategic/finance policies, 
including green practices.  
 
4.3 Environmental management practices by companies 
 
Figure 2 presents the level of environmental management practices of the consulted companies, 
by the dimension. The results showed that the large ones are at the forefront regarding the 
implementation of environmental practices.  
 

 
 

Figure 2- Average level of environment management practices, by companies’ dimension 
 
At the same time, it is possible to observe that for all companies, the last three environmental 
practices present the lowest scores; this fact could be associated with two important aspects, 
namely the  lack of awareness about the benefits of implementing these practices; and also the 
lack of financial support  to allow companies to be connected with green procedures. 

To ensure the impact of these measures, a Kruskal Wallis test was conducted to examine 
the differences in environmental practices according to the types of companies inquired. All 
the assumptions of the test are assured [12]. The test showed that was a statistically significant 
difference exists in all the measures except in EM3 and EM5, with p<0.05, which means that 
there are significant differences of the stages of companies related with green issues, taking 
into account the dimension of them (Table 5).  
 

Table 5: Kruskal Wallis Test (group variable: dimension of the company) 
 

 EM1  EM2 EM3  EM4 EM5 EM6 EM7 EM8 

Chi-Square 32,201 25,775 6,519 9,157 6,696 8,827 29,325 13,428 
df 3 3 3 3 3 3 3 3 
Asymp. Sig. ,000 ,000 ,089 ,027 ,082 ,032 ,000 ,004 
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However, the 3Rs policy (EM3) is already a measure very common and the development of 
productive process with lower environment impacts (EM5) is also a huge concern related to 
the reduction of waste. 
 
5 CONCLUSIONS 
 
In this work, we addressed the contribution of sustainable practices for companies and 
sustainability. Recognizing the importance of these initiatives we proposed an analysis of the 
implementation of these practices taking a set of companies as a sample. Results from the 
literature confirmed that sustainable practices have led companies to develop environmental 
strategies, such as Green initiatives which have been contributing to companies save costs, 
meet compliance requirements, and also to create a sustainable network among customers.  

From the companies consulted, the research showed that they have a long path to go toward 
implementation of sustainable practices, with few exceptions for large companies which have 
well-defined policies on sustainability field as economic resources to implement it. 

Despite being an initial analysis, the results showed that for the consulted companies, 
environmental issues are not properly addressed and formalized by those. Finally, the results 
indicate that small companies face several berries to implement green actions, particularly the 
ones related to certification.  

The study allowed suggesting some implications for Portuguese’ companies. For instance, 
the need for effective mechanics to ensure compulsory but expedite environmental procedures 
along with its control is key factors to ensure sustainable and green practices of companies.  
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Abstract: The utilization of renewable resources poses new challenges to process design [1]. The 
present work shows a methodology based on process graphs (P-graph) [2][3] for generating optimal 
and near-optimal supply networks where the set of activities and those reliabilities are given.  
A branch and bound algorithm was developed for designing supply chains under uncertainty. Such steps 
comprise superstructure generation, construction of the mathematical model, optimization, calculating 
the reliability constraints and the solution interpretation.  
The developed algorithm is illustrated with an optimization problem for a region that is to support a 
sustainable environment. This example involving the utilization of renewable feedstock, namely 
agricultural products and the reliability of the solutions are calculated where lower bound of the 
expected reliability is input parameter. The optimal design of a supply chain under uncertainties 
attributable to the availability of the renewable resources as feedstock is carried out via the P-graph-
based methodology. The mixed integer linear programming (MILP) problem, generated automatically 
via the  algorithms of the methodology, serves as an input to subsequent optimization to determine the 
optimal supply chains in terms of multiple criteria (e.g., cost-optimal, performance optimal given a cost 
limit, etc.). The problem definition contains the materials (raw materials, intermediates and products) 
and the operating units. A branch and bound algorithm was developed for determining the profit and 
cost optimal solution using heuristics and cutting steps. The input of the algorithm consists of a set of 
products (demands to be satisfied), raw materials (available), and potential operating units 
(manufacturing, transportation, etc.), as well as cost data with capacity constraints and the reliability 
value of each operating unit. The lower reliability bound defined for the entire process is also given. 
The output of the algorithm is a ranked list of the n-best networks. 
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Abstract: The aggregation of individual judgments by weighted geometric mean is frequently applied 
within the analytic hierarchy process. This method can be unsatisfactory, since a single scalar number 
cannot embrace the diverse views and experiences of all the stakeholders in the decision-making 
process. We propose a new aggregating approach that is based on the weighted geometric mean and 
the geometric standard deviation and produces group interval judgments. The parameter that influences 
the width of the intervals is incorporated. The method is applied to the case study. 
 

Keywords: Multiple criteria evaluation, Analytic hierarchy process, Group decision-making, 
Geometric standard deviation, Interval judgments, Natural resources.  
 
1 INTRODUCTION 
 
The analytic hierarchy process (AHP) [1] is a widely used method in group multi-criteria 
decision-making. The decision-maker assigns a number from 1 to 9 on the AHP scale for each 
pairwise comparison ,  , 1,...,i ja i j n  of two objects, if we have n objects. There are many 
approaches that can be used to aggregate individual scalar judgments, including: the weighted 
geometric mean method [2], models based on data envelopment analysis [3, 4], the group-
weighted least-squares method [5], and the group method with aggregation on preferential 
differences and rankings [6]. The weighted geometric mean method is the one most often 
employed for aggregating individual scalar judgments into group judgments [7-10]. However, 
the group may not be satisfied with the scalar-valued judgment because it may not reflect the 
diverse experiences, views, and perspectives of all the decision-makers. In such a case, a group 
interval judgment can be used. In the literature, minimum and maximum individual judgments 
of r decision-makers have been applied to aggregate individual scalar judgments 

( ) ,  1,..., rk
i ja k   into group judgment ,group group group

ij ij ijua l     for the lower and upper bounds 
of the intervals, respectively [11, 12] where 

  ( )

1,2,...,
mingroup k

ij ijk r
l a


   (1) 

   and  ( )

1,2,...,
maxgroup k

ij ijk r
u a


 . (2) 

This approach has some drawbacks as only extreme judgments that could be outliers will affect 
the interval bounds, whereas the intermediate judgments have no influence on the interval. 
The aim of this paper is to suggest a new approach for creating group interval-valued 
judgments based on the geometric mean and the geometric standard deviation. The power 
factor   that influences the width of the intervals is also incorporated in the approach.  
There are many known methods of deriving an interval priority vector from the interval 
comparison matrix [13, 14, 12]. In this paper, the uncertain logarithmic least-squares method 
[15] is employed to derive interval weights from an interval comparison matrix, which 
generalizes the logarithmic least-squares method [16] for deriving weights in the classical 
point-valued AHP. For ranking the interval weights the possibility-degree formulae based on 
the distance between two intervals is used.  
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The proposed approach for generating group interval judgments is applied to the case study 
of ranking the strengths, weaknesses, opportunities, and threats (SWOT) groups of Pohorje, a 
mountain range in Slovenia. One of the objectives of this study is to analyze the width of the 
interval group judgments and the derived interval group weights depending on the factor  .  
 
2 AGGREGATING INDIVIDUAL JUDGMENTS INTO GROUP INTERVAL 

JUDGMENTS 
 
The classical AHP uses a 1 to 9 ratio scale to compare two elements on the same level of the 
hierarchy with respect to the element on the next highest level. Reciprocal comparisons are 
used to create the comparison matrix   ,  , 1,...,ij n n

A a i j n


  , where 1/ji ija a . The priority 

vector 1,..., )( nw w w  can be derived from the comparison matrix by many known methods, 
of which the logarithmic least-squares method [16] is often applied: 

   
2

1
min ln ln ln

n n

ij i j
i j i

a w w
 

  , (3) 

the solution of which is the geometric mean of the row elements of matrix A: 

 
1

, 1,...,
n

n
i ij

j

w a i n


  . (4) 

The inconsistency of judgments is measured by the consistency ratio [1]. 
We assume that a group of r decision-makers take part in the decision-making process. Let 

   ( )k k
ij n n

A a


 , k = 1,…,r be their comparison matrices of scalar-valued judgments. Individual 

judgments are not necessarily equally important because of variations in the knowledge, 
experience, or status of the decision-makers. Each decision-maker is assigned a weight k , k 

= 1,…,r, 0k  , 
1

1
r

k
k




 , which determines the importance of their opinion. 

Our new approach for aggregating individual scalar-valued judgments into a group interval-
valued judgment is based on the acknowledged method used in classical group AHP, which 
uses the weighted geometric mean of individual judgments [2]. The main statistic for 
measuring the dispersion of values around the geometric mean is the geometric standard 
deviation. 

Let 

     
1

k
r

WGMM k
ij ij

k
a a





  (5) 

be the weighted geometric mean of the set of individual judgments     1 ,..., r
ij ija a . Weighted 

geometric means of all judgments are gathered in a matrix   WGMMWGMM
ij n n

A a


 .  

The geometric standard deviation is defined as: 

  
 

  
2

2
11

1

2

exp ln
k

ij
WGMM

ij

r
aWGMM

ij k a
k

Vs
V V







 , (6) 

where 
1

1

r

k
kV 



  and 2
2

1

r

k
k

V 


 . Because 1 1V  , equation (6) simplifies to: 
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The matrix of geometric standard deviations is denoted by   WGMMWGMM
ij n n

S s


  and is 

symmetric.  
Individual judgments are dispersed around the weighted geometric mean, which is a good 

representative of the group judgment. However, it is unsatisfactory because it may not reflect 
the differences in the views of individual decision-makers. Our proposed approach intends to 
present the group judgments as intervals. An interval judgment could satisfy decision-makers 
better than a point-valued group judgment does. The interval should express a variety of 
different judgments based on differences in knowledge, views, and experiences. This variety 
can be expressed by the geometric standard deviation. We define the group interval judgments 
as:  

 
 

  
    , , ,  , 1,...,

WGMM
ij

WGMM
ij

a WGMM WGMMgroup group group
ij ij ij ij ij

s
a l u a s i j n

 
   


 


 (8) 

The width of the interval can be regulated by a factor  ,  0,1  . If 1  the group interval 
judgment can be too wide, therefore one of the goals of this study is to analyze the width of 
the intervals for different . 
   
3 GROUP WEIGHTS FROM THE GROUP INTERVAL MATRIX 
 
The group interval matrix is constructed of the interval judgments from the equation (8):  
  , .group group group

ij ij n n
A l u


      (9) 

and has the reciprocal property  
1group group

ji ija a


 . 

To derive interval weights from groupA , we apply the uncertain logarithmic least-squares 
method [15] : 

 

1/ 1/ 1/

1 1 1
1/ 1/ 1/

1 1 11 1 1

, .

n n n
n n n

group group group
ij ij ij

j j j
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  (10) 

To rank the interval weights, we use the row–column elimination method [17, 12] from the 
matrix of degrees of preference: 

 

12 1

21 2

1 2

n

n

n n

p p
p p

P

p p

 
 


 
 
 

 

 (11) 

Let  ,L UA A A  and  ,L UB B B  be two intervals. To calculate the probabilities ijp in matrix 
P we use a method that is based on the distance between two intervals, and assumes that 
interval weights are uniformly distributed:  

  
   max 0, max 0,

( ) ( )
U L L U

AB
U L U L

A A
p P A B

A
B B

BA B


  


 

 
. (12) 

350



 

 
 

4 THE CASE STUDY 
 
Pohorje is a mountain range in northeastern Slovenia in Europe that covers an area of 840 
square kilometers. A large part of Pohorje is included in Natura 2000, a collection of nature 
protection areas within the European Union. The economic development of Pohorje, which is 
primarily covered with forests, is dependent on agriculture, tourism, and forestry. Pohorje 
participated in Project NATREG [18]. One of the results of the project was SWOT analysis of 
Pohorje development, and the ranking of SWOT factors within each SWOT group [19]. 

The goal of this case study was to rank SWOT groups. We selected 12 stakeholders that 
were well acquainted with the problems associated with Pohorje. Their importance was 
determined also by AHP and their weights were 0.0807 for stakeholders from tourism, 0.0759 
for forestry, 0.0814 for agriculture and 0.0953 for stakeholders from nature protection. The 
selected experts conducted pairwise comparisons of SWOT groups with the optimal 
development of Pohorje as their goal [20].  
 
4.1 RESULTS 
 
We aggregated individual pairwise comparison matrices of SWOT groups by weighted 
geometric mean (5) and calculated the geometric standard deviations by equation (7):  

 

1 1.39 0.71 1.17 1 4.24 2.42 4.06
0.72 1 0.66 1.23 4.24 1 3.22 2.66

,  
1.41 1.51 1 1.43 2.42 3.22 1 3.26
0.85 0.81 0.70 1 4.06 2.66 3.26 1

WGMM WGMMA S

   
   
    
   
   
   

 (13) 

We calculated the group interval matrices groupA  for different values of parameter   by 
equation (8),  ranging from 0.1 to 1 with step 0.1. To compare the results we also calculated 
the interval group judgments with minimum as the lower bound and maximum as the upper 
bound (eq. (1) and (2)) that we called Min-max. The group judgments from WGMMA  and the 
group intervals for all judgments were calculated. The results of the analysis show that the 
intervals gained by our new proposed approach are mostly narrower than the Min-max 
intervals. However the intervals for larger values of parameter  are wide.  

We derived the group weights from WGMMA  by equation (4) and the group interval weights 
from the group interval matrices according to the equation (10). The results are presented in 
Figures 1-2.  
 

   
 

Figure 1: Group weights for the strengths (left graph) and for the weaknesses (right graph) 
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Figure 2: Group weights for the opportunities (left graph) and for the threats (right graph) 
 
The results show that the width of the intervals rapidly increases when the width of the interval 
judgments increases. The scalar-valued weights gained by geometric mean method represent 
the percentages of importance. If we would like to preserve this meaning of the weights, then 
the upper bound of the intervals should be less than 1. Thus, in our case study the values of 
parameter    from 0.1 to 0.6 are suitable.  

The final ranking of the SWOT groups derived by the equations (11)-(12) show that the 
ranking of the SWOT groups is identical for all values of parameter  . Strengths and 
opportunities are more important than weaknesses and threats with: 

53% 55% 51%
Opportunities Strengths Weaknesses Threats  for 1   and 

85% 74% 57%
Opportunities Strengths Weaknesses Threats  for 0.1  . When the parameter   
decreases the preferences of one group over the other increase, which is another confirmation 
that smaller values of   are more suitable. The ranking is equal to the ranking gained by 
geometric mean method. The ranking gained by the Min-max method differs which lowers the 
credibility of Min-max method. 
 
5 CONCLUSIONS 
 
Aggregation of individual judgments into a scalar group judgment using the weighted 
geometric mean is often unsatisfactory because a single number could hardly embrace the 
diverse views, perspectives, and ideas of several stakeholders in a decision-making process. 
This paper proposes a new approach for aggregating individual scalar-valued judgments into 
a group interval-valued judgment. The new approach is based on the weighted geometric mean 
and the geometric standard deviation. The group interval takes into account all varieties of 
individual judgments through the use of the geometric standard deviation and the width of the 
interval judgments is controlled by parameter  . 

The approach is applied to the case study of ranking SWOT groups, which are important 
for the development of the Pohorje mountain range in Slovenia. The results show that strengths 
and opportunities are more important than weaknesses and threats for the development of 
Pohorje. The analysis of the width of the intervals shows that narrower interval judgments lead 
to narrower intervals of final weights. In the future work the presented approach should be 
tested in more applications to confirm our findings. 
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Abstract: The main research topic refers to and the contribution of the paper is to be seen in the 
construction of an approximate evolutionary method for the min-sum location problems. To keep the 
population diversity at a certain level, suggested genetic algorithm uses the uniformly deployed set of 
associated p-location problem solutions. The efficiency of the newly introduced solving technique is 
studied from the viewpoint of computational time and resulting solution accuracy. Theoretical 
explanation of the developed heuristic algorithm is here supported by a brief computational study 
performed on real problem instances, data of which were obtained from the road network of the self-
governing regions of Slovakia. The results provided by the suggested approximate approach will be 
compared to the exact solution of the problems. 
 

Keywords: Min-sum location problems, evolutionary algorithm, uniformly deployed set of solutions, 
approximate solution accuracy 

 
1 INTRODUCTION 
 
The class of the p-location problems comprises a broad spectrum of practical problems from 
the construction of distribution systems to designing public service systems. The p-location 
problem with a min-sum objective function consists in determination of p centre locations in a 
finite set of possible locations so that the sum of weighted distances from individual user 
locations to the nearest located centres is minimal. This problem is also known as the weighted 
p-median problem and it is often used to model the public service system design problems [2, 
3, 6, 7, 11, 12]. A plethora of exact and approximate algorithms has been developed to solve 
medium sized instances of these problems [4, 8, 9]. 

Nevertheless, if the algorithms are applied to larger instances of the problems, the 
computational time of commonly used branch-and-bound based IP-solvers has proved to be 
unacceptably long and, in addition, almost unpredictable [1, 10]. Contrary to the exact 
algorithms, the often quoted evolutionary metaheuristics enable to terminate their 
computational process in a given time, but a weak side of them is that they can be trapped at a 
local extreme, what means that the processed population of solutions stays homogenous.  

To face the population homogeneity, various approaches have been suggested [5]. Most of 
them evaluate the diversity of the current population and if the population diversity drops below 
some threshold, either probability of mutation is increased or randomly generated individuals 
are inserted into the current population or other procedure of population diversification is 
employed. 

In this paper, we focus on the usage of the uniformly deployed set as a tool of diversity 
maintenance in a genetic algorithm with an elite set. 

The uniformly deployed set of p-location solutions can be represented by a set of zero-one 
vectors of the m-dimensional space, where each vector has exactly p components equal to one 
and the remaining components get zero values. The number m equals the number of possible 
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centre locations. Each pair of solutions from the uniformly deployed set has Hamming distance 
greater than or equal to a given even number h and the set is assumed to be maximal, i.e. there 
is no other solution, which can be added to the set. 

Having once the uniformly deployed set for given integer numbers p and m, we can generate 
a different uniformly deployed set by simple permutation of m components. In this research, 
we make use of the fact that the uniformly deployed set is a maximally diversified set of 
solutions and we will study the impact of the uniformly deployed set usage on the performance 
of a genetic algorithm solving the min-sum p-location problem. 

The paper is assembled in the following way. The next section comprises the formulation 
of the simple min-sum p-location problem and definition of the uniformly deployed set of the 
p-location problem solutions. The third section deals with the genetic algorithm, which uses 
the uniformly deployed set for keeping population diversity. The fourth section contains the 
results of numerical experiments and a comparison of the heuristic solutions to the exact ones, 
and the last section summarizes the obtained findings. 
 
2 THE P-LOCATION PROBLEM AND UNIFORMLY DEPLOYED SET  
 
The general p-location problem with simple min-sum objective function can be defined as a 
task of determination of p service center locations from a set I of m possible service centre 
locations so that the sum of weighted distances from users’ locations to the nearest located 
centre is minimal. Let symbol J denote the set of the users’ locations and bj denote the weight 
associated with user location jJ. If dij denotes the distance between locations i and j, then the 
studied problem known also as the weighted p-median problem can be described by (1). 

 min min : : ,j ij
j J

b d i P P I P p


 
   

 
  (1) 

A feasible solution of the problem (1) is presented by a sub-set of p locations from the set I. 
Any such solution can be also represented by m-dimensional vector of zeroes and ones, where 
m is the cardinality of I. The vector y, which corresponds with a solution P, is defined so that 
yi=1 if and only if iP. This way, the set of all feasible solutions can be studied as a sub-set of 
vertices of m-dimensional hypercube. A topology on the set of hypercube vertices can be 
defined by Hamming gauge, which gives the length of zero-one vector y according to (2). 
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i
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Obviously, each vector corresponding to a feasible solution of the p-location problem has the 
length equal to the value of p. The Hamming distance between two vectors x and y is defined 
by (3). 
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Hamming distance of two different feasible solutions of the p-location problem is an even 
integer and varies from 2 to 2p, where the distance of 2 corresponds with pair of solutions, 
which differ only in one service centre location, and the distance of 2p indicates that the 
corresponding solutions have no common service centre. The notion of Hamming distance 
enables to define the maximal uniformly deployed set. The maximal uniformly deployed set of 
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the p-location problem is defined for given distance d as a maximal set of p-location problem 
solutions, where every two solutions have minimal Hamming distance d. As the maximal 
uniformly deployed set can be formed based only on the values p, m and d, regardless of the 
location numbering, each permutation of subscripts of locations gives a different maximal 
uniformly deployed set. This property together with the fact that the uniformly deployed set is 
a maximally diversified set of a given number of solutions, can be used in evolutionary 
metaheuristic discussed in the next section. 
 
3 GENETIC ALGORITHM AND UNIFORMLY DEPLOYED SET 
 
The genetic algorithm belongs to the family of evolutionary metaheuristics, which imitate 
evolution of some species represented by a population of individuals. Very often, an individual 
corresponds to a feasible solution to the solved problem. The genetic algorithm comes from an 
initial population, and then it transforms the current population to a new one imitating a real 
evolutionary process. A standard schema of the genetic algorithm is given by the following 
steps. 
 

0. Initialize the current population, compute fitness of each individual in the current 
population and initialize the best-found solution by the individual with the best fitness. 
Determine the elite set as a subset of the current population using the evaluated fitness. 

1. If the termination rule is met, then terminate, otherwise create a new population 
according to the following steps. 

2. Fill up the set of candidates by repeating these operations: Random selection of a pair 
of individuals from the current population. Creation of offspring by the operation of 
crossover. Submit offspring to the random mutation and insert the resulting solutions 
into the set of candidates.  

3. Create a new population so that the elite set of the current population is included in 
the new one first. Then, based on fitness, the elements of the set of candidates are used 
to fill up the non-elite part of the new population. The best-found solution and the 
elite set are updated. 

4. Declare the new population as the current one and go to 1. 
 
A common approach to initialization of the starting population consists of a random selection 
of p locations from m possible centre location, to determine positions of the p service centres. 
This process is repeated until the demanded number of individuals is obtained. 

Contrary to other problems, the special structure of the set of feasible solutions yields the 
possibility to construct crossover operation so that offspring are feasible solutions of the p-
location problem. Similarly, the operation of mutation can be defined as one or more location 
exchanges and, this way, mutated offspring keeps feasibility. Even if the topology of the set of 
all p-location solutions enables formulation of smart operations of crossover and mutation, the 
substantial danger of evolutionary process of being trapped by homogeneous population in a 
local minimum stays unsolved. 

In common genetic algorithms, population diversity is evaluated after a given number of 
population exchanges and if diversity decreases below a given threshold, then a diversity 
maintenance attempt is made. Diversity of the population can be increased either by increasing 
mutation probability or by injecting other very distant solutions in the non-elite part of the 
population. 

We suggest a new version of the above-described genetic algorithm. The version uses the 
uniformly deployed set of p-location problem solutions both for the constitution of the initial 
population and for population diversification. 
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The initial maximally diversified population can be obtained simply by adopting the 
uniformly deployed set as the initial population. 

Diversity maintenance can be performed in step 3, where a set of candidates is used only 
for updating of the elite set in the new population, but the non-elite part of the new population 
is filled up from the permutated uniformly deployed set of p-location problem solutions. 
 
4 NUMERICAL EXPERIMENTS 
 
This section is devoted to the computational study aimed at studying the suggested genetic 
algorithm with uniformly deployed set from the viewpoint of computational time demands and 
the solution accuracy. 

The real instances of p-location problems were obtained from the road network of the 
Slovak Republic and the emergency health care systems organized in particular self-governing 
regions. The mentioned instances are further denoted by the names of capitals of the individual 
regions followed by triples (XX, m, p), where XX is commonly used abbreviation of the region 
denotation, m stands for the number of possible centre locations and p is the number of service 
centres, which are to be located in the mentioned region. The list of instances follows: 
Bratislava (BA, 87, 14), Banská Bystrica (BB, 515, 36), Košice (KE, 460, 32), Nitra (NR, 350, 
27), Prešov (PO, 664, 32), Trenčín (TN, 276, 21), Trnava (TT, 249, 18) and Žilina (ZA, 315, 
29). All cities and villages with the corresponding number of inhabitants bj were taken into 
account. The coefficients bj were rounded up to hundreds. The set of communities represents 
both the set of users’ locations and the set of possible centre locations as well. 

An individual experiment was organized so that the exact solution of the underlying p-
location problem was computed using the radial approach described in [4, 8, 9], first. To obtain 
the exact solution of the problem, the optimization software FICO Xpress 7.3 was used and the 
experiments were run on a PC equipped with the Intel® Core™ i7 5500U processor with the 
parameters: 2.4 GHz and 16 GB RAM. The obtained results are summarized in the left part of 
Table 1, which is denoted by “Optimal solution”. The column denoted by minSum contains the 
optimal objective function values of the problem (1). The computational times in seconds are 
given in the column denoted by CT [s]. 

The right part of Table 1, denoted by “Heuristic solution” is dedicated to the results of 
suggested evolutionary heuristic, which makes use of the uniformly deployed set of solutions. 
The uniformly deployed sets were obtained by the previously performed process for the 
individual problems. The process consists of creating an initial uniformly deployed set, and 
then the process continues with series of optimization problem-solving procedures, when each 
step either adds a new solution to the set or declares that the set is maximal. The cardinalities 
of the resulting individual sets are reported in Table 1 in the column denoted by PopSize. The 
experiments with the genetic algorithm were performed for a various maximal time of 
evolution CT_Evol, which varied from 0.5 to 5 seconds. Each experiment for the given self-
governing region and given maximal computational time was performed 10 times and the 
average results are plotted in the associated column. In the columns, the average gap is 
reported. The gap expresses the relative difference in the obtained objective function value 
from the objective function value of the exact solution. 
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Table 1: Results of numerical experiments for the self-governing regions of Slovakia 
 

region 
Optimal solution Heuristic solution 

minSum CT [s] CT_Evol [s]: 5 2 1 0.5 
PopSize avg gap [%] avg gap [%] avg gap [%] avg gap [%] 

BA 19325 0.28 23 0.00 0.00 0.00 0.00 
BB 29873 2.22 172 2.53 2.88 5.51 8.02 
KE 31200 1.44 60 1.10 4.39 6.06 9.00 
NR 34041 2.84 83 0.23 1.28 2.33 3.14 
PO 39073 35.01 232 1.40 3.08 5.24 11.28 
TN 25099 1.38 137 0.01 0.03 0.22 0.67 
TT 28206 0.87 212 0.01 0.06 0.36 0.84 
ZA 28967 0.71 112 0.14 0.66 1.58 2.67 

 
Analysing the results reported in Table 1 and assuming that the gap of approximately 3% can 
be considered a satisfactory result, we can claim that the evolutionary algorithm is faster than 
the exact approach with only one exception (see the benchmark KE). The table also 
demonstrates the unpredictability of the computational time of the exact branch-and-bound-
based method (see the benchmark PO). In this case, the genetic algorithm reached satisfactory 
results 15 times faster. 
 
5 CONCLUSIONS 
 
The main goal of this paper was to demonstrate the usage of uniformly deployed set in a genetic 
algorithm for p-location min-sum problem. Presented results of performed numerical 
experiments confirm the usefulness of the suggested heuristic approach, in which we combine 
the evolutionary process with the usage of predefined uniformly deployed set of solutions. The 
suggested evolutionary algorithm enables to keep the computational time of the method in 
acceptable limits contrary to the exact approach. Therefore, we can conclude that we provide 
the readers with a very useful heuristic method for effective and fast min-sum p-location 
problem-solving. 

Future research in this field may be aimed at a more complex form of the p-location 
problem with robustness consideration. The research of evolutionary techniques efficiency 
could be enlarged by memetic approaches. 
 
Acknowledgement 
This work was supported by the research grants VEGA 1/0342/18 “Optimal dimensioning of 
service systems”, VEGA1/0089/19 “Data analysis methods and decisions support tools for 
service systems supporting electric vehicles”, and VEGA 1/0689/19 “Optimal design and 
economically efficient charging infrastructure deployment for electric buses in public 
transportation of smart cities” and APVV-15-0179 “Reliability of emergency systems on 
infrastructure with uncertain functionality of critical elements”. 
 
References 
[1] Avella, P., Sassano, A. and Vasil'ev, I. (2007). Computational study of large scale p-median 

problems. Mathematical Programming, 109: pp. 89-114. 
[2] Brotcorne, L. and Laporte, G. and Semet, F. (2003). Ambulance location and relocation models. 

European Journal of Operational Research, 147: pp. 451–463.  
[3] Czimmermann, P., Koháni, M. (2018). Computation of transportation performance in public 

service systems. In IEEE workshop on complexity in engineering, Firenze, pp. 1-5. 

358



[4] García, S., Labbé, M. and Marín, A. (2011). Solving large p-median problems with a radius 
formulation. INFORMS Journal on Computing, 23(4): pp. 546-556. 

[5] Gendreau, M., Potvin, J. (2010). Handbook of Metaheuristics, Springer Science & Business 
Media, 648 p. 

[6] Ingolfsson, A., Budge, S. and Erkut, E. (2008). Optimal ambulance location with random delays 
and travel times. Health Care management science, 11(3): pp. 262-274. 

[7] Jánošíková, Ľ., Žarnay, M. (2014). Location of emergency stations as the capacitated p-median 
problem. International scientific conference: Quantitative Methods in Economics-Multiple 
Criteria Decision Making XVII, Virt, Slovak Republic. 

[8] Kvet, M. (2014). Computational study of radial approach to public service system design with 
generalized utility. Digital Technologies 2014: the 10th International IEEE conference, Zilina, 
Slovak Republic. 

[9] Kvet, M. (2015). Exact and heuristic radial approach to fair public service system design. 
Information and Digital Technologies 2015: IEEE catalog number CFP15CDT-USB, Zilina: 
Slovak Republic. 

[10] Marianov, V. and Serra, D. (2004). Location problems in the public sector, In Facility location. 
Applications and theory (by Drezner Z (ed.) et al.), Berlin, Springer: pp. 119-150. 

[11] Marsh, M. and Schilling, D. (1994). Equity measurement in facility location analysis. European 
Journal of Operational Research, 74: 1–17. 

[12] Snyder, L. V., Daskin, M. S. (2005). Reliability Models for Facility Location; the Expected 
Failure Cost Case. Transport Science, 39 (3), pp. 400-416. 

359



THE IMPACT OF HARMONY ON THE PERCEPTION OF MUSIC  
 

Lorena Mihelač 
ŠC Novo mesto, IT and Music Department & International Postgraduate School Jožef Stefan 

Novo mesto, Ljubljana, Slovenia 
E-mail: lorena.mihelac@sc-nm.si 

 
Janez Povh 

University of Ljubljana, Faculty of Mechanical engineering and Institute of mathematics, physics and 
mechanics Ljubljana 
Ljubljana, Slovenia 

E-mail: janez.povh@fs.uni-lj.si 
 
 

Abstract: In this paper we present results of continuations of a longitudinal study, started in 2018 
and partially reported in [11]. We used a dataset of 160 musical excerpts and measured for each musical 
piece the complexity (entropy) of the harmonic progression in the piece, and four perceptual variables 
(difficulty, pleasantness, recognition and repeatability). For this study we used a group of 20 evaluators, 
10 with and 10 without formal musical education. After two evaluations in 2018, within a time interval 
of 1 month, we did a third evaluation in 2019 - one year after the second evaluation, in which the 
evaluators were involved in two musical courses. The results show that in the third evaluation, the 
perceptual variables difficulty and recognition significantly increased, while repeatability significantly 
decreased, regardless musical education. For the fourth variable pleasantness, we can show statistical 
significance only compared to the second evaluation. We provide plausible explanations of the impact 
of musical knowledge on the understanding of harmony and directions for a computational in-depth 
analysis of musical excerpts found to be irregular in structure.   
 

Keywords: Entropy, harmony, harmonic progression, subliminal irregularity, musical knowledge.   
 
1 INTRODUCTION  
 
According to Madsen and Widmer [7], each musical piece can be considered as information. 
Proceeding from this idea, in the empirical studies [9,10], the information-theoretic measure, 
entropy (measure of uncertainty) of the harmonic progression (succession of chords) and  
chords (defined as a combination of at least 3 tones), has been used in explaining the 
acceptability of music by participants. Data consisting of 160 musical excerpts covering 
different musical styles, from baroque till the 20th century has been examined. The results we 
obtained show that the acceptance of a musical piece can be explained by analyzing the 
entropy, as the entropy of the harmonic progression correlates with the acceptance 
(pleasantness) of a musical piece. In [9,10], 53 out of 160 musical excerpts have been found to 
exhibit peculiarities: regardless of the low entropy or absence of entropy, these 53 excerpts 
have been evaluated by the participants as difficult and less pleasant, the rest of them with 
frequent chord changes in the harmonic progression as difficult but at the same time as very 
pleasant.   

In 2018, same data has been evaluated twice by twenty new participants, 20 female students 
from secondary school ŠC Novo mesto, 10 with musical knowledge (at least 5 years of formal 
musical education) and 10 without musical knowledge [11]. Significance of formal musical 
knowledge in evaluating all the main four variables (difficulty, pleasantness, repeatability and 
recognizability) at the p<.05 level was found in both evaluations. Increase of average 
pleasantness, repeatability and recognizability and decrease of average difficulty has been 
found in the 2nd evaluation compared to the 1st one. Furthermore, significance of impact of 
musical styles on difficulty at the p<.05 level was found in both evaluations, while no 
significance was found in any of the evaluations of musical styles on pleasantness.  

360



Same 53 musical excerpts, recognized as excerpts with a peculiar harmonic progression in 
the studies [9,10] have been also recognized in both evaluations in 2018 by new participants 
[11]. To examine the impact of the harmonic progression in these excerpts on all the four main 
variables, Two Sample t-tests were conducted in both evaluations, by categorizing the data in 
two main categories: “regular” (107 musical pieces) and “irregular” (53 musical pieces).  
Significance of the impact of harmonic progression on all the main four variables (difficulty, 
pleasantness, repeatability and recognizability) at the p<.05 level was found in both 
evaluations. 

In 2019, the same data has been evaluated for the 3rd time with exactly the same participants 
with the purpose: (i) to explore the impact of musical training on the perception of the 
aforementioned four perceptual variables and (ii), to check the impact of the same 53 musical 
excerpts found to be “irregular” on the perception of four main variables.  

 
2 METHOD  
 
In April 2019, a 3rd evaluation of the data used in studies [9,10,11] has been conducted with 
same 20 participants as in the study [11]. In the period between the 2nd and 3rd evaluation, the 
participants have been enrolled in two musical courses dealing with music theory and harmony. 
We hypothesize that the improved musical knowledge has impact on the understanding of the 
harmonic progression and the complexity of harmony as well, in the sense of lowering the 
feeling of complexity and difficultness. 

 
2.1 Participants 
 
Twenty female participants (N=20), students from the secondary school ŠC Novo mesto, aged 
16-17 years (M = 15.4, SD = 0.49),  of which 10 with musical knowledge (more than five years 
of formal musical training) and 10 without musical knowledge, have participated in the 3rd 
evaluation of the data.  
 
2.2  Music stimuli 
 
Data used in the studies [9,10], and evaluated twice in study [11], has been used in the 3rd 

evaluation in 2019. The data consists of 160 musical examples covering different musical 
styles, from baroque until the 20th century, shortened to musical excerpts with a length between 
14 s and 18 s in duration, adjusted to an equal loudness level. Each musical excerpt has been 
evaluated by the same four main variables using a five-point Likert scale ranging from 1 
(strongly disagree) to 5 (strongly agree). The four main variables were: a) the difficulty of 
listening to the musical piece, b) the pleasantness perceived while listening to the musical 
piece, c) the recognition of the musical piece and d) the repeatability of the musical piece (the 
readiness of the evaluator to listen to the whole music piece, not only to a part of it). 
 
2.3 Procedure 
 
The open source software Moodle was used for evaluating the musical excerpts also in the 3rd 

listening session. The evaluation was time limited; however, each participant had two days 
available to complete the task due to the demanding listening to the complete data. The rating 
of the musical excerpt could be done only after its conclusion. We have used paired t-test and 
two sample t-test in analyzing the data. 
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3 RESULTS  
 
Paired-samples t-tests were conducted to compare the results from the 3rd evaluation with the 
results from the 1st and the 2nd evaluation obtained on the same 160 musical excerpts. Four 
main variables (difficultness, pleasantness, repeatability and recognition) were evaluated. The 
results of the comparison between 1st and 3rd evaluation, and 2nd and 3rd evaluation (all 
participants) are presented in Table 1.  
 

Table 1: Comparison between 1st and 3rd, and 2nd and 3rd evaluation (all participants). 

 
The comparison between 1st and 3rd evaluation show significantly increased difficulty and 
recognition, and significantly decreased repeatability. No significant difference was found in 
average pleasantness. The comparison of the 2nd and 3rd evaluation show significantly 
increased difficulty and recognition, and significantly decreased repeatability and pleasantness.  

The results of the comparison of the 1st and 3rd evaluation and 2nd and 3rd evaluation by 
participants without knowledge are presented in Table 2, by participants with knowledge in 
Table 3 respectively. 
 
Table 2: Comparison between 1st and 3rd, and 2nd and 3rd evaluation (participants without musical knowledge). 

 

 
The results of the comparison between 1st and 3rd evaluation, and 2nd and 3rd evaluation (Tables 
2 and 3) of all the four main variables by participants with and without musical knowledge, 
show significantly increased average difficulty and recognition, and significantly decreased 
average repeatability. No significance was found in pleasantness in the comparison between 

variable difficulty pleasantness variable difficulty pleasantness 

1st ev.  M = 1.75, SD = 
0.358 

M = 3.58, SD =  
0.608 

2nd ev.   M = 1.61, SD = 
0.316 

M = 3.77, SD =  
0.482 

3rd ev.   M = 2.46, SD = 
0.549 

M = 3.56, SD = 
0.609 

3rd ev.   M = 2.46, SD = 
0.549 

M = 3.56, SD = 
0.609 

 t(159) =  -25.22 
p = 2.2e-16 

t(159) = 1.04  
p = 0.301 

 t(159) =  -25.60 
p = 2.2e-16 

t(159) = 8.13  
p = 1.111e-13 

 repeatability recognition  repeatability recognition 
1st ev.  M = 3.44, SD = 

0.652 
M = 2.67, SD = 1.13 2nd ev.   M = 3.52, SD = 

0.579 
M = 3.09, SD = 0.94 

3rd ev.   M = 3.29, SD = 
0.706 

M = 3.26, SD = 1.01 3rd ev.   M = 3.29, SD = 
0.706 

M = 3.26, SD = 1.01 

 t(159) = 5.46  
p = 1.838e-7 

t(159) = -17.81  
p = 2.2e-16 

 t(159) = 7.48  
p = 4.739e-12 

t(159) = -17.81  
p = 7.014e-10 

variable difficulty pleasantness 

1st ev.  M = 1.92, SD = 
0.452 

M = 3.37, SD = 0.567 

3rd ev.   M = 2.66, SD = 
0.663 

M = 3.43, SD = 0.687 

 t(159) = -18.67 
p =2.2e-16 

t(159) = -1.796 
p = 0.074 

 repeatability recognition 
1st ev.  M = 3.14, SD = 

0.610 
M = 2.50, SD = 0.978 

3rd ev.   M = 3.08, SD = 
0.779 

M = 3.09, SD = 1.099 

 t(159) =1.81 
p = 0.007 

t(159) = -14.30 
p = 2.2e-16 

 variable difficulty pleasantness 

 2nd ev.   M = 1.70, SD = 
0.467 

M = 3.60, SD = 0.566 

 3rd ev.   M = 2.66, SD = 
0.663 

M = 3.43, SD = 0.687 

 t(159) = -21.71 
p =2.2e-16 

t(159) = 4.30 
p = 2.916e-05 

 repeatability recognition 
 2nd ev.   M = 3.21, SD = 

0.664 
M = 2.85, SD = 0.994 

 3rd ev.   M = 3.08, SD = 
0.779 

M = 3.09, SD = 1.099 

 t(159) = 2.89 
p = 0.004 

t(159) = -6.19 
p = 4.795e-09 
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1st and 3rd evaluation, however significant difference in average pleasantness was found in the 
comparison between 2nd and 3rd evaluation in participants with and without musical knowledge.  

Comparisons between 1st and 3rd evaluation, and 2nd and 3rd evaluation show significantly 
increased difficulty in both groups at the p<.05 level. Plausible explanation could be the 
involvement of both groups in additional musical subjects (music theory and harmony, musical 
expression), and the impact of these subjects on the way how the participants have perceived, 
understood and evaluated the same 160 musical excerpts after one year of rigorous and 
exhaustive training. 

 
Table 3: Comparison between 1st and 3rd, and 2nd and 3rd evaluation (participants with musical knowledge). 

 
variable difficulty pleasantness variable difficulty pleasantness 

1st ev.  M = 1.69, SD = 
0.386 

M = 3.71, SD = 0.616 2nd ev.   M = 1.51, SD = 
0.269 

M = 3.95, SD = 0.494 

3rd ev.   M = 2.26, SD = 
0.515 

M = 3.69, SD = 0.637 3rd ev.   M = 2.26, SD = 
0.515 

M = 3.69, SD = 0.637 

 t(159) = -19.55  
p = 2.2e-16 

t(159) = 0.82 
p = 0.413 

 t(159) = -22.22  
p = 2.2e-16 

t(159) = 8.77 
p = 2.635e-15 

 repeatability recognition  repeatability recognition 
1st ev.  M = 3.71, SD = 

0.672 
M = 2.90, SD = 1.13 2nd ev.   M = 3.83, SD = 

0.615 
M = 3.33, SD = 0.970 

3rd ev.   M = 3.49, SD = 
0.741 

M = 3.43, SD = 1.011 3rd ev.   M = 3.49, SD = 
0.741 

M = 3.43, SD = 1.011 

 t(159) = 5.60 
p = 9.2e-08 

t(159) = -12.94 
p = 2.2e-16 

 t(159) = 9.29 
p = 2.2e-16 

t(159) = -3.08 
p = 0.002 

 
According to the findings in [8], where improved pitch discrimination of tones after only 3-
weeks of auditory musical training was found, and positive impact of formal musical training 
on key and harmony perception in 3 to 6 year old children in [1], it was expected that the gained 
and improved musical knowledge (regardless of the previous musical knowledge) would affect 
the perception of difficultness in the sense of lowering the feeling of complexity. However, 
this was not the case in the 3rd evaluation, as the impact of formal musical training on the 
evaluation of difficultness of the musical excerpts has not manifested itself in the sense of 
lowering the feeling of difficultness, but only in a renewed approach and understanding of 
chords and their relations in harmony. 

The finding in studies [9,10] have shown that some musical excerpts are perceived as 
difficult (complex) by participants. Both evaluations in study [11] have confirmed the impact 
of the same musical excerpts, suggesting that these excerpts are not meeting the listener’s 
expectations, who tends to use a set of basic perceptual principles, applying them to different 
musical styles, depending on the kind of music the listener is exposed to. If these expectations 
are not met, the given information in the musical piece is not well understood and/or recognized 
[2], and the complexity, the feeling of difficultness, sometimes interpreted as a mid-point 
between order and disorder [4], seem to be perceived more in the sense of a disorder or 
''irregularity''. In the study [11], these “irregularities” have been defined as subliminal 
irregularities, as they appear to be perceived by the listener without being aware of them, 
affecting the feeling of difficultness and pleasantness. In the 3rd evaluation, these same 53 
musical excerpts have been examined with Two Sample t-tests, and the same main four 
variables (difficultness, pleasantness, repeatability and recognition) have been evaluated.  

As in the previous two evaluations, significance of the impact of harmonic progression 
(irregular/regular) on all the main four variables (difficulty, pleasantness, repeatability and 
recognizability) at the p<.05 level was found in all participants and in both groups (with and 
without musical knowledge) separately. In a recent study [12], irregularity of the harmonic 
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progression and specific cases of irregularity have been examined in-depth and proposed as a 
measure for the complexity of harmony. The results of this study are suggesting, that the 
perception of a musical content as regular/irregular depends on the musical syntax, which is in 
accordance with the findings in [5].  

Unusual musical content (e.g., unusual use of chords in harmonic progression), content 
perceived as new or content which is expected but is missing (e.g., missing chords in the 
harmonic progression), are exhibiting a subjective feeling of difficultness in a musical piece, 
impacting also the pleasantness and listener’s acceptability of a musical piece.  

 
4 CONCLUSION AND FUTURE WORK 

 
In this paper, we have presented the 3rd evaluation of the same data used in studies [9-11].  As 
in the previous two evaluations [11], four main variables have been tested. The comparison 
between 1st and 3rd evaluation, and 2nd and 3rd evaluation has shown a significant increase 
of difficultness and recognition, significant decreasement of repeatability and significant 
decreasement of pleasantness in the 3rd evaluation compared to the 2nd one.  

Musical exhaustive training has shown to be important in the 3rd evaluation of musical 
excerpts. Compared to the 1st and 2nd evaluation, a significantly increase of difficulty has been 
found in the 3rd evaluation. A plausible explanation could be the improved musical knowledge, 
regardless of the previous musical knowledge, exhibiting impact on the understanding of the 
harmonic progression. It seems that the participants have become aware of the chords and their 
relations in the harmonic progression, trying to understand from a different viewpoint the 
harmonic progression as it was a year ago in the previous two evaluations. 

Harmonic progression and its regularity/irregularity has shown to be important also in the 
3rd evaluation. As the regularity of harmonic progression has been proposed as a measure of 
complexity of the harmony in [12], future work could be extended and focused on: (i) searching 
of peculiar irregularities in the melody and its impact on the harmonic progression, (ii) 
examining the interlaced structure of harmony and melody by computational  modelling of the 
listener’s perception of the aforementioned 53 irregular musical excerpts. These approaches 
would certainly highlight the content in the musical pieces, which are perceived in listeners as 
irregular. 

 
Glossary 
 
Harmony is the structure of music with respect to the composition and progression of chords. 
Chord is a combination of at least 3 tones (sounds) performed simultaneously. Harmonic 
progression is a succession of chords. Key is the relationship system based on a scale. The keys 
are simply named by the scale on which they are based, e.g., (key) C major, C minor, . . . Pitch 
is defined as the highness or lowness of sound.  Musical style is used in this paper with the 
meaning as music genre, a conventional category that identifies some pieces of music 
belonging to a shared tradition or set of conventions. Subliminal irregularity is defined in this 
paper as all the peculiarities in the musical structure, which are impacting the listener’s 
perception of music, causing a higher feeling of complexity and/or difficulty. 
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Abstract: This paper explores waste management on the island of Brač, Croatia through the residents’ 
perception. The impact of waste treatment on life quality and public and local self-government budget 
were analysed for two waste landfills: Košer and Kupinovica. The research was conducted through a 
survey on a sample of 395 residents of Brač. Structural equation models and nonparametric tests showed 
that the place of residence significantly affects the residents’ perception of life quality for Košer and 
the perception of public and local self-government budget for Kupinovica, while age group affects 
public and local self-government budget perception for Košer. 
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1 INTRODUCTION 
 
Waste management is one of the major problems today. While human activities have always 
generated waste, it was not a major issue until urbanisation, human population growth and 
conurbations. Poor waste management is gradually causing even more problems. It has led to 
negative environmental consequences, such as contamination of water, soil and atmosphere, 
which had a major impact on public health. For the last couple of decades, environmental 
awareness in the area of waste management has reached a certain level. In Europe, the basic 
legislation on waste management has been adopted in 1975 through The Framework Directive 
on Waste [4], when waste began to be perceived as a serious threat to health and the 
environment generally. It is important that all stakeholders, from inspections, manufacturers to 
end users, find a common way to achieve a complete sustainable waste management system. 
Waste must be reduced, starting from households, and useful ingredients must be singled out 
for recycling and production. Consciousness about waste management should reach the general 
level [5, 9, 14].  

When waste management is considered on small islands, as isolated and limited territories, 
it does not have a simple solution. Since many small islands are popular tourist destinations, 
they have to deal with high waste generation as a consequence. Landfill sites may cause the 
loss of environmental quality or the reduction of tourism, while incineration plants may not be 
economically efficient and waste reduction strategies may not be very effective. Shipping 
waste to the mainland, as another alternative, usually causes large costs [3]. Therefore, options 
for alternative waste management systems on islands are limited. There are also difficulties 
like limited space availability, restricted recycling and resale opportunities and impacts on the 
local environment, especially increased when the island is small, densely populated and tourist 
dependent [2, 12]. Landfilling, as one of the waste management options, is still highly practiced 
in many small island developing states and islands in general. The main reason for high 
landfilling is the absence of other waste management techniques and the fact that landfilling is 
the cheapest way of waste disposal. However, it still remains the most undesirable option, due 
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to the loss of potentially useful waste materials, such as recyclables, which can be used again 
[11]. Therefore, there is no simple solution to this problem. Skordilis [13] presented a system’s 
engineering model for the strategic planning of an integrated solid waste management at local 
level and demonstrated that the combination of material recovery at the source with the 
utilization of the organic fraction is the optimum solution for small local communities. 

According to European Parliament statistics, Croatia is among the worst countries in waste 
management, using the practice of landfilling 78% of their municipal waste in 2016, while the 
target of landfilling by 2035 is below 10% [16]. The island of Brač is especially interesting, 
since it is a tourist oriented island near Split, the second largest city of Croatia [14]. Currently 
waste management on Brač takes place at two official landfills: Košer in the area of Pučišća 
and Kupinovica near Supetar [14]. The citizens of Supetar have expressed their disagreement 
with the solution of the Ministry of Environmental Protection and Energy regarding the waste 
disposal of the entire island just in Supetar (Kupinovica) and a referendum was organized for 
June 9th, 2019. Although only 47% of voters approached the referendum, 99% of them were 
against that decision. However, due to the low voter response, the referendum was not valid 
[8]. Considering those recent events, the aim of this paper is to explore the residents’ perception 
about waste management on the island of Brač. The research hypothesis is that demographic 
characteristics of residents of the island of Brač affect life quality (LQ) and public and local 
self-government budget (PLSG) in the context of waste management consequences for Košer 
and Kupinovica waste landfills. 
 
2 DATA AND METHODOLOGY  
 
For the purpose of the research, a questionnaire was designed according to Aleksić [1], and it 
was focused on the 13 956 residents of the island of Brač. The population was divided into 8 
locations (public and local self-government units): Bol, Milna, Nerežišća, Postira, Pučišća, 
Selca, Supetar and Sutivan. A stratified sample was then taken, since the population structure 
for each of the 8 defined locations corresponds to the total population structure for those 
locations [14]. The final sample included 395 residents of Brač. The survey included questions 
about the residents’ opinions about waste management consequences on life quality (LQ) and 
public and local self-government budget (PLSG) for Košer and Kupinovica waste landfills. 
The answers to those questions were formulated as a 1-5 Likert scale. Structural equation 
modelling (SEM) was used to find the impact of demographic characteristics of residents on 
the perception of life quality, as well as the perception of public and local self-government 
budget. SEM is a multivariate technique, which combines aspects of factor analysis and 
multiple regression. It enables the simultaneous examination of a series of interrelated 
dependence relationships between the measured variables and latent constructs, as well as 
between several latent constructs [6]. Latent constructs (factors) represent the 
operationalization of a construct in SEM, which is not directly observable, but can be measured 
by one or more variables (indicators). The indicators are measured (observed, manifest) 
variables, for which scores are collected and entered in a data file [6, 10]. Data was analysed 
with statistical packages SPSS 23.0 and Mplus 7. In addition to SEM, reliability analysis was 
conducted using Cronbach’s alpha coefficients to determine the extent to which the measured 
variables (indicators) of the model are consistent in their values [6] and nonparametric Kruskal 
Wallis test was used to explore the significant influences in detail. 

 
3 EMPIRICAL RESULTS  

 
The model used in this paper included four influential demographic variables: level of 
education (EDU), gender, age group and place of residence (RES). The independent latent 
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variables in the model are the opinions of waste management consequences on LQ and PLSG. 
Both of the latent variables are assumed to be correlated and they are measured through several 
measured variables, represented by the corresponding survey questions. Since the answers to 
those questions are coded as ordinal variables (1-5 Likert scale), the mean and variance 
adjusted weighted least squares (WLSMV) method of estimation is used [10]. The internal 
quality of latent variables is shown in table 1. It can be seen that all of the factor loadings are 
higher than 0.5 and are statistically significant, which means that the indicator variables almost 
perfectly reflect the latent variable they measure [6]. Cronbach’s alpha coefficients were used 
to test the reliability. Coefficients for both factors are very good, above 0.70, which shows an 
internal consistency of the items [15].  

 
Table 1: The internal quality of latent variables. 

 
 Location Košer Location Kupinovica 

Latent variable Item Standardized 
factor loading 

Cronbach’s 
alpha 

Item Standardized 
factor loading 

Cronbach’s 
alpha 

Perception of 
life quality (LQ) 

 

LQ1 0.743** 0.828 LQ_1 0.803** 0.850 
LQ2 0.753** LQ_2 0.785** 
LQ3 0.778** LQ_3 0.840** 
LQ4 0.799** LQ_4 0.785** 
LQ5 0.713** LQ_5 0.736** 

Perception of 
public and local 
self-government 
budget (PLSG) 

PLSG1 0.711** 0.767 PLSG_1 0.711** 0.727 
PLSG2 0.936** PLSG_2 0.885** 

Items: LQ1 (LQ_1) – Do you consider that the waste treatment on the island of Brač would have a negative 
impact on the life conditions of the local population?; LQ2 (LQ_2) – Do you consider that the waste treatment 
on the island of Brač would have a negative impact on the visual experience?; LQ3 (LQ_3) – Do you consider 

that the waste treatment on the island of Brač would have a negative impact on the island tourism?; LQ4 
(LQ_4) – Do you consider that the waste treatment on the island of Brač would have a negative impact on the 

groundwater?; LQ5 (LQ_5) – Do you consider that the waste treatment on the island of Brač would have a 
negative impact on flora and fauna?; PLSG1 (PLSG_1) – Do you consider that the waste treatment on the 

island of Brač would have a positive impact on the island's economy?; PLSG2 (PLSG_2) – Do you consider 
that the waste treatment on the island of Brač would significantly contribute to the public and local self-

government budget? 
** Significant at 0.01 level 
 
Table 2 shows the goodness of fit measures for structural models and path diagrams with 
standardized estimates for both models are shown in figure 1. It can be concluded that, for 
location Košer, only RES significantly affects the perception of consequences on LQ, while 
age group significantly affects the perception of consequences on PLSG. The model Chi-square 
is significant, but other goodness of fit measures are acceptable. The model is retained, since 
the Chi-square increases with the sample size [6, 7, 10]. On the other hand, for location 
Kupinovica, only the impact of RES on PLSG is significant. The goodness of fit measures are 
somewhat better than the first model, although the Chi-square value is also significant. 

 
Table 2: Goodness of fit measures for structural models. 

 
 Location Košer Location Kupinovica 

Model fit 2 = 138.558, p-value ≤0.001, RMSEA 
(90% C.I.) = 0.088 (0.073-0.104), 

CFI=0.955, TLI=0.926 

2 = 116.418, p-value ≤0.001, RMSEA 
(90% C.I.) = 0.078 (0.063-0.094), 

CFI=0.972, TLI=0.955 
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Figure 1: Path diagrams with standardized estimates for locations Košer and Kupinovica. 
 
Considering the results of SEM, nonparametric Kruskal Wallis test was used to determine the 
way these significant paths influence the latent variables. Table 3 shows the results for RES 
for Košer. The higher mean ranks represent the higher level of agreement with the statements 
of negative impact of waste treatment. Low p-values of LQ1, LQ4 and LQ5 indicate that there 
are significant differences in residents’ opinions on waste management consequences on LQ. 
Specifically, they consider that it would have a negative impact on the life conditions of the 
local population, the groundwater and flora and fauna. The highest mean ranks are those of 
residents of Sutivan and Selca, which indicates that those residents have the most negative 
opinion of waste management consequences on LQ regarding the location Košer. 

 
Table 3: Results of Kruskal Wallis Test for place of residence (location Košer) 

 
Place of 

residence (RES) 
N Mean Rank 

LQ1 
Mean Rank 

LQ2 
Mean Rank 

LQ3 
Mean Rank 

LQ4 
Mean Rank 

LQ5 
Bol 47 177.76 176.35 195.20 204.69 183.73 

Milna 33 169.06 187.35 147.80 126.59 146.58 
Nerežišća 23 200.02 209.98 210.24 214.20 208.35 

Postira 46 182.66 222.42 208.41 206.36 200.98 
Pučišća 60 174.33 181.23 193.37 167.65 168.70 
Selca 51 224.33 217.51 219.77 237.01 229.75 

Supetar 111 215.17 202.35 200.42 205.28 215.26 
Sutivan 24 228.69 177.13 194.94 210.83 206.96 
Total 395      

Chi-Square 14.757 8.487 9.623 25.809 19.082 
p-value 0.039 0.292 0.211 0.001 0.008 

  
As for age group, for location Košer, it can be seen that PLSG2 shows significant differences 
in residents’ opinions. The higher mean ranks represent the higher level of agreement with the 
statements of positive impact on PLSG. Therefore, it can be concluded that the residents, 
especially those aged 31-35 and above 60 years old, consider that the waste treatment would 
significantly contribute to the public and local self-government budget (Table 4).  
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Table 4: Results of Kruskal Wallis Test for age group (location Košer) 
 

Age group N Mean Rank PLSG1 Mean Rank PLSG2 
18-25 65 185.47 159.77 
26-30 45 189.04 170.39 
31-35 64 217.91 222.84 
36-40 42 202.14 209.54 
41-50 63 204.30 204.07 
51-60 64 201.59 197.92 
>60 52 181.50 222.53 

Total 395   
Chi-Square 4.712 16.816 

p-value 0.581 0.010 
 
For location Kupinovica, there are significant differences in residents’ opinions on waste 
management consequences on PLSG for RES (Table 5). It can be concluded that the residents 
consider that the waste treatment would significantly contribute to the public and local self-
government budget, especially residents of Nerežišća, followed by those from Supetar. This is 
an interesting finding, since Kupinovica is near Supetar, and recent events have shown that the 
residents of Supetar strongly disagree with Kupinovica being the only waste disposal on the 
island of Brač.  

 
Table 5: Results of Kruskal Wallis Test for place of residence (location Kupinovica)  

 
RES N Mean Rank PLSG1 Mean Rank PLSG2 
Bol 47 179.66 166.85 

Milna 33 216.80 186.48 
Nerežišća 23 214.59 243.28 

Postira 46 167.74 185.23 
Pučišća 60 187.60 202.18 
Selca 51 212.23 182.38 

Supetar 111 201.06 215.74 
Sutivan 24 231.79 196.58 
Total 395     

Chi-Square 9.920 12.492 
p-value 0.193 0.085 

 
4 CONCLUSION  
 
This paper explores waste management consequences on the island of Brač, Croatia, through 
the influence of the residents’ demographic characteristics on life quality and public and local 
self-government budget for Košer and Kupinovica waste landfills.  

There is not much research of the social component, such as demographic characteristics, 
as key influential factors in waste management. It is assumed that demographic characteristics 
of residents affect waste management consequences on the island of Brač. For the purpose of 
the research, a survey questionnaire was designed and applied on a sample of 395 residents of 
Brač. The research hypothesis is confirmed for some of demographic characteristics. Structural 
equation models indicated the significant influence of the place of residence on the perception 
of consequences on life quality for Košer and the perception of public and local self-
government budget for Kupinovica. Age group of the residents significantly affects the public 
and local self-government budget perception for Košer. This research gives a new perspective 
on waste management through the residents’ personal perception about waste management 
consequences. It is interesting, especially for decision makers, to find out how the residents 
perceive certain waste disposal consequences and alternatives in order to find the best 
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alternative, not only from economic point of view, but also from the social point of view. Future 
research could include extended structural models, determining the residents’ opinions about 
recycling and home waste disposal, as well as economic and technological aspect of waste 
management. 
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Abstract: This paper deals with analysis of co-movements of exchange rate returns of the selected 
Central European currencies (the Czech koruna, Hungarian forint and Polish zloty) to the European 
euro based on the VAR(6)-BEKK-GARCH(1,1) model. The empirical analysis is based on daily data 
from May 2004 to April 2019 and enables to study the dynamic character of relationships both in the 
first and the second moment. The results confirmed the return spillover effects and volatility co-
movements among analysed currency markets. Considerably dynamic character of conditional 
correlations during the analysed period indicated the strongest linkages during the post-entry period to 
the European Union 2005 – 2006, during the global financial crisis period 2008 – 2009 and during 
worsening of the euro area sovereign debt crisis in 2011. 
 

Keywords: exchange rate returns, volatility, spillover, conditional correlation, MGARCH model 
 
1 INTRODUCTION 
 
The approaches to modelling of exchange rate returns are relatively broadly developed in the 
literature. Taking into account not only the level of exchange rate returns, but also their 
volatility, it is suitable to use the popular univariate ARCH (autoregressive conditional 
heteroscedasticity) class methodology. However, modelling of returns’ volatility based on 
univariate ARCH class models [4] is not sufficient to assess the co-movement of multiple 
exchange rate returns. In addition to features such as volatility clustering or fat tails taken into 
account in univariate modelling, it is also necessary to consider the multivariate analysis of 
time-varying covariance/correlation movement. Therefore, the generalization of univariate 
ARCH models to their multivariate version of MGARCH (Multivariate Generalised ARCH) 
plays an important role. In recent years, various versions of MGARCH models were published 
(for a detailed survey see e.g., [2]). Bollerslev, Engle and Wooldridge [5] extended the 
univariate GARCH model to its multivariate version denoted as VECH (Vectorized GARCH), 
very popular are also the Baba-Engle-Kraft-Kroner (BEKK) model defined in Engle and 
Kroner [8], CCC (Constant Conditional Correlation) model of Bollerslev [3] and DCC 
(Dynamic Conditional Correlation) model of Engle [7].  

The most common application of MGARCH models is the analysis of stock market 
volatility and verifying the impact of different crises on their development as well as assessing 
the contagion effect1. However, the issue of common volatility movements and the volatility 
spillover between exchange rate returns is considerably less addressed in the literature. Studies 
analysing the volatility spillovers between exchange rates are beginning to emerge in the 
1990s. Bollerslev [3] applied the aforementioned CCC model to the European currency 
exchange rates of German mark, French franc, Italian lira, Swiss franc and British pound 
against the US dollar and revealed a common movement of volatility of these five exchange 
rates. Kearney and Patton [10] used the BEKK model to analyse the volatility co-movement 

                                                           
1 In the literature there are various definitions of contagion, e.g., Forbes and Rigobon [9] distinguish the stock 
market co-movement during the stability periods and during the post-crisis (post-shock) periods. They use the 
term contagion in case of „a significant increase in cross-market linkages after a shock to one country (or group 
of countries)“ (p. 2223). On the other hand, they speak about interdependence if the co-movement does not 
increase significantly after a shock or crisis. 
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between the selected European currencies and the US dollar. Antonakakis [1] based on the 
BEKK and DCC models confirmed the common volatility movement as well as volatility 
spillovers among the exchange rates of European euro, British pound, Japanese yen and Swiss 
franc against the US dollar.  Výrost [12] applied the DCC model to exchange rates of Visegrad 
4 countries (Slovakia, Czech Republic, Hungary and Poland) against the euro and confirmed 
the highest correlations between the Polish zloty and Hungarian forint vis-à-vis the European 
euro.  

The aim of this paper is to analyse the co-movements of exchange rate returns of the 
selected Central Eastern European (CEE) currencies, namely the Czech koruna (CZK), 
Hungarian forint (HUF) and Polish zloty (PLN) to the European euro (EUR) based on the 
VAR(6)-BEKK-GARCH(1,1) model. The analysis is based on daily data covering the 15 
years’ period of membership of these countries in the EU (May 2004 – April 2019). 

The paper is organised as follows: section 2 deals with the methodology of BEKK model, 
section 3 describes the data and estimation results and section 4 concludes. 
 
2 METHODOLOGY – BEKK MODEL 
 
Modelling of currency markets co-movements consists of two parts – specification of the 
conditional mean equation and specification of the appropriate MGARCH model. Regarding 
the empirical part of the paper, from the wide variety of MGARCH models we will briefly 
present the trivariate BEKK model2.  

The conditional mean equation capturing the dynamic relationship in returns can be 
characterised in general as a vector autoregressive (VAR) model with k lags: 

 
1

k

i




  t ti t ir ω Γ r ε  (1) 

where tr  is a three-dimensional vector of daily exchange rate returns, ω  is a three-dimensional 
vector of constants, Γi  ( 1, 2,...i k ) are matrices of parameters of dimension   3 3  and 

 ~ 0,1 Nt ε Ht t  is a vector of disturbances conditional on information at time 1t  ( 1t   
represents the information set at time 1t ).  

The specification of the conditional variance-covariance matrix tH   3 3  in the BEKK-
GARCH(1,1) model (matrix tH  can be received through the generalization of the univariate 
GARCH model) is defined as follows: 

 
  

     t t 1 t 1 t 1H C C A ε ε A B H B  (2)  

where C denotes a positive definite  3 3  dimensional upper triangular matrix of parameters, 

A and B are   3 3  matrices of parameters3. In the diagonal version of the BEKK model the 

                                                           
2 Nowadays, the most often used models for modelling of the conditional covariances and correlations are the 
BEKK model and the DCC model. However, some studies (see e.g., Caporin and McAleer [6]) proved that it is 
not possible to judge in general about which one of these models to prefer. The diagonal version of the trivariate 
BEKK model is used in the empirical part of the paper since the conditional variance-covariance matrix of this 
model is guaranteed to be positive definite. Diagonal BEKK model can be considered as a restricted version of 
the diagonal VECH model and it furthermore requires the estimation of fewer parameters than the diagonal 
VECH model.  
3 Since the second and the third term of the right-hand-side in equation (2) are expressed in quadratic forms, the 
positive definiteness of the matrix tH  is ensured, so there are no additional constraints for parameter matrices A 
and B.  

382



matrices A and B are diagonal4. The coefficients of the matrices A and B reflect the impact of 
news in each individual market and the persistence of news in each individual market, 
respectively [1]. Parameters of the presented model can be estimated by the maximum 
likelihood method [2]. 
 
3 DATA AND EMPIRICAL RESULTS 
 
The analysis in this paper is based on the daily data of exchange rates CZK/EUR, HUF/EUR 
and PLN/EUR for the period May 3, 2004 – April 30, 2019 (totally 3841 observations) 
retrieved from the web page of the European Central Bank [14]. The analysed exchange rates 
together with the corresponding logarithmic returns (calculated as the difference between the 
natural logarithms of the exchange rate in time t and t-1)5 are graphically depicted in Figure 1 
which also contains the descriptive statistics of analysed return series together with the Jarque-
Bera test statistics testing the normality. 

Since the time series of daily exchange rates were clearly non-stationary, the logarithmic 
returns were already stationary6. Concerning the logarithmic return series there is a clear 
evidence of volatility clustering, i.e. that large/small returns tend to be followed by another 
large/small returns. Based on descriptive statistics, the mean values of all the logarithmic 
returns oscillated around the 0, the most volatile were the HUF/EUR returns (0.559 %) 
followed by the PLN/EUR returns (0.536 %) and CZK/EUR returns (0.346 %). All the 
analysed return series were positively skewed with higher kurtosis than the normal 
distribution. The non-normality of the distribution was also confirmed by the values of the 
Jarque-Bera test statistics. 
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Figure 1: Development of exchange rates and logarithmic return series, descriptive statistics of return series 
Source: author’s calculations in EViews 

                                                           
4 The more restricted version of the diagonal BEKK model, the scalar BEKK model, was not considered – 
detailed information can be found e.g., in [2]. 
5 Logarithmic return series are denoted with prefix „DL“. 
6 The results are available from the author upon request. 

 DLCZK DLHUF DLPLN 
Mean -0.00006 0.000065 -0.000029 

Std. Dev. 0.003463 0.005591 0.005362 
Skewness 0.597853 0.420559 0.337355 
Kurtosis 16.94734 10.51772 10.41492 

Jarque-Bera 31353.28 9155.765 8869.801 
p-value 0.000000 0.000000 0.000000 

Observations 3840 3840 3840 

383



One of the approaches to analyse the co-movements of the return series is to calculate the pair-
wise unconditional Pearson’s correlations. The unconditional correlation coefficients for the 
whole analysed period were as follows: DLCZK – DLHUF 0.4257, DLCZK – DLPLN 0.4614 
and DLPLN – DLHUF 0.6334, which indicates the strongest positive linear relationship 
between the Polish and Hungarian exchange rate returns. Forbes and Rigobon [9] pointed out 
the limitations connected with these unconditional correlation coefficients which are biased 
and inaccurate due to heteroscedasticity in return series. To analyse the development of 
conditional correlations against time, the VAR(k)-BEKK-GARCH(1,1) model was estimated 
based on non-linear maximum likelihood method assuming the multivariate normal 
distribution of disturbances. The number of lags k used in the VAR model (1) was specified 
by the information criteria to be 6 in order to ensure the uncorrelatedness. The estimated mean 
equations of the trivariate VAR(6)-BEKK-GARCH(1,1) model are as follows: 
 
DLCZK = -0.0024*DLCZK(-1) - 0.0007*DLCZK(-2) - 0.0404*DLCZK(-3) + 0.0100*DLCZK(-4) - 
0.0116*DLCZK(-5) + 0.0019*DLCZK(-6) - 0.0061*DLHUF(-1) + 0.0006*DLHUF(-2) - 0.0171*DLHUF(-3) 
+ 0.0069*DLHUF(-4) - 0.0194*DLHUF(-5) - 0.0235*DLHUF(-6) + 0.0114*DLPLN(-1) - 0.0102*DLPLN(-2) 
+ 0.0186*DLPLN(-3) - 0.0066*DLPLN(-4) + 0.0119*DLPLN(-5) + 0.0066*DLPLN(-6) - 0.0001 
 
DLHUF = 0.0362*DLCZK(-1) + 0.0425*DLCZK(-2) - 0.0048*DLCZK(-3) + 0.0311*DLCZK(-4) - 
0.0122*DLCZK(-5) + 0.0162*DLCZK(-6) - 0.0060*DLHUF(-1) - 0.0436*DLHUF(-2) + 0.0090*DLHUF(-3) 
+ 0.0076*DLHUF(-4) - 0.0582*DLHUF(-5) - 0.0060*DLHUF(-6) - 0.0219*DLPLN(-1) - 0.0232*DLPLN(-2) 
- 0.0481*DLPLN(-3) - 0.0111*DLPLN(-4) + 0.0190*DLPLN(-5) + 0.0111*DLPLN(-6) + 3*10-5 

 
DLPLN = 0.0540*DLCZK(-1) + 0.0552*DLCZK(-2) - 0.0356*DLCZK(-3) + 0.0198*DLCZK(-4) + 
0.0127*DLCZK(-5) + 0.0286*DLCZK(-6) - 0.0087*DLHUF(-1) - 0.0102*DLHUF(-2) + 0.0462*DLHUF(-3) 
+ 0.0035*DLHUF(-4) - 0.0137*DLHUF(-5) - 0.0005*DLHUF(-6) + 0.0022*DLPLN(-1) + 0.0011*DLPLN(-
2) - 0.0379*DLPLN(-3) - 0.0012*DLPLN(-4) - 0.0131*DLPLN(-5) - 0.0109*DLPLN(-6) – 1*10-4 

 
Based on the statistically significant parameters (significance level of 5 %, statistically 

significant parameters denoted in bold) from the above specified mean equations we can 
conclude, that there exist some return spillovers from the Hungarian and Czech currency 
markets to Polish market, from both the Hungarian and Polish markets to the Czech market 
and from the Polish market to Hungarian market.  

The parameter estimates of the variance and covariance equations (2) are gathered in Table 
1. The estimates indicate that the BEKK-GARCH(1,1) model’s parameters were all (with 
exception of two constant terms from the conditional covariance equations) statistically 
significant which strongly confirms the adequate use of this model. The highest impact of 
shocks (given by elements of matrix A) was proved for the Czech currency market, followed 
by Polish and Hungarian currency markets, respectively. The highest persistence of shocks 
(given by elements of matrix B) was identified in the Hungarian currency market, followed by 
the Polish and the Czech market. The Czech koruna is also the most stable currency. The 
diagnostic checking of the standardized residuals proved no residual autocorrelation 
(Cholesky of covariance) – values for 12 and 24 lags, respectively were as follows: 65.3774 
and 150.6606, respectively. The Doornik-Hansen multivariate test with the Jarque-Bera test 
statistic of 23370.77 clearly rejects the hypothesis that the residuals are multivariate normal 
(for more information about normality conditions see e.g. [6]). 

The pair-wise conditional correlations from the estimated VAR(6)-BEKK-GARCH(1,1) 
model smoothed by the Hodrick-Prescott (HP) Filter7 together with the corresponding 
descriptive statistics for the pair-wise conditional correlations (before application of the HP 
filter) are in Figure 2.  

 

                                                           
7 Smoothing parameter of 6812100, for more information about HP filter see e.g., [11]. 
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Table 1: Estimates of variance and covariance equations – diagonal BEKK-GARCH(1,1) model 
 

  C(1,1) C(1,2) C(1,3) C(2,2) C(2,3) C(3,3) A(1,1) A(2,2) A(3,3) B(1,1) B(2,2) B(3,3) 
Value 3.10-8  6.10-9 9.10-9 6.10-8 3.10-8 7.10-8 0.2805 0.2030 0.2229 0.9643 0.9791 0.9740 
Prob.   0.0000 0.3023 0.1116 0.0000 0.0042 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

Note: CZK/EUR=1, HUF/EUR=2 and PLN/EUR=3 
Source: author’s calculations in EViews 

 
Taking into account the conditional correlations in Figure 2, it seems to be clear, that among 
the analysed currency markets, characterized by the CZK/EUR, HUF/EUR and PLN/EUR 
exchange rate returns, exist significant dynamically changing conditional correlations. 
Similarly, as in case of unconditional correlations, the conditional correlations were in average 
the highest for the pair HUF/EUR and PLN/EUR exchange rate returns, followed by the pair 
CZK/EUR – PLN/EUR and CZK/EUR – HUF/EUR, indicating the strongest relationships 
between the Hungarian and Polish currency market. These results are in accordance with those 
of [12] and [13] analysing the integration of the CEE stock markets with the Eurozone market.  
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Figure 2: Pair-wise conditional correlations smoothed by the HP filter and descriptive statistics for conditional 
correlations 

Source: author’s calculations in EViews 
 

Based on the descriptive statistics of conditional correlations it is clear that the differences 
between the minimum and maximum values were huge in all analysed cases, standard 
deviations are considerably high as well. Conditional correlations for the pairs CZK/EUR – 
HUF/EUR and CZK/EUR – PLN/EUR, respectively, had the similar trend till the beginning 
of 2018, indicating the highest peaks in the EU’ post-entry period 2005 – 2006 as well as 
during the global financial crisis period of 2008 – 2009 and in 2011 (worsening of the euro 
area sovereign debt crisis). Since the conditional correlations for CZK/EUR – HUF/EUR have 
had the rising trend since 2018, the values were declining in case of CZK/EUR – PLN/EUR 
returns. The highest conditional correlations reaching almost the values of 0.9 during the crisis 
period 2008 – 2009 for the return pair HUF/EUR – PLN/EUR was followed by slightly 

 CZK_HUF CZK_PLN HUF_PLN 
Mean  0.290997  0.313612  0.523145 

Median  0.291880  0.314000  0.560808 
Max  0.879932  0.898826  0.901239 
Min -0.522826 -0.409715  0.052938 

Std. Dev.  0.242647  0.237309  0.203240 
Skewness -0.113335 -0.022705 -0.603838 
Kurtosis  2.840065  2.583701  2.471254 
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declining trend during the next analysed period indicating the declining linkages between 
Hungarian and Polish currency markets. 

 
5 CONCLUSION 
 
This paper was focused on the co-movements of the CZK/EUR, HUF/EUR and PLN/EUR 
exchange rate returns for the period May 3, 2004 – April 30, 2019. The estimation of the 
VAR(6)-BEKK-GARCH(1,1) model revealed the existence of the return spillover effects 
from the Hungarian and Czech currency market to Polish market, from both the Hungarian 
and Polish market to the Czech market and from the Polish market to Hungarian market. With 
regard to development of the conditional variance and covariance it was proved that the 
volatility generated on one currency market was transmitted to the remaining analysed 
currency markets. 

The values of conditional correlations enabled to detect quite strong linkages between the 
analysed currency markets especially during the 2008 – 2009 crisis period and provide a useful 
information of the dynamic evolution of the co-movement of the analysed currency markets 
in time. 
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Abstract: The aim of this paper is to analyse the relationship between trade reform and export 
competitiveness for a set of selected EU new member states in the period from 2000 to 2016. In 
particular, the dataset included countries at different levels of development and that had their national 
currencies in most of the analysed period. Furthermore, the analysed period was very turbulent for the 
analysed countries considering that it included a period prior to the EU accession, as well as the 
economic and financial crisis. For that reason, the performed empirical analysis should contribute to a 
better understanding of the importance of fostering free trade and removing barriers to trade for 
promoting export competitiveness. 
 

Keywords: trade reform, exports, EU, new member states, freedom to trade internationally, export 
competitiveness.  

 
1 INTRODUCTION 
 
As free trade is one of the EU’s founding principles, all countries that are EU members or on 
the way of becoming a member, committed themselves to reduce barriers to trade. There are 
numerous possible barriers to trade ranging from tariffs, quotas, regulatory trade barriers 
(non-tariff) to various controls of movement of capital and people.  

Trade barriers affect export competitiveness in various ways. When a country imposes 
trade barriers this reduces exports of other countries. However, this also indirectly leads to a 
decrease in export competitiveness of a country that imposed trade barriers through several 
channels [5]. First of all, barriers to trade reduce competition, which can have a negative 
impact on innovation and productivity. Secondly, restrictions on imports also limit firms' 
access to foreign technology and inputs that can increase productivity and provide a 
competitive advantage to exporters. And, last but not least, imposing import restrictions 
restrains firms from taking advantage of participating in the global supply chain. 

Generally, the literature stresses the importance of structural reforms for macroeconomic 
performance [3], [7] and export performance in particular [5], [6]. Among the structural 
reforms, this article looks at the impact of trade reform (reducing barriers to international 
trade) on export competitiveness.  

As a suitable indicator of the countries’ incentives in reducing the trade barriers, this paper 
focuses on the freedom to trade internationally, the essential component of economic 
freedom index [4] calculated by Fraser Institute.  
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The article analyses the relationship between trade reform and exports of the selected 
eastern European countries that are now a part of the  EU. These countries also known as the 
New Member States (NMS). To be precise, the paper considers six countries from the 2004 
enlargement wave (Czech Republic, Poland, Hungary, Estonia, Latvia and Lithuania), and 
countries that joined the EU afterward: Romania and Bulgaria (2007) and Croatia (2013). 
Two countries from the 2004 enlargement wave (Slovenia and Slovakia) were not considered 
because, in contrast to the analysed countries, these countries adopted euro in a substantial 
part of the analysed period. Namely, Slovenia and Slovakia joined the euro zone, in 2007 and 
2009, respectively. Since then, they have followed a common monetary policy and are unable 
to stimulate their exports through exchange rate changes for almost half of the analysed 
period. 

The main contribution of the article is in analysing the impact of trade reforms for a set of 
eastern European countries that joined the EU in different accession periods and are therefore 
in different stages of transition and levels of development.  

The rest of the paper is organized in the following manner. Section 2 provides a 
description of the analysed data sets. The model employed in the empirical analysis and the 
results of the estimated model is presented and discussed in section 3. Finally, section 4 
concludes. 
 
2 DATA SET 
 
The empirical analysis is performed for a cross-section of selected EU NMS (𝑵 = 𝟗). The 
selection of the analysed period depended on the data availability. Data on Freedom to Trade 
Internationally are reported regularly on a yearly basis starting from 2000. Prior to 2000, data 
were reported on a five year basis. Furthermore, as the latest data used for calculating the 
Economic Freedom index in the 2018 edition of Economic Freedom of the World is from 
2016, the dataset applied in the empirical analysis spans from 2000 to 2016 (𝑻 = 𝟏𝟕). 

Variables selected for the empirical analysis are the share of country's export in total 
world exports (EX) as a dependent variable while independent variables are Freedom to trade 
internationally (FREE), a real effective exchange rate (REER) and unit labor cost (ULC). 

Variable EX is a measure of a country's competitiveness calculated as the country's share 
in world exports. The data source is the Direction of Trade Statistics database (DOTS) of the 
International Monetary Fund (IMF).  

Variable FREE stands for Freedom to Trade Internationally, a component of the Economic 
Freedom index which measures the degree of economic freedom in several areas and is 
calculated by the Fraser Institute. The components of variable FREE that affect international 
trade are tariffs, quotas, administrative restraints, controls on the exchange rate and the 
movement of capital. The variable FREE is measured on a scale of 0 to 10, with 0 being the 
lowest, while 10 is the highest score. The higher rating of this variable means that country 
has low tariffs, fewer controls on the movement of physical and human capital, efficient 
administration of customs or freely convertible currency. 

Variable REER is the real effective exchange rate. It is included in order to assess the 
country's price (or cost) competitiveness relative to its principal competitors in international 
markets. The data source is AMECO (the annual macro-economic database of the European 
Commission's Directorate General for Economic and Financial Affairs). The indicator is 
deflated by the price index (total economy) against a panel of 42 countries (EU28 and 14 
other industrial countries: Australia, Canada, United States, Japan, Norway, New Zealand, 
Mexico, Switzerland, Turkey, Russia, China, Brazil, South Korea, and Hong Kong). A rise in 
the index means real appreciation (a loss of competitiveness).  
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Variable ULC (unit labor cost) measures the average cost of labor per unit of output. It is 
calculated as the ratio of labor costs to labor productivity. A decrease in the relative unit 
labor cost index is regarded as an improvement of a country's competitive position relative to 
their trading partners.  The data source is AMECO. 

All analysed variables are expressed in logs. The impact of the 2008 world economic and 
financial crisis was also considered. However, the crisis dummy variable turned out to be 
statistically insignificant which is not surprising as the crisis affected both the numerator 
(countries’ exports) and the denominator (world exports) of the dependent variable EX.  

Figures 1 and 2 depict the values of the analysed variables for the beginning (2000) and 
the end (2016) of the analysed period. As unit labor cost and real effective exchange rate 
primarily act as control variables, the descriptive statistics focus on Freedom to trade 
internationally as a proxy for trade reform incentives and share of countries’ exports in world 
exports as a proxy for countries competitiveness.  

Although the reported figures are just simple snapshots as they neglect the dynamics in 
between, both figures enable fundamental insights into the analysed countries. Namely, 
although Figure 1 indicates that Poland and Czech Republic have a substantially larger share 
of exports in world exports, their share is just slightly above 1%. Basically, this means that 
all analysed countries are small open economies (SOE).  

 

 
Figure 1: Share of exports in world exports in percent 

 
In 2000 (prior to the EU accession), all countries had a smaller share of exports in the world 
exports compared to 2016. Therefore, all countries due to trade liberalization with EU, reaped 
the benefits of EU membership. However, Figure 1 indicates that all countries were not 
equally successful. For instance, the Czech Republic and Hungary had a similar share in 2000 
while Poland’s share was slightly higher. In 2016 the Czech Republic and Poland doubled 
their share, while Hungary did not manage to achieve a similar increase. Bulgaria, Latvia and 
Lithuania doubled their share. However, their share was quite low at the outset, and is 
therefore still lower than 0.2%. 
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Additionally, to account for differences in sizes of the analysed economies, figure 2 
illustrates the share of exports in countries’ GDP. Figure 2 shows that share of exports in 
GDP increased following the EU accession. While Lithuania and Poland almost doubled the 
share in 2016 compared to 2000, the increase was modest in Romania, Croatia and Estonia. It 
is interesting to note that these are the countries from three different accession waves.  

 

 
Figure 2: Share of exports in countries’ GDP in percent 

 

 
Figure 3: Freedom to trade internationally 

 
Figure 3 depicts the Freedom to trade internationally for the selected EU NMS. Countries 
from the 2004 enlargement wave recorded a decrease or a slight increase in score. Estonia, 
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which had the largest score in 2000, recorded the largest decline (6.7%). On the contrary, 
countries that joined the EU after 2004 accession wave had a substantial (double digit 
percentage) increase in score. Croatia, which had the worst score in 2000, had the largest 
increase (33%).  

Another interesting finding from the Figure 3 is that the range of the FREE variable was 
substantially higher prior to the EU accession in 2000 (2.88) compared to 2016 (0.53), i.e. 
after the EU accession. Obviously, all countries had to reduce the trade barriers and foster 
free trade. However, as the score is still below 10, there is still room for improvement above 
the trade barriers removal that was obligatory in the pre-accession negotiations.  

For comparison purposes, it is interesting to note that Hong Kong and Singapore are the 
highest ranked world countries with scores 9.32 and 9.29, respectively. Highest among the 
analysed countries, Romania (score 8.44), is ranked 9th, and the lowest, Poland (score 7.91) is 
ranked 44th.  
 
3 METHODOLOGY AND EMPIRICAL RESULTS 
 
In order to capture unobserved heterogeneity across analysed countries, panel data model was 
applied. In particular, a dynamic panel data model [1], [2] with one lagged dependent 
variable 𝒚𝒊𝒕−𝟏 was estimated:  

𝑦𝑖𝑡 = 𝑋𝑖𝑡
′ 𝛽 + 𝛾 ∙ 𝑦𝑖𝑡−1 + 𝛼𝑖 + 𝜀𝑖𝑡, 𝑖 = 1, … , 𝑁, 𝑡 = 1, … , 𝑇. (1) 

𝑦𝑖𝑡 is a dependent variable, 𝑋𝑖𝑡 is the matrix of independent variables, 𝛼𝑖  is the (unobserved) 
individual effect, and 𝜀𝑖𝑡 is the error (idiosyncratic) term with 𝐸(𝜀𝑖𝑡) = 0, and 𝐸(𝜀𝑖𝑡𝜀𝑗𝑠) = 𝜎𝜀

2 
if 𝑗 = 𝑖 and 𝑡 = 𝑠 and 𝐸(𝜀𝑖𝑡𝜀𝑗𝑠) = 0 otherwise.  

The results of the estimated model are presented in table 1.  
 

Table 1: Dynamic panel model estimation results (dependent variable: a share of exports in world exports).  
 

Variable  Coefficient Robust standard errors t-statistic p-value 
Lagged dependent variable 0.8382322 0.0421324 19.90 0.000 

lnREER -0.072397 0.0732109 -0.99 0.349 
lnULC 0.0237524 0.1160298 0.20 0.842 

lnFREE 0.2570367 0.09366 2.74 0.023 
 

Additionally, to check for model adequacy, the results of diagnostic tests [8] are reported in 
Table 2.  
 

Table 2: Model diagnostics.  
 

Arellano-Bond test for AR(1) in first differences z =  -2.59 (p-value = 0.010) 
Arellano-Bond test for AR(2) in first differences z =  -0.73 (p-value = 0.465) 
F-test  F = 136.16 (p-value = 0.000) 
Hansen test of overid. restrictions chi2(14)   =  7.46  (p-value = 0.916) 
Difference-in-Hansen tests of exogeneity of instrument subsets:  
Hansen test excluding group:      chi2(11)   =   7.46  (p-value = 0.761) 
Difference (null H = exogenous): chi2(3)    =   0.00  (p-value = 1.000) 
Number of observations 133 
Number of instruments 18 
Number of groups 9 

 
The test results indicate the appropriateness of the dynamic panel model specification (F = 
136.16, p-value = 0.000). The dynamic panel model estimators are consistent as there is no 
second-order serial correlation for the idiosyncratic errors of the first-differenced equation (p-
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value = 0.465). The first order serial correlation is expected due to the lagged dependent term 
(p-value = 0.010). Hansen test (p-value = 0.916) indicates that the crucial assumption for the 
validity of the dynamic panel model (that the instruments are exogenous) is satisfied. 
Furthermore, Hansen test excluding group (p-value = 0.761) does not reject the null that the 
model with additional instruments is correctly specified. Thus, all specification tests support 
the model adequacy.  

Turning to the results of the estimated model (Table 1), FREE variable is statistically 
significant at the 5% level and has the expected positive sign, which means that the reduction 
of trade barriers leads to improvement in export competitiveness in selected EU NMS.  

Furthermore, as expected, the results of the estimated model indicate that the lagged 
dependent variable is statistically significant because the current level of export 
competitiveness is heavily determined by its past values. 
 
4 CONCLUSION 
 
The empirical literature [5] provides evidence that trade restrictions affect export 
competitiveness through various channels. For that reason, this paper analyses the 
relationship between trade reform and export competitiveness for a set of selected eastern 
European countries, known as an EU New Member States in the period from 2000 to 2016. 
The sample included countries that experience quite a few turbulences ranging from global 
economic and financial crisis to accession into a political and economic union. The main 
finding of the paper indicates that reducing trade barriers indeed leads to improvement in 
export competitiveness in selected EU NMS. While priorities differ across NMS (such as 
exchange rate regimes) more effective institutions and better governance are condicio sine 
qua non for their export competitiveness. Although some of these NMS have committed to 
joining the euro area, it does not mean they will improve their export competitiveness and 
perform trade reforms. Besides, the legal framework harmonizing process with euro area 
standards is under sovereign control. 

Future research should take into regard more specific and detailed indicators of various 
possibilities of restricting trade. Obvious candidates are components of the Free to trade 
internationally. This could lead to a more precise pinpointing of the trade barriers that affect 
export competitiveness the most. 
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Abstract: The pension system and the performance of mandatory pension funds are in the public 
interest due to their social and economic function. Therefore, their investments are under tight 
restrictions defined by legal acts. Some of the restriction imposed by law are sometimes questioned 
since they might limit the funds’ ability to improve their performance. In this paper, we investigate the 
asset allocation of mandatory pension funds in the Republic of Croatia and simulate their portfolios 
using the current investment constraints. We introduce possible changes of these constraints and analyse 
their effect on portfolios’ performance. The empirical analysis focuses on the period of 2015-2017. The 
results suggest that better performance of our portfolios could be achieved within the regulatory 
investment constraints, but a further lessening of some constraints could improve their performance in 
terms of risk and the return. 
 

Keywords: mandatory pension funds, portfolio optimization, investment constraints.  
 
1 INTRODUCTION  

 
Pension funds are institutional investors whose main goal is to accumulate financial resources 
and invest them in a certain asset (most commonly financial asset) in order to make a profit 
and maintain a pension system. Specialised pension companies managing pension funds are 
responsible for investing the resources of fund members (future pensioners) in a responsible 
and profitable way. This means that those who manage the funds must ensure the yield and 
take risks in accordance with the degree of risk of the fund [11]. Their functions, 
responsibilities and obligations are defined by legal acts. Pension beneficiaries, together with 
pension companies managing pension funds, constitute a pension system that is a fundamental 
part of a contemporary legal state. Similar as in other countries, the pension system in the 
Republic of Croatia has social, economic and political significance. Its basic function is to 
allocate individuals’ consumption throughout their lifetime, especially after a period of 
employment, in the event of disability or loss of the caregivers [14]. The pension system in 
Croatia, as we know it today, is defined by a series of legal changes that had been gradually 
introduced until 2002. Today, the pension system is based on three pillars [12]. The first and 
second pillars are mandatory pension insurance, while the third pillar represents voluntary 
pension insurance. This scheme was introduced in 2001. for several reasons: unsustainability 
of the previous pension system, caused by the structural features and unfavourable 
demographic situation in Croatia during the 1990s, the improvement of the pension system by 
creating a direct link between labour and pension, and the development of the domestic capital 
market. The latter role was obviously attained: the activities of the pension funds positively 
influenced the domestic capital market in terms of the increased turnover, successful IPOs of 
national companies (INA and HT), and they financed the private sector with 9.5 billion HRK, 
which led to economic growth, decrease of interest rate on Croatian debt and consequentially 
increased standard of living of the future pensioners [18] [13]. However, the continuation of 
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unfavourable economic and social trends in Croatia prevented reforms from achieving any 
success related to the first two reasons. Nowadays, it is obvious that the pension system is not 
sustainable in this form and many papers dealt whit this topic ([2], [3]). In 2014, Mandatory 
Pension Act [7] introduced three categories of funds: A, B and C. Differentiation between each 
fund is based on the remaining period the members have until they retire, and subsequently 
each category has different investment restrictions and investment strategies (category A is the 
riskiest, and C the least risky). Given that the pensions depend on the returns made by an 
individual fund, the entire pension system rests on the success of fund management. Therefore, 
their investments are strictly regulated in order to avoid situations of major losses that could 
cause socio-economic and political problems. Croatian Financial Services Supervisory Agency 
(HANFA) has a regulatory role in Croatia. The assets of the A, B and C funds may be invested 
in securities and money market instruments issued by the Republic of Croatia, another member 
of the European Union (EU) or member states of the Organization for Economic Co-operation 
and Development (OECD). Moreover, A and B funds can use derivatives, but only for the 
purpose of effective management and protection of fund assets. The most important legal 
restrictions on the asset allocation for funds per category are given in Table 1.  
 

Table 1: Asset allocation restrictions in each category of mandatory pension fund [7] 
 

Asset Category A Category B Category C 
Bonds issued by the Republic of 
Croatia, other EU or OECD 
member states 

at least 30% of the 
fund's net assets 

at least 50% of the 
fund's net assets 

at least 70% of the net 
assets of the fund 

Shares from issuers from Croatia, 
other EU or OECD member states 

no more than 55% of 
the fund's net assets 

a maximum of 35% of 
the fund's net assets 

Investment in shares 
is not allowed 

Corporate bonds and commercial 
bills of issuers from Croatia, other 
EU or OECD member states 

no more than 50% of 
the net assets 

no more than 30% of 
the funds’ net assets 

no more than 10% of 
the net assets 

UCITS shares no more than 30% of 
the net assets 

no more than 30% of 
the net assets 

no more than 10% of 
the net assets 

Property traded or settled in HRK  at least 60% of the net 
assets of the fund 

at least 90% of the net 
assets 

 
By observing the investment restrictions for certain fund category, one could raise a question 
of these restrictions limiting the funds’ performance at the expense of the pension beneficiaries 
and in the favour of developing the domestic market. This question is tackled in several papers 
before the introduction of the ‘ABC system’, such as in [1] who states that the legal constraints 
are not an obstacle for pension funds’ construction of the optimal portfolio, but that the 
limitation of Croatian capital market could be. On the other hand, [17] investigates the 
introduction of alternative investments and reaches the opposite conclusions. Even though 
funds are restricted in their asset allocation, the law defines that if a fund underperforms given 
the past 3-years average yield of all funds in the same category, its pension company is 
obligated by law to pay the difference defined by the guaranteed reference yield [4]. While 
there are several expert studies which suggest how to reform and improve the pension system 
in Croatia, the main concern of this paper are the investment restrictions and an idea that they 
might be limiting the funds’ performance and market competition. [9] benchmarks the 
performance of mandatory pension funds’ to a portfolio consisting of CROBIS and CROBEX 
indices, and concludes that pension funds’ performance is satisfactory compared to the 
benchmark. On the other hand, [10] conclude that pension funds’ portfolio in Croatia has a 
high sensitivity to risk due to its highly conservative asset allocation. They state that investment 
constraints prevent the competitiveness and the development of the pension funds, which leads 
to inefficient asset allocation and the degradation of economic development and employment. 
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Even though Croatia was not analysed in [15], this study observed the pension funds’ excess 
real return over GDP growth in seven Central European countries and concluded that their 
investment limits are also too conservative and that performance is not satisfactory. In other 
studies, such as [6] and [16], the position of Croatia is relatively worse in several indicators 
than in other countries included in [15]. These findings motivate us to analyse the influence of 
the investment restrictions on the performance of simulated portfolios whose structure is 
inspired by the actual asset allocation of mandatory pension funds in Croatia. Currently, there 
are 4 pension companies in Croatia which operate since 2002.: Allianz ZB d.o.o., Erste d.o.o., 
PBZ Croatia Osiguranje d.d. and Raiffeisen d.d.. Each of them runs one mandatory investment 
fund from each category. The average structure of the funds’ consolidated balance sheet during 
the period of 2015.-2017. for each category is shown in Figure 1.  
 

 
 

Figure 1: Average asset allocation of mandatory pension funds in the period of 2015-2017 [8] 
 
By analysing the funds’ performance since their inception, it is interesting to find that category 
C funds, which are more conservative, were overall more successful than B categorized funds 
managed by the same pension company [5]. The reason was that C funds invested largely in 
bonds that have been profitable over the last couple of years, given the historically low interest 
rates on the financial markets. Although funds do not have an upper limit for investing in bonds, 
B funds did not increase their bond positions accordingly. This observation indicated that 
investment limitations (which are tighter for C funds), could not be always used as excuses for 
poor funds’ performance. Therefore, we had another reason for investigating the possible 
effects of investment restrictions on funds’ performance. 
 
2 METHODOLOGY 
 
In the empirical part, we simulate the portfolios whose asset allocation follows approximately 
the actual asset allocation of pension funds in Croatia (Figure 1). Therefore, our portfolios 
consist of: stocks issued by issuers from Republic of Croatia (represented by the stock market 
index CROBEX), Croatian government bonds (represented by the bond market index 
CROBIS), cash, treasury bills (represented by the return on government bonds with 3 months 
to maturity), investments in domestic UCITS (The Undertakings for the Collective Investment 
in Transferable Securities) (represented by the average monthly change of UCITS’s net assets), 
investments in foreign UCITS (represented by Barclays UCITS funds index) and foreign shares 
(represented by the S&P100). We use data of daily returns of market indices in the period of 
2015.-2017. and interest rates are calculated proportionally. We calculated the average asset 
allocation for each fund category in each month during the period of the analysis and 
constructed portfolios that hold the same structure throughout the period of 2015.-2017. (36 
portfolios in total). The lower and upper values of the asset allocation for each category are 
shown in Table 2. 

395



Table 2: Lower and upper bounds of the asset allocation of simulated portfolios in the period of 2015-2017  
 

 Simulation A Simulation B Simulation C 
 min max min max min max 

Stocks - domestic 10% 32% 10% 13% 0% 0% 
Stocks - foreign 9% 13% 6% 9% 0% 0% 
Government bonds  42% 64% 68% 73% 78% 94% 
Cash 0% 6% 1% 4% 0% 6% 
UCITS domestic 0% 6% 1% 3% 0% 5% 
UCITS foreign 0% 9% 2% 5% 0% 0% 
Treasury notes 0% 0% 0% 0% 0% 8% 

 
The second step of our analysis includes questioning whether a better performance of funds (in 
terms of risk and return) could be achieved within the given restrictions. For that purpose, we 
solve a portfolio optimization problem for each fund category, formulated as: 
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  (M1) 

where rt is a daily return of a portfolio, VaR0.95 is Value at Risk of a portfolio at 95% (calculated 
as the 5th percentile of the portfolio return distribution), σ2 is the portfolio variance, c is the 
minimal VaR0.95 and σ2

min is the minimal variance of all the portfolios from Table 2 within each 
category, πe is the share of equity, πb is a share of bonds and πu is the share of investments in 
UCITS funds, t=1,…,N, and N is a number of observations.  

The last step in our analysis includes solving the modification of the model (M1) without 
the restriction on asset allocation. We will refer to this modified model as the model (M2). 
 
3 RESULTS 
 
The average performance of 36 simulated portfolios from Table 2 is shown in the first 3 
columns of Table 3. Here, the performance of the portfolios is consistent with their investment 
strategy – portfolios A have the highest risk and return, portfolios B are in the middle, and C 
portfolios have the smallest total return and risk. We use the values of the minimal variance 
and maximal VaR0.95 of these portfolios as right-hand side constraints in the model (M1). By 
solving the model (M1) for each fund category, we obtain portfolios presented in Table 4. Their 
structure shows that the share in UCITS is always maximal, that is, the constraint for UCITS 
portfolio share (πu) is active in all solutions of model (M1). The constraints for πe and πb are 
not active. However, if we observe upper bounds in the actual average asset allocation (Table 
2), the investment in UCITS is far below the defined investment constraint despite its 
favourable performance throughout the years. The performance of the obtained portfolios is 
shown in Table 3 (A-M1, B-M1, C-M1). All portfolios achieve an incomparably better return 
for a given level of variance (standard deviation) and VaR0.95. These results indicate that better 
performance could be achieved by reducing the investments in shares and increasing the 
investments in UCITS without increasing the riskiness measured by both VaR and the variance. 
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Table 3: Performance measures of simulated portfolios (in %) 
 

 A B C A-M1 B-M1 C-M1 A-M2 B-M2 C-M2 
(Avg) Total return 9.953 8.750 5.138 21.196 23.877 10.145 54.582 54.965 49.633 
Max. total return 12.292 9.722 5.463       
Min. total return 7.578 7.871 4.859       
(Avg.) St. dev. 0.199 0.145 0.126 0.140 0.138 0.111 0.130 0.131 0.111 
Max st. dev. 0.232 0.149 0.133       
min st. dev. 0.140 0.138 0.138       
(Avg.) VaR0.95 -0.279 -0.202 -0.192 -0.187 -0.173 -0.163 -0.187 -0.195 -0.162 
Max VaR0.95 -0.19 -0.20 -0.16       
Min VaR0.95 -0.34 -0.21 -0.20       

 
Table 4: Asset allocation of portfolios obtained by solving the model (M1) and its modification (M2) 

 
 A-M1 B-M1 C-M1 A-M2 B-M2 C-M2 

Stocks - domestic 0% 1% 0% 0% 0% 0% 
Stocks - foreign 15% 13% 0% 2% 1% 0% 

Government bonds  43% 56% 78% 0% 0% 0% 
Cash 12% 0% 0% 0% 0% 0% 

UCITS foreign 4% 0% 0% 0% 0% 14% 
UCITS domestic 26% 30% 10% 98% 99% 86% 

Tresury notes 0% 0% 12% 0% 0% 0% 
  

By solving the model (M2), without the asset allocation restrictions, we obtain portfolios A-
M2, B-M2 and C-M2 whose structure is shown in Table 4. Their performance is shown in 
Table 3. The solution even more strongly suggests that increasing the investments in domestic 
UCITS should be beneficial for the portfolios’ overall performance. Lessening the limitations 
in favour of investments in UCITS leads to an increased return and reduced risk. 
 
4 CONCLUSION 
 
The pension fund management is extremely important to individuals as well as to the state that 
is actually responsible for pensions. That is the reason why pension funds’ asset allocation is 
defined by legal acts and under the strict supervision of the regulatory agencies. This paper 
analyses these restrictions and simulates the portfolios imitating the asset allocation of the 
mandatory pension funds in Croatia in the period of 2015.-2017. The portfolio optimization 
models are solved for finding optimal portfolios in compliance with the legal restrictions for 
each fund category as well as the portfolios outside the legal limitations. Given the data and 
assumptions used, the obtained results show that portfolio performance could be significantly 
improved within the legal restrictions by asset reallocation. Accordingly, the analysis shows 
that legal restrictions do leave additional space for increasing the funds’ performance. 
Therefore, more attention should be put towards the market situation and investments should 
be made accordingly. The results also indicate that pension funds’ asset allocation could be 
brought closer to the limits in order to increase the return without increasing risk. This holds 
especially for investments in UCITS. Moreover, it is shown that further lessening of the 
investment constraints for investment in UCITS could additionally increase the overall funds’ 
performance. The posed restrictions foster activities of pension funds which positively 
influence the domestic financial system and country’s economic growth, but their main concern 
should be the benefit of the future pensioners. These findings do not offer the solution for 
pension reform or the financial stabilization of the pension system, but they do show that 
investment restrictions are just another indicator that things are not set as they should be. 
Limitations of the research are the data series that were used as the proxies for the returns of 
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certain assets and the dependence of conclusions to the period from which data were taken. 
Further research should consider longer time series and a greater number of asset categories 
including foreign and alternative asset categories to reach conclusions that can be more directly 
related to the pension funds’ performance. 
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Abstract: We review the use of the generalized autoregressive score (GAS) framework in the
analysis of count time series. We formulate GAS models based on the Poisson distribution for
equidispersed data, the negative binomial distribution for overdispersed data, the generalized
Poisson distribution for moderately underdispersed data and the double Poisson distribution
for significantly underdispersed data. The presented models are count data analogues to the
ARMA and GARCH models.
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1 INTRODUCTION

Count time series are series of observations with non-negative integer values ordered in time.
For a review of count time series models, see [10]. A sensible approach for modeling count time
series is the generalized autoregressive score (GAS) model of [6], also known as the dynamic
conditional score (DCS) model of [12]. It is an observation-driven model providing a general
framework for modeling of time-varying parameters for any underlying probability distribution.
It captures dynamics of time-varying parameters by the autoregressive term and the scaled score
of the conditional density function (or the conditional probability mass function). The GAS
class includes many commonly used econometric models such as the GARCH model based on
the normal distribution and the ACD model based on the exponential distribution. The GAS
model can be estimated in a straightforward manner by the maximum likelihood method.

In the literature, the GAS framework is successfully utilized for count time series. The
paper [2] uses the Poisson count panel model for the number of patent applications. The paper
[14] utilizes the bivariate Poisson distribution for the number of goals in football matches
and the Skellam distribution for the score difference. The paper [11] consideres the Poisson
distribution as well as the negative binomial distribution for offensive conduct reports. The
paper [1] uses the zero-inflated negative binomial distribution for trade durations with frequent
split transactions. The Poisson count model discussed in [7] belongs to the GAS class as well.

In the paper, we present specifications of the GAS model based on four distributions suitable
for count data – the Poisson distribution, the negative binomial distribution, the generalized
Poisson distribution and the double Poisson distribution. The presented models can capture
both time-varying mean and time-varying volatility.

2 GENERALIZED AUTOREGRESSIVE SCORE MODEL

2.1 Theoretical Framework

Our goal is to model non-negative random variables Yt ∈ N0, t = 1, . . . , n. We denote the
observed values as yt ∈ N0, t = 1, . . . , n. In general, we assume that Yt follow a distribution
with k time-varying parameters ft = (ft,1 . . . , ft,k)

′, t = 1, . . . , n and l static parameters g =
(g1, . . . , gl)

′. We denote the conditional probability mass function as P [Yt = yt|ft, g]. In the
dynamic model for the time-varying parameters, we utilize the score and the Fisher information.
The score for the time-varying parameters ft is given by

∇(yt; ft, g) =
∂ logP [Yt = yt|ft, g]

∂ft
. (1)
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The Fisher information for the time-varying parameters ft is given by

I(ft, g) = E
[
∇(yt; ft, g)∇(yt; ft, g)′

∣∣∣ft, g] = −E

[
∂2 logP [Yt = yt|ft, g]

∂ft∂f ′t

∣∣∣∣∣ft, g
]
. (2)

Note, that the latter equality requires some regularity conditions. The expected value of the
score is zero and its variance is equal to the Fisher information under some regularity conditions.

2.2 Model Specification

The generalized autoregressive score (GAS) model of [6] specifies the dynamics of the time-
varying parameters ft. In the GAS(p, q) model, the parameters ft follow the recursion

ft+1 = c+

q∑
j=1

Bjft−j+1 +

p∑
i=1

AiS(ft−i+1, g)∇(yt−i+1; ft−i+1, g), (3)

where c = (c1, . . . , ck)
′ are the constant parameters, Bj = diag(bj,1, . . . , bj,k) are the autoregres-

sive parameters, Ai = diag(ai,1, . . . , ai,k) are the score parameters, S(ft−i+1, g) is the scaling
function for the score and ∇(yt−i+1, ft−i+1, g) is the score. The score for the time-varying
vector ft is the gradient of the log-likelihood with respect to ft. It indicates how sensitive the
log-likelihood is to parameter ft. In the dynamic model, it drives the time variation in the
parameter ft and links the shape of the conditional probability mass function directly to the
dynamics of ft. Usually, the scaling function is choosen to be the unit matrix I, the square
root of the inverse of the Fisher information I(ft, g)−

1
2 or the inverse of the Fisher information

I(ft, g)−1. Note that each scaling function results in a different model. In the case of I(ft, g)−
1
2

scaling, the scaled score has unit variance.
In Section 3, we specify possible distributions for the count variable Yt together with their

score and Fisher information used for the dynamics of time-varying parameters. All presented
distributions have a location parameter and (except the Poisson distribution) a dispersion
parameter. The time-varying GAS dynamics can be utilized for the location parameter (an
analogue to the ARMA model), time-varying dispersion parameter (an analogue to the GARCH
model) or both.

2.3 Estimation

Let us denote θ = (c,B1, . . . , Bq, A1, . . . , Ap, g)′ the vector of (1+q+p)k+l unknown parameters.
Using a sequence of n observations y1, . . . , yn, we can estimate the vector θ by the maximum
likelihood method as

θ̂n ∈ arg max
θ∈Θ

1

n

n∑
t=1

log P
[
Yt = yt|f̂t(θ), θ

]
, (4)

where f̂t(θ) are the filtered time-varying parameters. Note that we need to specify the first
max{p, q} values of f̂t(θ).

3 PROBABILITY DISTRIBUTIONS FOR COUNT VARIABLES

3.1 Poisson Distribution

The most basic distribution for count data is the Poisson distribution. It has only one parameter
µ > 0 determining its mean and variance. The variance equal to the mean is known as
equidispersion and is very limiting in applications. The probability mass function is given by

P[Y = y|µ] =
µye−µ

y!
. (5)
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The expected value and variance are given by

E[Y ] = µ,

var[Y ] = µ.
(6)

The score is given by

∇(y;µ) =
y − µ
µ

. (7)

The Fisher information is given by

I(µ) =
1

µ
. (8)

3.2 Negative Binomial Distribution

When data exhibit overdispersion (i.e. the variance greater than the mean), the standard
approach is to consider the negative binomial distribution. It is derived as the Poisson-gamma
mixture. We present the NB2 parameterization of [3]. It has a location parameter µ > 0 and a
dispersion parameter α ≥ 0. For α = 0, it reduces to the Poisson distribution. In the following
text, let Γ(·) denote the gamma function, ψ0(·) the digamma function and ψ1(·) the trigamma
function. The probability mass function is given by

P[Y = y|µ, α] =
Γ(y + α−1)

Γi(y + 1)Γi(α−1)

(
1

1 + αµ

) 1
α
(

αµ

1 + αµ

)y
. (9)

The expected value and variance are given by

E[Y ] = µ,

var[Y ] = µ(1 + αµ).
(10)

The score is a vector with 2 elements given by

∇1(y;µ, α) =
y − µ

µ(1 + αµ)
,

∇2(y;µ, α) =
1

α2
ln(1 + αµ) +

y − µ
α(1 + αµ)

+
1

α2
ψ0(α−1)− 1

α2
ψ0(y + α−1).

(11)

The Fisher information is a 2× 2 matrix with elemets given by

I11(µ, α) =
1

µ(1 + αµ)
,

I12(µ, α) = I21(µ, α) = 0,

I22(µ, α) =
2

α3
ln(1 + αµ)− µ

α2(1 + αµ)
+

2

α3
ψ0(α−1) +

1

α4
ψ1(α−1)

− E

[
2

α3
ψ0(y + α−1) +

1

α4
ψ1(y + α−1)

]
.

(12)

3.3 Generalized Poisson Distribution

Underdispersion (i.e. the variance lower than the mean) occurs less often in data and is more
complex to model. There is no universally accepted approach. One option is to consider the
generalized Poisson distribution proposed in [5]. It is derived as the Poisson-lognormal mix-
ture. We present the mean parametrization of [9]. It has a location parameter µ > 0 and a
dispersion parameter α. For α = 0, it reduces to the Poisson distribution. Values α < 0 result
in underdispersion while values α > 0 result in overdispersion. However, the parameter space

401



is more complex with additional restrictions which can accommodate only limited underdis-
persion. Furthermore, the support is limited from above in the case of underdispersion. See
e.g. [4] or [13] for more details. The probability mass function is given by

P[Y = y|µ, α] =
1

y!(1 + αy)

(
µ(1 + αy)

1 + αµ

)y
e
−µ(1+αy)

1+αµ . (13)

The expected value and variance are given by

E[Y ] = µ,

var[Y ] = µ(1 + αµ)2.
(14)

The score is a vector with 2 elements given by

∇1(y;µ, α) =
y − µ

µ(1 + αµ)2
,

∇2(y;µ, α) =
(y − µ)2

(1 + αy)(1 + αµ)2
− y

1 + αy
.

(15)

The Fisher information is a 2× 2 matrix with elemets given by

I11(µ, α) =
1

µ(1 + αµ)2
,

I12(µ, α) = I21(µ, α) = 0,

I22(µ, α) =
1

α3(1 + αµ)2
− 3

α3(1 + αµ)
− 1

α2
− E

[
1 + α

α3(1 + αy)2
− 3 + 2α

α3(1 + αy)

]
.

(16)

3.4 Double Poisson Distribution

Another option for underdispersion is the double Poisson distribution proposed in [8]. It has
a location parameter µ > 0 and a dispersion parameter α > 0. For α = 1, it reduces to the
Poisson distribution. Values α > 1 result in underdispersion while values 0 < α < 1 result in
overdispersion. The probability mass function is given by

P[Y = y|µ, α] =
1

C(µ, α)

√
α
yy

y!

(
µ

y

)αy
eαy−αµ−y, (17)

where C(µ, α) is a normalizing constant given by

C(µ, α) =
∞∑
y=0

√
α
yy

y!

(
µ

y

)αy
eαy−αµ−y. (18)

The normalizing constant is not available in a closed form but can be approximated by

C(µ, α) ' 1 +
1− α
12αµ

(
1 +

1

αµ

)
' 1. (19)

Alternatively, [15] suggest to approximate the normalizing constant by the sum of the first m
terms in the infinite sum, where m should be at least twice as large as the sample mean. The
expected value and variance can be approximated by

E[Y ] ' µ,

var[Y ] ' µ

α
.

(20)
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Figure 1: Absolute percentage errors of the approximations of the first and second moments
for the double Poisson distribution.

The score is a vector with 2 elements approximated by

∇1(y;µ, α) ' α

µ
(y − µ),

∇2(y;µ, α) ' 1

2α
+ y log(µ)− µ− y log(y) + y.

(21)

The Fisher information is a 2× 2 matrix with elemets approximated by

I11(µ, α) ' α

µ
,

I12(µ, α) = I21(µ, α) ' 0,

I22(µ, α) ' 1

2α2
.

(22)

In Figure 1, we illustrate the approximation error of the mean and variance using the absolute
percentage error measure. We see that the approximations are quite precise for high values of
mean and low values of variance. For more details about the approximations, see [8].

4 CONCLUSION

We review the score-driven approach for count time series. We present models based on four
distributions. The Poisson distribution exhibits equidispersion and is commonly considered
the benchmark distribution. The negative binomial distribution is the most popular choice for
overdispersion. The generalized Poisson distribution can be utilized for moderate underdis-
persion while the double Poisson distribution is suitable for significant underdispersion with
high mean and low variance. To our knowledge the latter two distributions have not yet been
considered in the context of score-driven models.
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Abstract: This study demonstrates expectations on social security benefits and pension awareness of 
Hungarian university students. Data were collected from a survey. Information was composed by 
principal component analysis to test two hypotheses using two factors. The authors attempt to find 
explanations for the differences in expectations according to gender and university majors.  
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1 INTRODUCTION 
 
In our study we examined survey data on university students’ expectations as to their future 
retirement income and social security benefits as a major source of this income in Hungary. 
We defined the group of respondents to be highly educated and fairly far from retirement in 
order to have a sample with relatively good financial literacy but also long uncertain period 
before retirement. We conceived four groups of questions that explore (i) expectations as to 
future retirement income, (ii) generosity of benefits, (iii) retirement age to be eligible for social 
security benefits, and (iv) demographic data. Similar survey was conducted before us in the 
USA, Canada and Ireland (Turner et al., 2019), and parallel to our research the same survey is 
conducted in the University of Gdansk, Poland. 

We stated two hypotheses:  
1. respondents with finance major have higher pension literacy than other students, 

and 
2. pension expectations do not depend on gender. 

As per the first hypothesis, we found that students in finance major are aware of the 
interdependencies of longer working period and higher retirement benefits, however we did 
not identify significant difference between the respondents’ expectations, i.e. most of survey 
participants expect low level state pension. Concerning the second null-hypothesis, we 
explored male respondents expect later retirement than female participants. 
 

2 HUNGARIAN PENSION SYSTEM 
 
In this section we shortly present the characteristics of Hungarian pension system in order to 
form context for the expectations analysis.  

The Hungarian pension system is currently a statutory, one-pillar pay-as-you-go scheme 
where all employees are covered and the pension is calculated on the basis of earnings and 
working years. The mandatory second pillar was abolished in 2010 when most of savings in 
mandatory private pension funds were redirected back to state pension system. Third and fourth 
pillars of the pension system are voluntary with individual and employer-financed saving 
forms. Pillars of Hungarian pension system are shown in Table 1. 
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Table 1: Pillars of Hungarian pension scheme 

 Mandatory Finance Attributes 
Pillar I yes pay-as-you-go (DB) statutory 

Pillar II - - abolished in 2010 and funds transferred to state funds,  
appr. 50 000 individual accounts remained 

Pillar III no defined contribution voluntary pension funds with individual accounts 

Pillar IV no individual 
contributions other retirement saving schemes with tax subsidies 

The retirement age was increased gradually from 62 years up to 65 by 2022. Thus, 
Hungarian pension system is unisex with one exception, i.e. women with 40 years eligibility 
period can retire before this increased statutory retirement age (this program is called 
“Women40”). 

Basically in the last 10 years some fundamental changes were applied on the Hungarian 
pension system, however sufficient financing of DB system is still an open question after 2035 
(Bajkó et al., 2015). This may have effect on expectations and employees should have higher 
pension literacy to maintain their living standard after retirement. 
 

3 SURVEY DATA AND METHODOLOGY 
 
Our survey consists of 14 questions: five questions on demographic data and other nine 
questions on social security benefits. These nine questions are grouped as follows: 

i. expectations as to future retirement benefits (4 questions) 
we asked if students expect to get social security benefits, what level of trust they 
have that the government would provide these benefits, and what is their attitude to 
Hungarian pension system, 

ii. generosity of benefits (2 questions) 
these two questions are examining what proportion of total future retirement income 
would come from the state pension system, and the estimated salary replacement 
rate (it is the proportion of social security benefits related to the worker’s salary near 
the end of his or her working career), 

iii. receipt of social security benefits and retirement age (3 questions) 
we also inquired if students plan to leave Hungary for their working years and which 
are the destination countries, and we formed two questions about retirement age and 
earliest possible age at which retirement benefits might be received. 

We gathered 320 responses out of which we excluded 70 because of any invalid data, thus 
in our final dataset there are 250 records with the demographic data distributions as Table 2 
shows: 

Table 2: Demographic data distributions of survey data 

Gender 
Male 
Female 

58.0% 
42.0% 

Age Between 19 and 24 years 
Between 25 and 42 years 

85.6% 
14.4% 

Present major 
University – finances 
University – economics (not fin) 
Other university 

35.0% 
64.0% 
1.0% 

Region of origin Budapest and Pest county 
Other counties 

40.0% 
60.0% 

Residence Budapest and Pest county 
Other counties 

87.6% 
12.4% 
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We used factor analysis which is a multidimensional statistical method to compress 
information of the original variables, thus to reduce dimension of the analysis. From the 
numerous methods of factor analysis, we applied Principal Component Analysis (PCA) for 
factor extraction, where the uncorrelated linear combination of variables is calculated based on 
eigenvalue-eigenvector decomposition of correlation matrix of the original variables included 
in the model. Factors driven from PCA were used to test the two hypotheses. 
 

4 RESULTS 
 
Based on data of Hungarian Central Statistical Office and EUROSTAT, slightly above 20% of 
total population received retirement benefits, which amount was 65% of the net average wage 
in 2017. This salary replacement rate decreased from 74% to 65% within 6 years from 2011 to 
2017. The increase of population receiving social security benefits and the fall of salary 
replacement rate are warning signals of the Hungarian pension system. Most of the population 
might not be aware of the exact pension figures however the survey outcome shows that 
people’s expectations are overly pessimistic. 
 
4.1. Expectations as to future retirement benefits 
 
4.0% of the respondents expect to not receive any future retirement benefits, and on the other 
hand, also 4.0% are 100% confident that the state-pension will be there when they retire. 50% 
of the respondents considered that the probability of receiving state-provided social security 
retirement benefit is less than 50%, however 72.8% expressed their negative expectations as to 
their state pension. The aspects why the survey participants’ attitude might be negative are 
described in Table 3. 

Table 1: Different reasons of negative attitude to social security benefits 

Why do you have certain views on social security 
benefits? 

Frequency 

The government has frequently changed social 
security benefits. 

5.6% 

Hungary's future is uncertain. 8.8% 
I don’t trust the government. 10.0% 
I plan to leave Hungary thus I might not get 
Hungarian social security benefits. 

4.4% 

The increasing percentage of the population that is 
retired will cause a reduction in the generosity of 
social security benefits. 

40.4% 

Others 3.6% 

The level of trust that the government will provide future promised social security retirement 
benefits is overly low. 20% of respondents say that they do not trust in government at all, and 
66% have less than 50% trust. There was only 1.6% who fully trust in the social security 
payments of the government. 
 
4.2. Generosity of benefits 
 
Currently the salary replacement rate in Hungary depends on the years worked and the average 
net salary. If a person has 40 years of working period he receives 80% of last average net 
wages, if he has worked 50 years the rate increases up to 90%. Despite, 58.4% of respondents 
said they would receive less than 50% of the salary as social security benefits and only 3,6% 
estimated the salary replacement rate at 80% or higher. 
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The state pension proportion of total retirement income was underestimated, 61.6% of 
students said it would be lower than 50% and only 1.2% expects to get more than 90% of total 
income from the social security funds. 
 
4.3. Receipt of social security benefits (age related questions) 
 
We asked students where they want to spend their working years and only 46.8% responded 
they want to stay in Hungary. We also asked the expected retirement age, where 54.4% expect 
to retire later than age of 66 years and only 16.8% expect early retirement (before 65 years). 

Respondents also expressed their expectations as to the earliest age at which they would 
receive social security retirement benefits. More than ¾ (77.6%) said this earliest age would 
be at least 65 years, and only 10% expected this age somewhat before 62 years. 
 
4.4. Factor Analysis 
 
To test our null-hypothesis, a linear factor model was created with Principal Component 
Analysis. With the development of uncorrelated components, we sought to find out the 
relationship between the three different groups of social security questions. The best fitting 
model includes six variables equally distributed among the 3 types of pension expectations 
variable groups: 2 of expectations, 2 of generosity and other 2 of receipt (age). In this factor 
model, two orthogonal, uncorrelated components with eigenvalue higher than 1 were extracted 
from the six original variables, with an extraction of 72.247% of information as a ratio of the 
original variances. The suitability of our data for PCA is shown in Table 4. 

Table 2: Measures of data suitability for PCA 

KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.762 

Bartlett's Test of Sphericity 
Approx. Chi-Square 592.789 
df 15 

Sig. 0.000 

KMO value is 0.762 meaning the data is suitable for principal component analysis. The 
correlations between the original variables and the two components are shown in Table 5. The 
empty cells represent very weak correlations.   

Table 3: Rotated component matrix of two-factor solution 
 

 
Component 

 Expectations
&generosity Age 

Expectations 
Expectations to get social security benefits 0.838  

Level of trust that the government would provide 
social security benefits 0.829  

Generosity 
Proportion of total future retirement income 
coming from the state pension system 0.902  

Salary replacement rate 0.832  

Receipt (age) 
The earliest age at which the pension system 
allows to collect social security retirement benefits  0.829 

Expected retirement age  0.842 

 

414



4.5. Hypothesis testing 
 
We formed two hypotheses on the students’ pension expectations: 
H1:  respondents with finance major have higher pension literacy than other students, and 
H2:  pension expectations do not depend on the gender, which is in line with the unisex 

pension scheme. 
Considering H1 we found that students in finance major are aware of the interdependencies 

of longer working period and higher retirement benefits (mean of receipt factor score is 0.124 
by finance major and -0.058 by respondents in other major), however we did not find 
significant expectations difference between the groups of majors (independent t-test value for 
Factor 1 (Expectations & Generosity) is -0.605 with p=0.546, and t-test value for Factor 2 
(Age) is 1.368 with 0.173 p-value, which is not significant on any of significance levels). 

Considering H2 we found statistical evidence that male respondents count on higher 
retirement age (mean of age factor score is 0.176 by male and -0.248 by female respondents). 
Despite of the unisex pension scheme the reason of later retirement expectations for men might 
be the awerness of Women40 program or the former gender-defined system. Figure 1 shows 
gender differencies with regards on two factors. Factor 2 (Age) is significantly different on 
male and female respondents on any significance levels (t-test value is 3.373 with p-value of 
0.001). Factor 1 is not significantly different (t-test value=0.517 and p=0.605). 
 

4.6. Results comparing to surveys in the USA, Canada, and Ireland 
 
In spite of the similarities between our research and the research conducted by Turner et al. 
(Turner et al., 2019) the comparison of the results should be very cautious. The survey countries 
are fairly different with regards on their pension schemes and their future and past reforms, all 
countries’ respondents are overly pessimistic regarding the future social retirement benefits. 
All countries’ survey data indicate that underestimating the future social retirement income 
does depend nor on the gender, neither on financial literacy of the respondents. In Hungary, 
students are as much pessimistic as workers in Ireland, in the USA or in Canada. Turner et al. 
found that these perceptions might change slightly when respondents get older. In our survey 
we could not explore this phenomenon since our survey participants were university students, 
but this question could lead us to further research area.  

Figure 1: Differences according to gender expectations 
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Other important statement is that the pessimistic attitude of respondents does not depend on 
the actual state of pension systems, whether their financing is sufficient on long term. In 
Canada and Ireland, where the pension system is considered rather stable than in the USA or 
in Hungary, expectations are also pessimistic. 
 

5 CONCLUSIONS  
 
In our study we explored survey data collected among Hungarian university students about 
their future pension expectations. We found that most of the respondents are characterized with 
a general pessimism, and despite of unisex pension scheme male participants expect later 
retirement age. We also wanted to find contingency between the financial literacy and pension 
expectations, but we could only identify students with finance major might have more accurate 
information about proportionality of higher retirement age and higher potential social security 
benefits. Further research is necessary to make conclusions about the rational or irrational 
expectations, and the reasons of the pessimistic approach on pension among university 
students.  
 
Acknowledgement 
This publication/research has been supported by the European Union and Hungary and co-
financed by the European Social Fund through the project EFOP-3.6.2-16-2017-00017, titled 
"Sustainable, intelligent, and inclusive regional and city models". 
 
References  
 
[1] Bajkó, A., Maknics, A., Tóth, K., Vékás, P. 2015. On the Sustainability of the Hungarian Pension 

System – The Long-term Effects of Demographic Trends. (in Hungarian) Közgazdasági Szemle. 
Vol. 62. December 2015.1229-1257. 

[2] Turner, J., Zhang, S., Hughes, G., Rajnes, D. 2019. Irrational Expectations, Future Social Security 
Benefits, and Life Cycle Planning. The Journal of Retirement. Winter 2019, 6 (3) 60-68. 

[3] Dr. Barta, J. 2018. A nyugdíjbiztosítások szerepe és jellemzői a kiegészítő nyugdíjpillérben. 
Biztosítás és Kockázat, Vol (5) No 1: 42-49. (in Hungarian) 

[4] Borlói, R. 2016. Gondolatok a magyar nyugdíjrendszerről. Budapest: Gondolat Kiadó. (in 
Hungarian) 

[5]  Thompson, L.:Older &Wiser, 1998. The Economics of Public Pensions, Univ. Press of America 
[6]  Mészáros, J.(Ed): Pension Adequacy and Sustainability, 2013. Pension Seminar, Budapest 
 
 

416



EFFICIENCY TEST AS THE BENCHMARK FOR MINIMUM-RISK 
PORTFOLIO OPTIMIZATION STRATEGIES 

 
Aleš Kresta and Anlan Wang 

VŠB – Technical University of Ostrava, Department of Finance 
Sokolská tř. 33, 702 00 Ostrava, Czech Republic 

E-mail: ales.kresta@vsb.cz, anlan.wang.st@vsb.cz 
 

Abstract: In the paper we propose the efficiency test, which can be considered as the benchmark for 
portfolio optimization strategies. The test is based on the comparison of out-of-sample performance of 
considered strategies with randomly created portfolios. We present the practical application of the test 
in the period of global financial crisis and we perform one-year rolling window tests in the period 
2009-2019. According to the empirical results, considered minimum-risk portfolios worked 
efficiently during the global financial crisis, however, the results are not robust as confirmed by 
rolling-window approach. 
 

Keywords: financial crisis, hypothesis test, minimum-risk portfolio, portfolio optimization. 
 
1 INTRODUCTION 
 
Portfolio optimization involves the efficient investment strategy considering optimal 
allocation of limited funds. Investing in a portfolio of different assets is a good way to spread 
the risk with respect to risk aversion. Under the framework of mean-variance model by 
Markowitz [3], it states that there exists the inter-relationship between the risk and return of a 
portfolio. A higher risk level means a higher potential return. Along with the considerations 
of real-life conditions and enhancements of algorithms, additional constraints have been 
developed to the early classical Markowitz model in the later studies, especially with the 
development of the measurements of financial risk, the variance in the mean-variance model 
is replaced by various risk measures such as the mean absolute deviation, value-at-risk, 
conditional value-at-risk, etc. 

Different models have been proposed to address the various needs with respect to 
investors. In the pioneers’ researches, although the applied performance measurements are 
made to test the proposed models with experimental data, it’s still significant to involve a 
benchmark in the analysis to verify the efficiency of models. Below we list some commonly 
used benchmarks. 

One of the mostly applied benchmarks is naive strategy also called as the 1/N 
diversification strategy. DeMiguel et al. [1] evaluated and compared the performance of 
several optimization methods with respect to the performance of the 1/N strategy and they 
found that the effect of estimation error on return probability distribution is so large in those 
optimization models, but this type of error can be avoided by using the 1/N weights. Owing 
to these good points of 1/N strategy, Xidonas et al. [8] applied the uniform 1/N assets 
allocation method as a benchmark in order to gauge the robust allocation strategy 
performance in their research. 

Another commonly applied benchmark is the classical mean-variance model. For instance, 
Fulga [2] presents an approach which incorporates loss aversion preferences in the mean-risk 
framework and the efficiency of the new approach is tested against the mean-variance model. 
The mean-VaR optimization model is also a popular benchmark, which appears in the 
portfolio optimization researches. For instance, to illustrate the effectiveness of the proposed 
univariate-GARCH-VaR model Ranković et al. [4] compared the results with two 
benchmarks, the first one is the mean-historical-VaR optimization model, and the second one 
is the mean-multivariate-GARCH-VaR optimization model. 
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The indices are also commonly applied as benchmark to compare the performance of 
proposed methods. For instance, Solares et al. [7] used the dataset of 13 years’ historical 
monthly prices of stocks in the Dow Jones Industrial Average index (DJIA), and they also 
made an extensive evaluation comparing the performance of the proposed approach with 
respect to the DJIA index. Interestingly, in their research, they pointed out that the main 
contraindication of using market indices as the benchmark is that the profitability of 
portfolios is often compared to popular indices, so most investors expect to reach or exceed 
the yields of these indices over time, but the problem with this expectation is that they are at 
a disadvantage because there is no guarantee that the characteristics of the stocks in their 
portfolio coincide with the characteristics of the stocks contained in the index. So, to avoid 
this trap, it is suggested to incorporate into the portfolio only the stocks of the index being 
considered as a benchmark.  

However, we also found that in some researches the application of benchmark is missing. 
This is not rigorous enough from the basis of scientific evaluation, because the verification of 
a new findings is a significant step to test the efficiency of the approaches when it’s applied 
in the real world.  

In this sense, to verify the efficiency of considered portfolio optimization strategies, in this 
paper we also generate the random-weights portfolios to make the hypothesis tests by 
comparing their performances with those of the strategy portfolios. The goal of the paper is 
thus twofold. Firstly, we propose the efficiency test for out-of-sample performance of 
portfolio optimization strategies. Secondly, we apply the test to find out which portfolio 
optimization strategy minimizes the risk in the out-of-sample period. 

The paper is divided into four sections. In following section, the theoretical basis of this 
paper is introduced. In order to verify the efficiency of the portfolio optimization strategies, 
the empirical analysis is made in section 3. In section 4, we conclude the paper. 
 
2 PORTFOLIO OPTIMIZATION METHODS 
 
Portfolio optimization aims at obtaining a portfolio with maximum return, minimum risk or 
their combination. In this paper we consider only the minimum-risk portfolio, however, we 
apply three measures of the risk, namely variance (alternatively standard deviation, 
henceforth STD), Mean Absolute Deviation (henceforth MAD) and Conditional Value at 
Risk (henceforth CVaR). In this section, we describe the algorithm of these optimization 
models as well as the basic rules of hypothesis tests applied in the out-of-sample period. 
 
2.1 Mean-Risk optimization method 
 
Mean-Risk model is based on the framework of analyzing the inter-relationships between 
expected return and risk of a portfolio. We denote 𝑥𝑖 as the weight of asset 𝑖 in the portfolio. 
In our case, we exclude short sales, so the values of 𝑥𝑖  satisfies 𝑥𝑖 ≥0 for all assets. We 
suppose that the expected stock return is identical to the average of the historical stock 
returns within the chosen in-sample period according to [9]. If we denote 𝐸(𝑅𝑖)  as the 
expected return of asset 𝑖  then the expected return of a portfolio 𝐸(𝑅𝑝)  is the weighted 
average of 𝐸(𝑅𝑖): 
 𝐸(𝑅𝑝) = ∑ 𝑥𝑖 ∙𝑁

𝑖=1 𝐸(𝑅𝑖) = 𝑥𝑇 ∙ 𝐸(𝑅), (1) 
where 𝑁  is the totoal number of assests in the portfolio, 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑁]𝑇  
and 𝐸(𝑅) = [ 𝐸(𝑅1), 𝐸(𝑅2), … , 𝐸(𝑅𝑁)]𝑇. The sum of 𝑥𝑖 in a portfolio equals to 1. 

The mean-variance model regards portfolio’s variance or standard deviation as the risk 
measure. They are calculated by the covariances 𝜎𝑖,𝑗 of the asset returns for all asset pairs 
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(𝑖, 𝑗). We denote a 𝑁 × 𝑁 covariance matrix as 𝐐, 𝐐 = [𝜎𝑖,𝑗 , 𝑖 = 1, 2, … , 𝑁, 𝑗 = 1, 2, … , 𝑁], 
we show the calculations of the variance 𝜎𝑝

2 and the standard deviation 𝜎𝑝 of a portfolio 
separately in equation (2) and equation (3), where the standard deviation is the square root of 
the variance. 
 𝜎𝑝

2 = ∑ ∑ 𝑥𝑖 ∙ 𝜎𝑖,𝑗 ∙ 𝑥𝑗
𝑁
𝑗=1

𝑁
𝑖=1 = 𝑥𝑇 ∙ 𝐐 ∙ 𝑥, (2) 

 𝜎𝑝 = √𝜎𝑝
2. (3) 

The minimum-variance portfolio can be found by solving the following optimization 
problem, 

minimize  σ𝑝
2 

subject to 

∑ 𝑥𝑖

𝑁

𝑖=1

= 1 

 𝑥𝑖 ≥ 0, 𝑖 = 1, … , 𝑁. (4) 
The mean-MAD optimization method was proposed as an alternative to the Markowitz 
model, the only difference in mean-MAD method is the risk measure, which changes from 
the variance to the mean absolute deviation of the portfolio’s returns. The minimum-MAD 
portfolio can be found in the similar way as in (4), the only difference is to change the 
objective function to 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑀𝐴𝐷, where the calculation of 𝑀𝐴𝐷 is shown in equation 
(5), where 𝑇 is number of observations, 𝑅𝑖,𝑡 is the return of asset 𝑖 for each time 𝑡,  

 𝑀𝐴𝐷 =
∑ |∑ [𝑥𝑖∙𝑅𝑖,𝑡−𝐸(𝑥𝑖∙𝑅𝑖,𝑡)]𝑁

𝑖=1 |𝑇
𝑡=1

𝑇
. (5) 

With the development of the measurements of financial risk, Vale at Risk (henceforth VaR) 
has been widely used as the risk measure. VaR is defined as the worst-case loss associated 
with a given probability and time horizon. However, rather than the application of VaR, the 
CVaR which indicates the expected loss under the condition of exceeding VaR is applied as 
the risk measure in this paper. The CVaR for a portfolio is also known as the expected 
shortfall and its definition can be found in [5, 6]. 
 
2.2 Hypothesis tests 
 
To evaluate the performances of the strategy portfolios under the applied portfolio 
optimization methods, we calculate the portfolio’s out-of-sample maximum drawdown 
(henceforth MDD), STD and MAD of the portfolio returns and CVaR. 

We verify the efficiency of strategies under the optimization models by generating  
random-weights portfolios and making hypothesis tests. The risk measures applied in the 
hypothesis tests are the ones listed above. We will demonstrate the applied test on MDD, 
which indicates the maximum loss from a peak to a trough of an investment’s wealth, so the 
smaller the MDD, the better performance of the portfolio. 

As it literally means, the weights of assets in each random-weights portfolio are generated 
randomly, in our case we set up 50,000 random-weights portfolios, and in each portfolio the 
sum of weights equals to 1. We know that a hypothesis test relies on the method of indirect 
proof. That is, to prove the hypothesis that we would like to demonstrate as correct, we show 
that an opposing hypothesis is incorrect. In our case, the strategy portfolios under the 
optimization methods are more likely to be demonstrated as efficient, so according to the rule 
of hypothesis tests, we can make the null hypothesis and alternative hypothesis as follows: 

null hypothesis―𝐻0: 𝑀𝐷𝐷𝑠 = 𝑀𝐷𝐷𝑟, 
  alternative hypothesis―𝐻𝐴: 𝑀𝐷𝐷𝑠 < 𝑀𝐷𝐷𝑟. 
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𝑀𝐷𝐷𝑠  is the MDD of wealth evolutions of strategy portfolio, and 𝑀𝐷𝐷𝑟  is the MDD of 
wealth evolutions of random-weights portfolio. In our hypothesis test, the p-value is the 
proportion of the random-weights portfolios which meet the condition𝑀𝐷𝐷𝑟 < 𝑀𝐷𝐷𝑠. We 
set the significance level to 10%. If p-value < 10% then we reject 𝐻0, which means the 
performance of the strategy portfolio is better than that of the random-weights portfolio, so 
the strategy is efficient; if p-value ≥ 10%, we fail to reject 𝐻0, which means the performance 
of the strategy portfolio makes no difference from that of the random-weights portfolio, so 
the strategy is inefficient in this case. 
 
3 EMPIRICAL ANALYSIS 
 
The empirical analysis is made in this section, we obtain the minimum risk portfolios  
(in-sample) and measure their performances (out-of-sample). The random-weights portfolios 
are also generated to make the hypothesis tests to verify the efficiency of the obtained 
portfolios. In the first subsection we demonstrate the approach in 2007-2009 period. In the 
second subsection we present the results on the one-year rolling window basis in the period 
2009-2019. 
 
3.1 Global financial crisis period 
 
The dataset is the daily closing prices of the components of  Dow Jones Industrial Average 
index (DJIA). There are 29 stocks included in our analysis and the missing one is the stock of 
Visa Inc. due to the incomplete data in the chosen period. The sample time duration is 3 years, 
which is from March 7, 2006 to March 2, 2009, and we divide the whole sample evenly into 
the in-sample period (March, 7, 2006 – August 31, 2007) and the out-of-sample period 
(September 1, 2007 – March 2, 2009). In Figure 1, we can see that in the in-sample period the 
DJIA shows an increasing trend, however, in the out-of-sample period, it keeps decreasing 
due to the cover of the 2007-2008 financial crisis. We obtain the efficient minimum risk 
portfolios based on the in-sample data, then we make the back-tests of the obtained portfolios 
by applying the out-of-sample data. We assume the initial wealth to be 1 dollar in all 
portfolio investments.  
 

 
Figure 1: Historical price evolutions of DJIA 

 
We make the back-tests of the obtained minimum risk portfolios based on the out-of-sample 
data. The obtained performance measures are shown in Table 1. From the table, we can see 
that the values of mean return are negative due to the financial crisis during the out-of-sample 
period. Concerning the risk in the out-of-sample period, we can conclude that the risk is the 
lowest for minimum variance portfolio measured by all four risk measures (except MDD), 
which is surprising in the case of MAD and CVaR measures, because the other portfolio 
strategies minimize specifically these measures in-sample. In Table 1 we also show the p-
values of the hypothesis tests as described in section 2.2. We can see that all the p-values are 
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very low. Thus, we can reject the null hypotheses and accept the alternative hypotheses, i.e. 
these strategies minimize the risk of the portfolio (measured by all four measures). Moreover, 
in Figure 2 we demonstrate that MDD statistics is almost normally distributed. Also other 
statistics are almost normally distributed, however, due to the limited space, we do not show 
their distributions. 
 

Table 1: Efficient minimum-risk portfolios’ performances in the out-of-sample period 
 

 Minimum Variance Minimum MAD Minimum CVaR 
mean daily return  -0.079% -0.073% -0.077% 

MDD (p-value) 35.42% (0.05%) 35.00% (0.03%) 36.06% (0.08%) 
STD (p-value) 1.66% (0.00%) 1.72% (0.00%) 1.71% (0.00%) 
MAD (p-value) 1.06% (0.00%) 1.08% (0.00%) 1.12% (0.00%) 
CVaR (p-value) 0.30% (0.00%) 0.30% (0.00%) 0.31% (0.00%) 

 

 
Figure 2: Histogram of MDD of 50,000 random portfolios (MDD statistics) with fitted normal distribution 

(mean value 47.46% and standard deviation 3.75%) 
 
3.2 Rolling window approach 
 
In order to prove that the results are robust to the change of the period, we perform the tests 
on one-year rolling window basis. The dataset is the daily closing prices of the DJIA 
components in the period from March 7, 2006 to June 10, 2019. There are 27 stocks included 
in our analysis. Components Dow Inc., NIKE Inc and Visa Inc. are missing due to the 
incomplete data in the chosen period. We always take three years (750 days) as the in-sample 
period and one year (250 days) as the out-of-sample period, i.e. we move the out-of-sample 
period day by day from February 27, 2009 to June 11, 2018 (the start of the out-of-sample 
one-year period). The results are shown in Figure 3. From the figure we can see mixed 
results. Firstly, the most strict risk measures are MDD and CVaR – for these measures there 
are long periods in which the strategies did not minimize the risk in the out-of-sample period 
efficiently. Secondly, it seems that the best strategies are to minimize either the variance or 
MAD and these two strategies have similar results. On the other hand, minimizing the CVaR 
does not seem to provide good results in the out-of-sample period. Lastly, minimizing the 
chosen risk measure in the in-sample period does not guarantee its lowest value in the out-of-
sample period (e.g. in 2012-2013 we get the best out-of-sample standard deviation by 
minimizing in-sample MAD). 

 
4 CONCLUSION 
 
The goal of the paper is twofold. Firstly, we propose the efficiency test for out-of-sample 
performance of portfolio optimization strategies. Secondly, we apply the test to find out 
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which portfolio optimization strategy minimizes the risk in the out-of-sample period. We 
found out that all three minimum risk portfolios worked efficiently during global financial 
crisis (2007-2009). However, the results are not robust as confirmed by rolling-window 
approach in the period 2008-2018. 

 
Figure 3: Rolling window p-values (statistics from top to down: MDD, STD, MAD, CVaR) 
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Abstract: This paper observes shock spillovers between realized volatility and Google search volume 
regarding the DAX stock index in the period from January 2004 to April 2019. In that way, a dynamic 
relationship is estimated between DAX risk and search volume. The search volume variable is 
interpreted as the investor’s attention towards the stock market index. Results indicate that a 
bidirectional time varying relationship is found. This means that potential users of search volume in 
forecasting the DAX risk should take into account the bidirectional causality. 
 

Keywords: volatility prediction, spillover index, stock market, Google search volume 
 
1 INTRODUCTION 
 
Financial modelling applications and forecasting face many challenges today. One group of 
research focuses on the possibilities of return and risk forecasting. [10] introduced the online 
search volume of keywords regarding specific stocks and stock indices as a term called 
investor’s attention; also called the revealed attention measure within financial modelling 
applications. Although its relevance was already observed theoretically in [20], this measure 
has become popular in the prediction of stock return and risk only in the last decade. The 
reasoning lies upon mostly in data availability of online search volume. The most used online 
search engine today is Google [23], thus the product called Google Trends is now commonly 
used in financial modelling applications [3, 9, 10, 26, 6, 25,21 ]. 

Newer research uses the data available from Google trends in forecasting returns series: [26] 
analyzes GARCH models for several currencies; [7] on Portuguese stock market; [24] on 
developed stock markets (US, Canada, Australia, and UK) and simulate trading strategies 
based upon forecasting results. Other developed markets have been researched as well (Shangai 
in [29]; France in [2]; Norway in [17]). American indices were mostly in focus  [28]; [13]; [15] 
as some examples. Less developed markets are still not much researched (Croatian market was 
observed in [25]). Although the research on this topic is increasing in size rapidly1 over the last 
few years, there still exist unanswered questions. Thus, this paper contributes to the existing 
literature as follows. Existing research uses the online search volume only as an explanatory 
variable in ARMA-GARCH2 models. This means that no feedback is assumed in research. 
Moreover, the majority of research utilizes static methodology and models; meaning that the 
parameters of models stay unchanged over the whole observed period. In this research, we 
allow for a feedback relationship from one variable to another within a VAR (vector 
autoregression) model and upgrading it with Diebold and Yilmaz [11, 12] spillover index 
which allows for shock spillovers from one variable to another in the system. Moreover, the 
spillover index will be estimated based upon rolling windows, which allows for dynamic 
analysis. The reasoning lies upon previous empirical research finding that bidirectional 
relationship exists between stock risk and Google search volume ([15] or [28]). 

Main findings of this research indicate that the feedback relationship exists between DAX 
volatility and Google search volume regarding word DAX. Relationship changes over time by 
                                                 
1 Other economic and financial variables are being researched as well: initial public offerings [10]; unemployment forecasting 
[22]; [5]; exchange rate [8]; etc. 
2 AutoRegressive Moving Average – Generalized AutoRegressive Conditional Heteroskedasticity. 
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one variable becoming a net emitter of shocks after being a net receiver. This is important for 
potential investors’ in future modelling and forecasting risk on the Frankfurt stock exchange. 
The rest of the paper is structured as follows. The second section describes the methodology 
used in the empirical part of the paper (third section). The final section concludes the research. 

 
2 METHODOLOGY 
 
Brief methodology description is based on [27] and [18, 19]. Let us observe a stabile3 Vector 
AutoRegression (VAR) model of order p can be written in a compact form as follows4: Yt = v 
+ AYt-1 + εt . The impulse response functions and variance decompositions are based upon the 
MA(∞) representation of the VAR model: 

1
i

t t ii



 Y A  ,  

1
Np


  vI A , i.e. the polynomial 

form Yt=Φ(L)εt. Φ(L) is the polynomial of the lag operator L, in which values ,jk i  represent 
the impulse response coefficients of the VAR model. Since the error terms in εt are correlated, 
the variance-covariance matrix Σε needs to be ortogonalized. Another approach is to observe 
the generalized forecast error variance decomposition (GEFVD), where non-linear impulse 
responses are constructed. We follow the GEFVD approach, due to it not depending upon 
variable ordering as Choleski decomposition does. Firstly, the difference between the true 
values and forecasted values of variables in the model are estimated for h steps ahead as the 
difference Yt+h – E(Yt+h). Secondly, the mean squared errors are then calculated for every 
element of the difference as E(yj,t+h – E(yj,t+h))2, which represents the h step ahead variance of 
variable j. This variance is then decomposed into shocks due to variable j and other variables 

in the system:  
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      , where ,jk h  is the variance portion of 

variable j in the h-th forecast step which is due to shocks in variable k; ej and ek are the j-th and 
k-th vectors of matrix INp. The Diebold and Yilmaz [11, 12] spillover index is now defined as
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   . The numerator is the sum of all variance portions 

defined in ,jk h , whereas the denominator is the total forecast variance. Directional spillover 
indices are calculated in order to obtain information on which variable is in which period the 
spillover shocks emitter or receiver. The “to” and “from” spillover indices are calculated as 
follows: 1, ,1/ 100%N

kj h jk h
j k

S N 


   and 1, ,1/ 100%N
kj h kj h
j k

S N 


  . The net spillover index 

is the difference between the two directional indices. Finally, rolling indices can be calculated 
by determining the length of the rolling window. In that way, a dynamic analysis can be 
performed. 
 
3 EMPIRICAL RESULTS AND DISCUSSION 
 
For the purpose of empirical research, daily data on DAX index value for the period from the 
2nd January 2004 until 18th April 2019 was downloaded from [16]. Since Google trends [14] 

                                                 
3 A VAR(p) model is stabile if det(INp-Aw)≠0 for |w|≤1. 
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enables to download monthly data on search volume, based upon daily index values we 
calculated daily returns rt and estimated monthly realized volatilities (DAX RV henceforward) 

by using formula RVτ = 2
1 tt r

  ([1]; [4]). The chosen start point in the research period (from 
January 2004) is based on Google data availability. We downloaded the monthly Google search 
volume regarding the word DAX, as the name of the official index is usually used in literature. 
Moreover, the rationale on using Google search engine is found in the fact that this is the most 
used search engine online (more than 75% of total market share, [23]). Since stationary data is 
a necessary condition to use in VAR models, we test with unit root tests the stationarity of both 
variables in the analysis. Results in Table 1 show that the DAX RV is stationary. However, the 
Google search volume was found trend-stationary. Thus, this variable was detrended for further 
analysis. Both stationary variables are shown in Figure 1 (where the Google search volume is 
in a detrended form). It can be seen that in the financial crisis of 2008 both variables have a 
great spike. Moreover, the Eurozone crisis in 2012 regarding Greece was reflected in the stock 
market as well. The departure of J. Ackermann from Deutsche Bank in the spring of 2012 could 
have contributed to greater volatility as well. Finally, regarding 2012, many small Chinese 
firms had initial public offerings on the Frankfurt stock exchange in that year, with sharp price 
declines afterward. Increase of activity on the stock market resulted in greater volatility in 
2015. The Brexit uncertainty in 2016 increased the volatility of DAX, as on other European 
stock markets. Similar patterns can be found in the Google search volume movement. 
Uncertainty around the Chinese economic slowdown in 2016 has reflected on world markets 
in 2016, as well as in DAX index via greater volatility. 
 

Table 1: Unit root test results for variables in the study 
 

Deterministic regressors  / Test DAX RV Google search volume 
Level - Level Detrended 

None -5.0938*** - -0.5073 -5.5917*** 
Drift -6.6408*** - -2.5549 -5.5723*** 

Drift and trend -6.6634*** - -5.5393*** - 
Note: *** denotes statistical significance on 1%. 
 

 
 

Figure 1: Comparison of DAX RV (left panel) and Google search volume (right panel) 
 
Next, we estimated a VAR(2) model, based upon information criteria and non rejection of null 
hypotheses of the heteroskedasticity and autocorrelation tests. Both tests were performed up 
until lag 12, with test values of 39.57 and 47.66 with p-values 1 and 0.487 respectively. 
Moreover, the VAR model was found to be stabile5. The spillover table for the whole sample 
was estimated and is depicted in Table 2. The total spillover index is equal to 33.47%. 63.86% 

                                                 
5 The roots of the characteristic polynomial are equal to 0.849; 0.4999; 0.1505 and 0.1505. 
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of the RV variable variance is explained via shocks in RV variable and other 36.14% via shocks 
in Google search volume variable. Similar interpretations can be made for the variance of 
Google search volume. As can be seen, almost the third of each variable variance is explained 
by shocks in another variable. We interpret this as these two variables being very connected 
over time.  

 
Table 2: Spillover table for total sample 

 
 DAX RV GOOGLE FROM 
DAX RV 63.86 36.14 18.07 
GOOGLE 30.81 69.19 15.40 
TO 15.40 18.07 33.47 

 
Dynamic analysis was performed in order to see how the shocks in each variable spilled over 
to the other over time. We chose different lengths of h in order to check for robustness of the 
results6. Rolling spillover indices for different lengths of rolling windows are shown in Figure 
2. Several conclusions arise by observing Figure 2 (left panel). Firstly, the value of the total 
spillover indices increased in the period regarding the financial crisis of 2008 and stayed at a 
higher level until 2014. The Brexit shocks lead to increase of the indices in 2016. Moreover, 
the results are more robust until the end of the period, in which greater deviation of each index 
is found. The reasoning could be in the overall economic uncertainty increase in Europe. 
Another robustness checking was made by varying the length of h for the 24 months rolling 
window forecast. Results are shown in Figure 2 (right panel). It is obvious that the results are 
very robust due to very small differences between the rolling indices.  
 

 
 

Figure 2: Comparison of total spillover indices, different length of rolling window (left panel) and Comparison 
of total spillover indices, different h length (right panel) 

 
Finally, we observe the rolling net spillover indices in order to have greater insights into which 
variable is the net emitter/receiver of shocks. These indices were estimated for the h = 12- and 
the 24-month rolling windows. Results are shown in Figure 3. The RV variable is the net 
emitter of shocks when the values of realized volatilities were higher in the observed sample 
(crisis of 2008, 2012, period 2015-2016). We interpret this as investors searching more online 
due to greater volatility on the market. The opposite is true for the Google search volume: this 
variable emits spillover shocks in less turbulent times on the market. Thus, it would be better 
to use the online search volume as a predictor of volatility on the market in times of smaller 
volatility. 

                                                 
6 The robustness of results is checked by following Diebold and Yilmaz [11, 12] where authors recommend to change the 
value of the h, as well as change the length of the rolling window. The idea is that all of the indices should follow similar 
patterns over time if the results are robust. 
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Figure 3: Net spillover indices, 24 month rolling windows     Figure 4: Correlation coefficient (left axis) and the 
total spillover index (right axis) between two variables 

 
Finally, we compared the rolling correlation between the two variables and the spillover index 
in Figure 4. This reassures us of the robustness of the results, due to the spillover being highly 
correlated with the correlation coefficient. Namely, when the spillover of shocks is great from 
one variable to another (and vice versa), the correlation among them is greater. Moreover, it 
can be seen that the spillover index has a leading effect on the correlation coefficient. This 
means that this methodology can be useful to predict the future correlation between the two 
variables as well. Several conclusions and recommendations can be provided based on 
empirical analysis. Since we found a bidirectional relationship between two variables (via 
spillover indices), future research in this field should take this into account. This is especially 
important for forecasting models. Next, the relationship is changing over time. Thus, models 
with constant parameters could be questionable. We found in times of smaller volatility that 
the Google search index is a greater emitter of shocks. This is useful for prediction of the 
volatility in times when the market is less volatile. However, in times of greater market 
volatility, the realized variance is a net emitter of shocks. When interested parties use volatility 
forecasting models, this should be also taken into consideration. 
 
4 CONCLUSION 
 
Financial risk modelling and forecasting impose many challenges for investors in stock 
markets today. The online search volume nowadays presents the investor’s attention towards 
specific stocks (or indices). Much research exists which shows the usefulness of the search 
volume in forecasting risk and return. However, a lot of papers assume only a one-directional 
relationship with constant parameters over time. This paper overcomes these shortcomings for 
the DAX realized volatility and Google search volume regarding the mentioned index. 

Main results show that there exist bidirectional spillover shock effects between the volatility 
and search volume regarding the DAX index. Thus, dynamic modelling should incorporate 
these findings in future work. However, some of the shortfalls of the study were a relatively 
small number of observations due to data unavailability. Moreover, we used monthly data due 
to weekly or daily data unavailability of Google search volume. Future work will focus on 
sector diversification possibilities and investigate the same issues as this work. Thus, 
simulation of possible investment strategies could be obtained in future work as well. Finally, 
future work should focus on some kind of new index construction which would be based upon 
online search volume. This would be in service of better risk or return prediction on stock 
markets, for investment purposes.  
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Abstract: This paper observes Grey models (GM) of modelling and forecasting stock prices on the 
Zagreb Stock Exchange. Grey models belong to the Grey Systems Theory, which focuses on 
uncertain sets, events and decision-making. Since the Grey methodology is relatively unknown in 
applications in Europe, the purpose of the paper is to give a concise overview of Grey models as one 
part of it. The other purpose was to evaluate empirically if Grey models could be a useful tool in stock 
price prediction. Based upon daily data for the period 2 January – 12 June 2019, the GM (1,1) and 
(2,1) are estimated and compared to usual approaches of forecasting: average, moving average and 
ARMA models. Out of sample results show that the GM (1,1) model has the best forecasting ability. 
Thus, the potential exists in further implementing this methodology in portfolio selection. 
 

Keywords: Grey model (1,1), stock price prediction, Grey Systems, stock exchange, forecasting 
 
1 INTRODUCTION 
 
Quantitative finance represents a very useful tool in portfolio management. However, it is a 
complex discipline because it includes having great knowledge of quantitative methods and 
finance theory. The last couple of decades have experienced rapid development of different 
quantitative methods for answering many specific questions regarding portfolio selection. 
These include financial econometrics (as maybe one of mostly used), operational research, 
non-parametric models and methods, etc. Some categorizations can be found in [4], [6], [19] 
or [21]. Forecasting within the portfolio management represents one of its crucial parts, due 
to many investing decisions being based on forecasting time series data. A methodology that 
is still relatively unknown today in the Western countries and Europe is the Grey System 
Theory (GST), which was developed in the Far East in the 1980s [11]. Although, some 
improvements in spreading this methodology are observed in last the several years (see [9]). 

GST refers to the set of models and methods applied to uncertain systems, scarce or 
uncertain data, incomplete or partial information when modelling any phenomena and 
decision-making process. Some of the applications of GST in the area of finance are 
bankruptcy prediction [2, 3]; financial performance of banks and firms ([22], [17]); 
forecasting financial ratios of companies [10], etc. Grey methodology is very wide because it 
includes many different approaches in modelling. One approach is the Grey Relational 
Analysis (GRA). For an overview of the literature on GRA and empirical applications within 
finance, please see [18].  

This research belongs to the group of papers that focuses on forecasting prices of financial 
assets [24, 23, 7]. The research on stock price prediction with GST is growing today. This is 
not surprising as this methodology is useful to implement on financial and especially stock 
markets. The reason lies upon the fact that many different, conflicting and sometimes 
distorted information can be found on stock markets today. Majority of existing research 
compares the predictive capabilities of several GST models and those from other 
methodologies. However, the results are not used in order to simulate trading strategies, 
which can be based upon the forecast (see [15, 8]). Thus, the purpose of this paper is to fill 
the gap in the literature by simulating several trading strategies and compare their 
performances in terms of risk and return. This will be done on a sample on stock market 
index CROBEX on the Zagreb Stock Exchange. The research problem of this paper is to test 
if implementing the Grey methodology leads to better forecasting of stock prices. Another 
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problem which follows from the first one is if using this methodology can enhance portfolio 
performance compared to approach which does not utilize the Grey methodology. First 
research hypothesis is: Grey Models have better goodness of fit than benchmark ARMA 
models; and the second one is: portfolio strategies based on Grey models have greater 
portfolio value compared to benchmark ARMA ones. The rest of the paper is structured as 
follows. The second section describes the methodology of the empirical, third section. The 
last section concludes the paper.  
 
2 METHODOLGY 
 
We follow [12, 13, 14] in briefly describing the methodology, where proofs, theorems and 
propositions which must hold can be found for interested readers. The basic idea comes from 
the first order differential equation: 

 dx ax b
dt

  ,  (1) 

where dx/dt is the derivative of function x(t), x(t) is the unknown function (called the 
background value in the literature on Grey systems), a, b∈ . If x(t)>0 holds, the information 
density of x(t) is infinite1, background values are a grey number2 and the derivative /dx dt  
and x(t) satisfy the horizontal mapping3, then the Grey differential equation can be formed. 

Assume that X(0)={x(0)(1), x(0)(2), …, x(0)(n)} is a sequence of non-negative numbers, 
where n ≥ 4. The first order accumulated generating operation (AGO) of X(0) is defined as X(1) 
= {x(1)(1), x(1)(2), …, x(1)(n)}, where  

 x(1)(k)= (0)

1
( )

k

i
x i



 ,  (2) 

where k ∈ {1,2,..., n}. The AGO smoothes out the original sequence X(0) in order to reduce 
randomness. It is obvious from (2) that the AGO sequence is a monotonically increasing 
sequence (this ensures that x(1)(k)>0, see previously mentioned conditions for a Grey 
differential equation).  

Next, the mean sequence of X(1), Z(1) is defined as Z(1) = {z(1)(2), z(1)(3), …, z(1)(n)}, where 

  z(1)(k)= 
(1) (0)( ) ( 1)

2
x k x k  . (3) 

Construction of (3) is necessary so that the horizontal mapping condition holds. Now, the 
Grey Model, GM(1,1), is defined as follows: 
 (0) (0)( ) ( )x k az k b  , (4) 
In which the first unit value refers to the order and the second to number of variables 
observed. (4) is a Grey differential equation, which has the following solution: 

 (0) (0) ( 1)( ) (1) (1 )a k abx k x e e
a

  
   
 

. (5) 

(5) is used to forecast values x(0)(l), where l ∈ {n+1, n+2, ... }.  
Wavelike sequences can be modelled by GM (2,1) model as follows. Additionally, we 

need to define the IAGO sequence α(1)X(0) = {α(1)x(0)(1), α(1)x(0)(2), …, α(1)x(0)(n)}, in which  

 α(1)x(0)(k)= x(0)(k) x(0)(k1). (6) 
Then the equation 
 α(1)X(0) + a1X(0) a2Z(1) = b (7) 
                                                 
1 Information density of x(t) is infinite if when Δt→0, it is always true that x(t+Δt) ≠ x(t). 
2 Grey number is that of which true value is unknown but its range is known. 
3 Assume that X and Y are sets, and R is the operation between the two sets. If for x1, x2 ∈ X, y ∈ Y holds that x1Ry = 
x2Ry then y is called a horizontal mapping of x1 and x2.  
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is called the GM (2,1) grey differential equation. The solution of (7) depends upon the 
characteristic equation r2 + a1r + a2 = 0. Solutions from the models (4) and (7) will be used to 
forecast future prices on the stock market in the empirical part of the paper, where the 
following accuracy measures of forecasting will be applied: RMSE, MAE, MAPE and TIC4. 
 
3 EMPIRICAL RESULTS 
 
For the purpose of empirical analysis, daily data on stock market index CROBEX on Zagreb 
Stock Exchange [25] was collected for the period 2 January 2019 – 12 June 2019. The total 
sample consists of 113 observations. We divide the sample into 2 subsamples, in sample 
estimation until 31 May 2019 and the remaining days in June for out of sample forecasts. 

As benchmark models, we estimate5 in sample the average value of the index value, the 
moving average and ARIMA(1,1,1)6 model. Sample average is a naïve approach often used 
as a benchmark for the comparison, the moving average is an extension in order to fit data 
better to real movements and ARIMA is used due to it being one of the basic approaches 
when modelling stock price, i.e. return movements. Grey models (4) and (7) have been 
estimated as well. Table 1 provides information on the estimation results with the goodness 
of fit comparisons. It can be seen that all of the estimated parameters in all models are 
significant. Parameters in Grey models are not interpreted as usual models in price and stock 
modelling. Parameters a and b in (4) are called development coefficient and grey action 
quantity respectively (for details please see [14]). End of Table 1 shows in sample 
diagnostics in terms of maximum likelihood (Log L) and information criteria (Akaike, 
Schwartz and Hannan-Quinn). The best model in sample is GM (2,1), followed by ARIMA. 
However, since we test for predictive accuracy, out of sample forecasts were made from 
every model and the error forecasts were calculated. They are shown in Table 2. 
 

Table 1: Comparison of estimation results, in sample 
 

Parameters / 
diagnostics 

Benchmark models Grey models 
Sample average Moving average ARIMA(1,1,1) GM(1,1) GM(2,1) 

̂  1790.95 *** (8.21) 1790.92 *** (4.24) 1.23 ***  (0.234) - - 

1̂  
- 0.926 *** (0.05) 0.738 *** (0.133) - - 

1̂  - - -0.920 *** (0.079) - - 

â  - - - -0.001 *** (0.00004) - 

1â  - - - - -316.732 *** (99.082) 

2â  - - - - 0.184 ***  (0.057) 

b̂  - - - 1727.641 *** (4.071) -0.0001 ***  (0.00004) 

Log L -532.838 -472.946 -347.534 -403.303 -345.957 
AIC 10.16833 9.065631 6.760270 7.794296 6.710713 
SIC 10.19361 9.141458 6.861977 7.845150 6.786993 

HQC 10.17858 9.096358 6.801474 7.814898 6.741616 
Note: *** denotes statistical significance on 1%. Standard errors are given in brackets. Bolded values indicate 
best values when comparing by rows. 
 
Table 2 compares 4 different forecast accuracy measures for out of sample forecast. It can be 
seen that now, the best model is GM (1,1) according to all of the measures. It is followed by 
                                                 
4 Root mean squared error, mean absolute error, mean absolute percentage error and Theil inequality index. 
5 Estimations were done via GMM method. Where it was needed, estimations were done with [16] correction of 
standard errors. 
6 ARIMA stands for autoregressive integrated moving average. Order (1,1,1) was chosen via Box-Jenkins procedure 
as being the best fitting one among 225 different model specifications. 
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GM (2,1) in the second place. Based on the results in Tables 1 and 2, it can be said that 
potential exists in using the GM models for forecasting for portfolio composition purposes. 
Moreover, the out of sample time span is 8 days long. Out of those 8 days, the GM (2,1) 
model forecasts were closest to the actual values of the index in the first 2 days, and rest of 
the 6 days this was true for GM (1,1) model. Based on results in Tables 1 and 2, the first 
research hypothesis is confirmed. 
 

Table 2: Comparison of out of sample diagnostics 
 

Forecast 
accuracy 
measures 

Benchmark models Grey models 

Sample average Moving average ARIMA(1,1,1) GM(1,1) GM(2,1) 
RMSE 88.09 86.57 33.42 26.21 32.45 
MAE 84.61 81.57 25.50 19.73 25.34 

MAPE 4.49 4.33 1.34 1.04 1.34 
TIC 0.0240 0.0236 0.009 0.007 0.009 

 

Note: bolded numbers denote best values in each row 
 
Finally, we simulate trading strategies for all of the models with the exception of the first one 
(average) due to it being the worst. It is assumed that investor forecasted the values for the 
mentioned 8 days and he is comparing the values of CROBEX every day in order to decide if 
he wants to buy or sell the index. If the forecasted value in day t+1 is greater than on day t, 
the investor decides to buy on day t and sell on day t+1. The opposite is true if the value on 
day t is greater compared to day t+1. Every strategy started with a unit portfolio value. The 
values of every portfolio are shown in Figure 1. The returns used in order to construct Figure 
1 are the true returns on CROBEX. Thus, it is assumed that investor decided on buying and 
selling based upon forecasted values, but true returns have to be used in order for the 
strategies to be comparable and true. The best performing strategy is the GM (1,1) which is 
not surprising due to results in Table 2. It is followed by the moving average strategy.  

Finally, investors are not interested only in returns, but in risks and other performance 
measures as well. That is why we calculate several measures in Table 3: average return, 
portfolio standard deviation, Certainty Equivalent7 (CE) for 3 levels of risk aversion, risk-
reward ratio and the total return. Since bolded values denote the best performance for a given 
measure, it can be seen that the GM (1,1) portfolio is best in terms of achieving best average 
and total return, which leads to smallest risk-reward ratio. Since investors look at return and 
risk simultaneously, besides the risk-reward ratio, we look at CEs. Three levels of risk 
aversion are observed, in order to include very risk-averse investor (γ=10), an average 
investor (γ=5) and more aggressive investor (γ=1). Only the risk-averse investor should 
consider the ARIMA model for forecasting and possible construction of trading strategies. 
However, the rest of the performance measures point to GM (1,1) being the best one.  

The results of estimation and out of sample simulations provide evidence in favour of 
using the GM methodology in forecasting future stock market movements. Not only does the 
GM (1,1) model have the best forecast accuracy, but it provided the investor with the best 
performances of his portfolio as seen in Table 3. The methodology of Grey models is 
relatively simple and straightforward compared to some other complex approaches. Thus, 
future work should rethink to include this methodology in some parts of the portfolio 
management. Based on these results, the second research hypothesis is confirmed as well. 

                                                 
7 Certainty Equivalent is the value which gives the investor utility equal to the expected utility of an uncertain gamble. 
It is calculated as CE ≈ E(μ)-0.5γσ2, where E(μ) is the average return of the portfolio, γ is the coefficient of absolute 
aversion of risk and σ2 is the portfolio risk. For details, see [1] or [20]. We chose 3 different levels of γ as the usual 
literature does (see [5]). 
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Figure 1: Out of sample simulated portfolio values  
 

Table 3: Comparison of portfolio values 
 

Characteristics MA ARMA GM (1,1) GM (2,1) 
Average return 0.0039 0.0032 0.0050 0.0036 

Standard deviation 0.0041 0.0034 0.0039 0.0045 
CE 1 (γ=1) 0.0019 0.0015 0.0030 0.0014 
CE 2 (γ=5) -0.0042 -0.0035 -0.0029 -0.0054 

CE 3 (γ=10) -0.0165 -0.0136 -0.0148 -0.0189 
Risk-reward ratio 1.05 1.06 0.78 1.25 

Total return 0.0273 0.0222 0.0347 0.0254 
 

Note: bolded numbers denote best values in each row. CE denotes Certainty Equivalent. 
 
4 CONCLUSION 
 
It is not surprising that today there exist many different models, methods and approaches as 
tools in portfolio management. This paper focused on the Grey Models methodology in order 
to get initial insights into their usefulness in forecasting future stock market movements. 
When doing so, it is important to obtain the in and out of sample comparisons due to this 
methodology being developed for forecasting purposes. Previous research has shown the 
usefulness of GMs, as well as this one. Since existing literature does not focus on using the 
forecasts for portfolio simulation purposes, this paper tried to fill that gap. Results here show 
that portfolios constructed based upon GM results can provide the best performance in terms 
of portfolio value and the overall utility obtained from portfolio risk and return. The scientific 
contribution of this research includes incorporating the results of estimation in simulating 
portfolio strategies in order to show how the GM results can be utilized. This is rarely found 
in the literature.  

However, there are some limitations of this study as well. We observed two rather simple 
GM models in order to obtain initial information on their performance. Other models have 
been developed over the years as well, in order to tailor different characteristics of time 
series. Recent literature has extended the GARCH8 methodology with GM models (see [11]). 
Thus, future work should focus on those models and extensions of existing popular ones in 
order to see the full potential of GM methodology in financial series forecasting. Moreover, 
we focused only on the total stock market index. In the future, we will extend the analysis on 
individual stock level and try to construct portfolios based upon individual GM models for 
many stocks. This will be an exercise of the complexity and time needed to construct 
portfolios of good characteristics in terms of their risk and return performance.  
                                                 
8 Generalized Autoregressive Conditional Heteroskedasticity. 
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Abstract: In various fields of real life, many interesting optimization problems appear. The
present contribution deals with optimization of maintenance of a technical device. Namely,
both the period of maintenance and its level are controlled, the costs are compared with the
cost caused by the device failure and necessary repair after it. We consider a variant the Kijima
model assuming that the consequence of such a repair is the decrease of ’virtual’ age of the
object. The main objective is to formulate a proper stochastic objective function evaluating the
costs of given maintenance strategy and then to present an optimization method for selected
characteristics of the costs distribution.

Keywords: reliability, degradation model, maintenance, stochastic optimization.

1 INTRODUCTION

In reliability analysis, the models of imperfect repairs are mostly based on the reduction of
the hazard rate, either directly or indirectly (by shifting the virtual age of the system). If
the state of the system is characterized by its degradation, the repair degree can be connected
with the reduction of the degradation level. We shall concentrate mainly to selection of certain
repair schemes, their consequences, and possibilities of an ’optimal’ repair policy leading to
the hazard rate stabilization and costs minimization. The organization of the paper is the
following: First, general models of repairs will be recalled. Then, a variant of the Kijima II
type model for preventive repair [6] will be considered and its scheme applied to the case of a
model with degradation process. Repair then will be connected with the reduction of the level
of degradation. Finally, a solution searching for optimal repair parameters will be demonstrated
on an artificial example.

2 BASIC REPAIR MODELS

Let us first recall briefly the most common schemes of repair of a repairable component and
the relationship with the distribution of the time to failure (cf. [1]). The renewal means
that the component is repaired completely, fully (e.g. exchanged for a new one) and that,
consequently, the successive random variables – times to failure – are distributed identically
and independently. The resulting intensity of the stream of failures is defined as

h(t) = limd→0+
P (failure occurs in [t, t + d))

d
.

Its integral (i.e. cumulated intensity) is then H(t) = E[N(t)] =
∑∞

k=0 k · P (N(t) = k), where
N(t) is the number of failures in (0,t].

2.1 Models of partial repairs

There are several natural ways how the models of complete repairs can be widen to repairs
incomplete. One of basic contribution is in the paper [6]. Let F be the distribution function
of the time to failure of a new system. Assume that at each time the system fails, after a
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lifetime Tn from the preceding failure, a maintenance reduces the virtual age to some value
Vn = y, y ∈ [0, Tn + Vn−1] immediately after the n-th repair (V0 = 0). The distribution of the
n-th failure-time Tn is then

P [Tn ≤ x|Vn−1 = y] =
F (x + y)− F (y)

1− F (y)
.

M. Kijima then specified several sub-models of imperfect repairs. Denote by An the degree
of the n-th repair (a random variable taking values between 0 and 1). Then in Model I the
n-th repair cannot remove the damages incurred before the (n-1)th repair, Vn = Vn−1 +An ·Tn.
On the contrary, the Model II allows for such a reduction of the virtual age, namely Vn =
An · (Vn−1 + Tn). Special cases contain the perfect repair model with An = 0, minimal repair
model, An = 1, and frequently used variant with constant degree An = A. Naturally, there are
many other approaches, e.g. considering a randomized degree of repair, the regressed degree
(based on the system history), accelerated virtual ageing, change of hazard rate etc., see for
instance [3], [1], [5]), or [7].

2.2 A variant of Kijima model of preventive maintenance

Let us recall the following simple case of the Kijima II model with constant degree δ of virtual
age reduction, and assume that it is used for the description of consequence of preventive
repairs. Further, let us assume that after the failure the system is repaired just minimally, or
that the number of failures is much less than the number of preventive repairs. Let ∆ be the
(constant) time between these repairs, Vn, V ∗

n the virtual ages before and after n−th repair.
Hence:

Vn = V ∗
n−1 + ∆ and V ∗

n = δ · Vn.

If we start from time 0, then V1 = ∆, V ∗
1 = δ∆, V2 = δ∆+∆ = ∆(δ+1), V ∗

2 = ∆(δ2+δ), V3 =
∆(δ2 + δ + 1) etc. Consequently, Vn → ∆

1−δ , i.e. it ’stabilizes’.
Now, let us consider a variant, in which the reduction of ”virtual age” means just reduction

of the failure rate to the level corresponding to virtual age. I.e., for each δ and ∆ there is a
limit meaning that the actual intensity of failures h(t) ’oscillates’ between h0( δ∆

1−δ ) and h0( ∆
1−δ ),

where h0(t) is the hazard rate of the time-to-failure distribution of the non-repaired system.
Simultaneously, the cumulated intensity increases regularly through intervals of length ∆ by

dH = H( ∆
1−δ )−H( δ∆

1−δ ), i.e. ’essentially’ with the constant slope a = dH/∆. Figure 1 shows
graphical illustration of such a stabilization in the case that the hazard rate h0(t) increases
exponentially.

Example: Let us consider the Weibull model, with H0(t) = α · expβ, (β > 1, say). In that
case

dH = α∆β 1− δβ

(1− δ)β
and A = α∆β−1 1− δβ

(1− δ)β
.

As special cases, again the perfect repairs with δ = 0, minimal repairs with δ ∼ 1, and the
exponential distribution case with β = 1 can be considered.

Remark 1. If the model holds (with constant times between repairs ∆) it is always possible
to stabilize the intensity by selecting the upper value of H∗ and repair always when H(t)
reaches this value. Then Vn = V = H−1(H∗), V ∗

n = δVn again, and the interval between
repairs should be ∆ = V (1− δ).

436



0 2 4 6 8 10 12 14
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Hazard rate, exp case, ho(t)=0.01*exp(0.5*t), delta=0.7

0 2 4 6 8 10 12 14
0

0.5

1

1.5

2
Cumulated hazard rate, with and without repairs

Figure 1: Case of exponentially increasing h0(t) = 0.01 · exp(0.5 · t), δ = 0.7,∆ = 1. Above:
Intensity after repairs. Below: Cumulated intensity with repairs (full) and without (dashed
curve).

3 TOWARDS OPTIMAL MAINTENANCE STRATEGY

Let us consider the stabilized case, as in Figure 1, and assume that the failures are much less
frequent than preventive repairs, then there quite naturally arises the problem of selection of
δ to given repair interval ∆ (or optimal selection of both). By optimization we mean here the
search for values yielding the minimal costs of repairs, which has a sense especially in the case
when the repairs after failures are too expensive.

Let C0 be the cost of failure (and its repair), C1(δ,∆) the cost of the preventive repair.
Then the mean costs to a time t can be written as

C ≈ C0 · E(N(t)) +
t

∆
· C1(δ,∆),

where E(N(t)) is the mean number of failures up to t, which actually equals H(t), the cumulated
intensity of failures under our repairs sequence. The proportion t

∆ is the number of preventive
actions till t. The problem is the selection of function C1, it should reflect the extent of repair.
It leads to the idea to evaluate the level of system degradation and to connect the repair with
its reduction.

3.1 Maintenance as a reduction of system degradation

Let us therefore consider a function S(t) (or a latent random process) evaluating the level of
degradation after a time t of system usage. In certain cases we can imagine S(t) =

∫ t
0 s(u)du

with s(u) ≥ 0 is a stress at time u. We further assume that the failure occurs when S(t) crosses
a random level X. Recall also that the cumulated hazard rate H(t) of random variable T , the
time to failure, has a similar meaning, namely the failure occurs when H(t) crosses a random
level given by Exp(1) random variable.

As T > t <=> X > S(t), i.e. F̄0(t) = F̄X(S(t)), where F̄ denote survival functions, then

H0(t) = −logF̄X(S(t)).

We can again consider some special cases, for instance:
– X ∼ Exp(1), then H0(t) = S(t),
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– S(t) = c · td, d ≥ 0, and X is Weibull (a, b), then T is also Weibull (α = acb, β = b + d),
i.e. H0(t) = α · tβ.

Let us now imagine that the repair reduces S(t) as in the Kijima II model, to S∗(t) = δ ·S(t).
In the Weibull case considered above we are able to connect such a change with the reduction of
virtual time from t to some t∗: S(t∗) = S∗(t) => t∗ = δ

1
d · t, so that the virtual time reduction

follows the Kijima II model, too, with δt = δ
1
d . As it has been shown, each selection of δ, ∆

leads (converges) to a stable (’constant’ intensity) case.
For other forms of function S(t), e.g. if it is of exponential form, S(t) ∼ ect − 1, such a

tendency to a constant intensity does not hold. Nevertheless, it is possible to select convenient
δ and ∆, as noted in Remark 1.

3.2 Degradation as a random process

In the case we cannot observe the function S(t) directly, and it is actually just a latent factor
influencing the lifetime of the system, it can be modelled as a random process. What is the
convenient type of such a process? There are several possibilities, for instance:
1. S(t) = Y · S0(t), Y > 0 is a random variable, S0(t) a function.
2. Diffusion with trend function S0(t) and B(t)-the Brown motion process, S(t) = S0(t)+B(t).
3. S(t) cumulating a random walk s(t) ≥ 0.
4. Compound Poisson process and its generalizations, see for instance [4].

Though the last choice, sometimes connected also with the ”random shock model”, differs
from the others, because its trajectories are not continuous, we shall add several remarks
namely to this case. The compound point process is the following random sum

S(t) =
∑

Tj<t

Y (Tj) =
∫ t

0
Y (u)dNs(u)

with the counting (mostly Poisson) process Ns(t) yielding the random times Tj and random
variables Y (t) > 0 giving the increments. Let λ be the intensity of Poisson process, µ, σ2 the
mean and variance of increments, then it holds

ES(t) =
∫ t

0
λ(u) · µ(u)du,

var(S(t)) =
∫ t

0
λ(u) · (µ2(u) + σ2(u))du.

Again, let us assume that the failure occurs when the process S(t) crosses a level x. Then
S(t) < x <=> t < T , therefore F̄0(t) = FS(t)(x), where F̄0(t) denotes again the survival
function of the time to failure and FS(t)(x) is the compound distribution function at t. If
X is a random level, then the right side has the form

∫∞
0 FS(t)(x)dFX(x). The evaluation

of the compound distribution is not an easy task, nor in the simplest version of compound
Poisson process. There exist approximations (derived often in the framework of the financial
and insurance mathematics, see again [4]). Another way consists in random generation.

4 PARTIAL MAINTENANCE OPTIMIZATION

What occurs when, as in the preceding cases, the repairs reducing degradation, with degree δ,
are applied in regular time intervals ∆? It is assumed that when we decide to repair, then we
are able to observe actual state of S(t). Random generation shows that the system then has
the tendency to stabilize the intensity of failures, as in Figure 1.

We can now return to the ’cost optimization’ problem. Function C1(δ,∆) can now be
specified for instance as C1 · (dS(t))γ +C2, where dS(t) = S(t)(1−δ) = S(tend)−S(tinit). Here
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C1 and C2 are constants, the later evaluating a fixed cost of each repair. Of course, a proper
selection of costs and function C1 in real case is a matter of system knowledge and experience.
We performed several randomly generated examples, with different variants of the objective
function (which was stochastic), with the goal to find optimal maintenance parameters, in the
sense of minimization of costs (i.e. their mean, or median, or other quantile).
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Figure 2: Example of optimal maintenance: Initial phase of search (left), state of search after
12 iterations (right); 1− δ on horizontal, τ on vertical axis.

4.1 Example of optimal maintenance

Let us again assume, in a Kijima II model of non-complete repair, that the device is repeatedly
repaired in its virtual age τ with a degree 1− δ, which means that after repair the virtual age
of the device is δ · τ . Then the parameter ∆ of inter-maintenance times equals (1− δ) · τ .

In the example it is assumed that the Kijima model concerns to preventive repairs, mean-
while after the failure the device has to be renewed completely. We are given the costs of
renewal, C0, and of preventive repair, C1(δ, τ). It is due the problem assumptions that the
objective can be formulated as to maximize, over τ and δ, selected characteristics of random
objective function ϕ(T, δ, τ) equal to proportion of the time to renewal to the costs to renewal.
Here T is the random time to failure of the device. This proportion equals

ϕ(T, δ, τ) =
T

C0
with probability P (T ≤ τ),

ϕ(T, δ, τ) =
τ + τ · (1− δ) · (k − 1) + Tk

C0 + k · C1
with P (T > τ) · P (T1 > τ)k−1 · P (T1 ≤ τ),

where T1 = {T |T > τ · δ} and k is the number of preventive repairs before the failure. It is due
the fact revealed in sect. 2.2 and shown in Figure 1, that the hazard rate stabilizes and after
each preventive action the conditional distribution above is (approximately) the same.

The direct evaluation of objective function is not easy, moreover, it is strongly non-concave.
Therefore, the distribution of variable Y (δ, τ) = ϕ(T, δ, τ), for different δ, τ , is obtained ,em-
pirically’ by random generation, its characteristics then as sample characteristics. The choice
could be the mean, median, or certain quantiles.
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For numerical illustration we selected T ∼ Weibull(a = 100, b = 2), with survival function
F (t) = exp

(
− ( t

a)b
)
, ET ∼ 89, std(T ) ∼ 46. Further, the costs C0 = 40, C1 = 2 + ((1 − δ) ·

τ)γ , γ = 0.2. Such a selection of C1 corresponds to case when the degradation S(t) ∼ t, in the
sense of previous discussion, value 2 stands for fixed costs. We decided to maximize the α = 0.1
quantile of distribution of ϕ(T, δ, τ). Optimal parameters were found with the aid of the Bayes
optimization method (cf. [2]) using 2-dimensional Gauss process as an approximation of the
10% quantile of the objective function. Such a choice says that (roughly) with 90% probability
the value of ϕ(T, δ, τ) will be larger than found maximal value.

Figure 2 shows the results. The procedure started from its Monte Carlo generation in 9
points showed in the left plot. Maximum is denoted by a circle, its value was 0.876. The plot
contains also contours of resulting Gauss process surface. The right plot shows the situation
after 12 iterations. It is seen how the space was inspected, maximal value was stabilized around
1.124, the corresponding point (1− δ ∼ 0.7, τ ∼ 20) is again marked by a circle.

5 CONCLUSION

In the present paper, first, several variants of the Kijima II model were presented, relating
the maintenance degree to the reduction of the followed technical object degradation. The
main objective then was to show how such models can be connected with maintenance costs
evaluation, and, finally, with stochastic optimization problem. One example of such a task was
formulated in detail and solved, with the aid of Bayes optimization approach, though other
procedures of randomized search are applicable as well.
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Abstract: The purpose of this paper is to present the Network Simulation Method (NSM) to evaluate 
Supply Chains and investments to their capacities. Time delays are essential when providing food and 
drugs. Investments in the expansion of capacities are justified if the increase in NPV is greater than the 
investment, but NPV is overestimated if it is valued on an infinite horizon, which is characteristic in 
the case of analyses of economic consequences in the frequency domain, using Laplace transforms in 
MRP models. Therefore, we suggest parallel use of NSM to reduce these overestimations. The first 
NSM applications concern different science and engineering fields and has not been used for studying 
financial flows. In this article, the authors point out the possibility of using the NSM so that the Net 
Present Value (NPV) of annuity streams would be evaluated on a final horizon even in case of stochastic 
behaviour of some parameters. An assessment of long-term profitability can be defined easily at any 
perturbations. To check the tool, the circuit simulator NGSPICE, which was never used for the 
evaluation of the financial consequences of a SC management or any other economic consequences, 
has been applied. This approach holds good for both stochastic and deterministic processes in SC 
finances.  
 

Keywords: Industrial Engineering, Supply Chain, Net Present Value, Network Simulation Method 
 
1 INTRODUCTION 
 
The practitioners who measure the long-term profitability of investment very often face 
problems that involve calculating the discounted or cumulated value of cash flow or the internal 
rate of return of an investment project, where parameters of the model could change [22]. In 
the providing drug and food in the Supply Chains (SC), or an appropriate timing at other 
medical interventions, also time delays should be better coordinated and controlled. Planning 
such systems are often based on the evaluation of investments for higher efficiency, which 
reduce the time delays in total chain [9]. We can use The Material Requirements Planning 
(MRP) Theory to evaluate the impact of timing in the production system [11, 12]. When using 
Laplace or z-transforms, the economic evaluation of perturbation of timing on the infinite 
horizon was easier, but for the solutions on the finite horizon where the interest rate and other 
parameters are changing stochastically, the method gives only approximate solutions.  
Therefore, we wish to add an advanced support with the Network Simulation Method (NSM), 
which is highly developed and has found a wide variety of applications-solutions of differential 
equations, as in the fields of fluid flow, mechanical vibrations, tribology, dry friction, elasticity, 
electrochemical reactions - ion-exchange membrane systems [17,18], other transports across 
membranes  [13] in general magneto-hydrodynamics [4]. Recently, it has been employed in 
the mechanics of deformable solids [15], and also in dry friction in atomic terms [14, 24]. 
Several programs use the NSM as a tool for numerical calculations: PRODASIM for designing 
simple fins [10], PROCCA-09 for the design and optimization of thermal problems [1],  
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FATSIM-A for simulating flow fluids with solute transport problems [3], FAHET for the 
simulation of flow fluids with heat transfer problems [2], EPSNET_10 for simulation of 
elasticity [16] and OXIPSIS_12 for simulating corrosion problems [23]. Remer and Nieto [22] 
present 25 different methods and techniques used to evaluate the economic consequences of 
projects. They categorized 25 methods into five types of evaluation criteria: net present value 
(NPV), the rate of return, ratio, payback, and accounting methods. Already a quarter of a 
century ago, surveys of the project evaluation techniques used by some of the largest “Fortune 
500” companies, such as DuPont, Kodak, Ford, IBM and Westinghouse, were analysed by 
Remer et al. [21). According to these surveys, a shift from the internal rate of return method to 
the net present value criterion methods has taken place as more challenged. Beullens and 
Janssens [5, 6] introduced the Anchor Point (AP) in NPV models and show that its position in 
the SC can affect the valuation of capital costs in different system stages. The paper considers 
infinite horizon models with constant demand. The NPV economic consequences of multistage 
production systems can be evaluated using MRP Theory [11, 12] and in its extension to EMRP, 
which enable the NPV of activities and their delays to be evaluated in a SC [9]. The overview 
of development the MRP Theory is given in Bogataj and Bogataj [8]. The study of linear 
approximations derived from the annuity stream remains useful for many reasons. First, these 
models often offer analytical solutions and insight. Second, they are typically accurate if we 
account for the fact that managers commonly do not wish to implement solutions with very 
long cycle times which enable an approximation on infinite horizon when calculating NPV. 
Therefore we have short cycle time and long horizon, but in case of high frequency of the 
innovative solutions and technical obsolescence the linear approximation is not always 
acceptable. Therefore we have to be aware that the MRP Theory as derived is indeed a theory 
about the linear approximation, but. the NPV Equivalence Analysis (NPVEA) shows that a 
linear approximation is needed to prove which first-order effects are responsible for the 
difference. Therefore, the NPVEA opens up the route to improve the theory [5,6]. 

In this paper, we wish to present how useful is a reliable efficient network model for NPV 
evaluations that can be simulated by NGSPICE [19]. NGSPICE is known as an open source 
mixed-level/mixed-signal circuit simulator which code is based on three packages: Cider1b1, 
Spice3f5, and Xspice. It is a stable and reliable simulator, incorporated into many projects, 
whose efficiency has been proven in many science and engineering problems [24].  Once the 
equivalence between electrical and mechanical variables has been chosen, linear terms are 
easily implemented by linear electrical devices, such as resistors, capacitors and coils, while 
non-linear and coupled terms are implemented using auxiliary circuits, or with controlled 
current and voltage sources. The last type is a special kind of source whose output can be 
defined by NGSPICE as dependent or independent variables, determined in any node or any 
electrical component of the model. Boundary and initial conditions, which can be either linear 
or not, are also easy implemented by suitable electric components. Once the network model 
has been designed, it runs without having to resort to other mathematical manipulations as the 
simulation code does this. NGSPICE requires relatively short computing times, thanks to the 
continuous adjustment of the internal time step requiring convergence. Besides, the solution 
simultaneously provides all the variables of interest: revenue flow, demand, production 
intensity, inventory and satisfied demand. It is also possible to implement new expressions for 
components with small changes in codes. As a result, the NPV can be plotted simultaneously, 
which is shortage when Laplace transform is used. Therefore for very complex SC a parallel 
procedures are advised.  A summary of the network method and the economic evaluation 
factors is provided in Section 2. In Section 3, cash flow is defined by a time function and the 
NPV is expressed by integration with an exponential expression for the discount rate, following 
the classic format used by Grubbström in his several papers, recently listed in [8]. Sections 4 
and 5 present two examples. The differences of results between them show the power of the 
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proposed method. In Section 6, the designs of the network models are indicated, and the results 
are depicted in Section 7, in which the evolution of the cash flow and NPV components is 
presented, based on the NGSPICE. Therefore, the general conclusion is, that the NSM, based 
on NGSPICE can be used not only for simulation of the biological, chemical and technological 
processes but also for evaluation of many economic and business processes, giving the exact 
values of the  annuity stream and the NPV evaluation. 
 
2 FUNDAMENTALS AND THE GOVERNING EQUATIONS 
 
The formal approach to the NSM governing equations, which is the basis of the development 
of NPV evaluation, is the 'Network Theory' of Peusner [20] in which his principles of network 
thermodynamics were develped and biophysical applications have been described. The 
variables that characterize the problem must satisfy Kirchhoff's laws, and their relationships 
must determine the corresponding circuit elements. In each process, once the conjugate 
variables have been chosen, the information about the circuit elements involved in the network 
model should be determined, and how they connect each other should be formalized in the 
mathematical model.  

Let’s consider the case of an investment project. The net present value of a set of cash 
transactions with the amounts of c1, c2, c3,... at future points of time t1, t2, t3,…is considered. 
We shall write 𝑐𝑖𝑗  as the amount of money to be received (cij>0) or as that paid out (cij<0) for 
the i-th alternative at the j-th time point. The net present value of this alternative is expressed 

as:              𝑁𝑃𝑉𝑖 = ∑ 𝑐𝑖𝑗 · (1 + 𝑟1𝑖 · 𝑇)−𝑛𝑖𝑗𝑁𝑖
𝑗=1 = ∑ 𝑐𝑖𝑗 · (1 + 𝑟1𝑖 · 𝑇)−

𝑡𝑖𝑗

𝑇
𝑁𝑖
𝑗=1   (1) 

where 𝑟1𝑖 is the discounted interest rate and T is the unit time period to which 𝑟1𝑖 is related, nij 
is the number of unit time periods until the j-th transaction for the i-th alternative takes place 
(tij/T), and Ni is the total number of transactions for the i-th alternative. In Eq. (1) we chose an 
interest rate related to a unit time period, T, e.g. a year. Let’s now define a new quantity 𝑟2𝑖, so 
that Eq. (1) becomes:                 𝑁𝑃𝑉𝑖 = ∑ 𝑐𝑖𝑗 · 𝑒

−𝑟2𝑖·𝑡𝑖𝑗
𝑁𝑖
𝑗=1      (2) 

Let’s now consider the more general case where receipts and disbursements can exist 
continuously in time together with transactions at discrete time points which is easy to simulate 
with NGSPICE. Cash flow can now be suitably described by the time function:      
                                             𝑣(𝑡) = 𝑣′(𝑡) + ∑ 𝑁𝑃𝑉𝑘 · (𝑡 − 𝑡𝑘)𝐾

𝑘=1                       (3) 
where v’(t) is the difference between the continuous in- and out-payments per time unit, NPVk 
is the cash receipt or disbursement at the discrete time point tk (monetary unit/time unit), and 
(t-tk) is the Dirac pulse that exists at time point tk. Therefore 

𝑑𝑁𝑃𝑉 = 𝑒−𝑟·𝑡 · 𝑣(𝑡) · 𝑑𝑡 = (𝑣′(𝑡) · 𝑑𝑡 + ∑ 𝑁𝑃𝑉𝑘
′
𝑘 ) · 𝑒−𝑟·𝑡  (4) 

where ∑’ indicates that the summation is performed over the set of transactions {NPVk} 
which exist within the domain N, and r is the discounted rate as in (2). The NPV becomes:  
      NP𝑉 = ∫ 𝑣(𝑡) · 𝑒−𝑟·𝑡 · 𝑑𝑡 =

𝑁
∫ 𝑣′(𝑡) · 𝑒−𝑟·𝑡 · 𝑑𝑡

𝑁
+ ∑ 𝑁𝑃𝑉𝑘 · 𝑒−𝑟·𝑡𝑘𝐾

𝑘=1               (5) 
 

3 ECONOMIC PROCESS 
 
To check the method, a simple stochastic economic process was chosen. This case consists of 
analysing a seasonal variation of the revenue flow with a demand described by 

𝑑(𝑋, 𝑡) = 𝑋 · 𝑐𝑜𝑠(𝜔 · 𝑡) + 𝐴    (6) 
where ω is related to the period of complete seasonal fluctuation, T, is represented by 2π/ω, X 
is the stochastic amplitude of fluctuation, and A is a constant. Given the market price of each 
unit, ad, the value of revenue flow is  

𝑓(𝑋, t) = ad · [𝑋 · cos(ω · t ) + A]    (7) 
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From Eq. (5), the following equivalence is applied: 
𝑁𝑃𝑉 = lim

𝑇→∞
∫ 𝑓(𝑋, t) · 𝑒−𝑟·𝑡𝑑𝑡

𝑇

0
    (8) 

At given intensity of production at each activity cell p(t), demand d(t) and inventory i(t),   

𝑑(𝑡) = 𝐷 · (1 − 𝑐𝑜𝑠(𝜔 · 𝑡));  𝑝(𝑡) = {
𝑝0    𝑖𝑓 𝑖(𝑡) < 𝑖0

0      𝑖𝑓 𝑖(𝑡) ≥ 𝑖0
    (9) 

The following function represents the inventory level: 

𝑖(𝑡) = {
∫ [𝑝(𝑡) − 𝑑(𝑡)] · 𝑑𝑡

𝑡

0
  𝑖𝑓 𝑑(𝑡) − 𝑝(𝑡) − 𝑖(𝑡) < 0

0                                      𝑖𝑓 𝑑(𝑡) − 𝑝(𝑡) − 𝑖(𝑡) ≥ 0
   (10) 

Not necessarily all demand can be satisfied. The expression for satisfied demand is:    

𝑑𝑆(𝑡) = {
𝑑(𝑡)             𝑖𝑓 𝑝(𝑡) + 𝑖(𝑡) − 𝑑(𝑡) > 0

𝑝(𝑡) + 𝑖(𝑡)  𝑖𝑓 𝑝(𝑡) + 𝑖(𝑡) − 𝑑(𝑡) ≤ 0
   (11) 

Then the following equivalence is applied  
𝑁𝑃𝑉 = lim

𝑇→∞
∫ (𝑎𝑑 · 𝑑𝑆(𝑡) − 𝑎𝑝 · 𝑝(𝑡) − 𝑎𝑖 · 𝑖(𝑡) − 𝑐 · 𝑡) · 𝑒−𝑟·𝑡𝑑𝑡

𝑇

0
    (12) 

where ad is the market price of each unit, ap is the production and sales cost per unit, ai is the 
inventory cost per unit and c is the fixed cost per time unit.  
 
4 RESULTS 
 
The initial conditions are inserted into the specifications of the capacitors’ initial conditions 
(initial voltage value) and the coils (initial current value), respectively. The whole network 
model now runs by employing NGSPICE.  

4.1: The parameters in the stochastic model are the following: T = 1, A = 1, r =0.1 and 
ad is 1, the stochastic amplitude of fluctuation, X, is considered Gaussian distribution with a 
mean of 1 and standard deviation of 0.01. 

[ℒ{𝑎𝑑 · (𝑚𝑋 · cos 𝜔𝑡 + 𝐴)}]𝑠=𝑟 = 𝑎𝑑 · (
𝑟·𝑚𝑋

𝑟2+𝜔2 +
𝐴

𝑟
)   (13) 

After 70 T the NPV goes to 10.08.  Fig. 1 shows the NPV T=1 and 10. Fig.2 show how the 
variation of r influence the approximation of the value got by MRP Theory. 
 

  
Figure 1:  Evolution of the net present value for 

parameter T= 1 and 10 
Figure 2: Evolution of the net present value for r: 

0.1, 0.2 and 0.3; where D =1; p0= 1, i0=1 ; T=1, ad=1, 
ap= 0.01; ai=0.1 c=0.01 

  
In such a system the evolution of the demand, production and inventory is presented in fig. 3. 
 

4.2: Let us consider the numerical example described in [8]. Activity cell D assembles 
2 units of E and 1 unit of F; activity cell B demands 3 units of D for the production of 1 unit of 
B, A demands 1 unit of B, and 2 units of C for the production of 1 unit of A. The BOM of this 
example is presented in fig. 4. The average production lead times i  are described in the 
cells and the average transportation lead times are described by ij  .  
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Figure 3:  Evolution of the demand, production and 
inventory functions for the system 4.1 

 
Figure 4: The SC where the risk at simultaneous robust 
perturbations was analysed in Bogataj et al., [8] 

 
For such a system the impact of number of cycles to the end of activities and the impact of 
interest rate on the overestimation of NPV evaluated by MRP approach using Laplace 
transforms (assumption of the infinite horizon) is given in table 1. 
 
Table 1: The overestimation of NPV evaluated by MRP approach using Laplace transforms (assumption of the 

infinite horizon) 
 

Interest 

rate 

Horizon in the number of cycles  

100 200 300 400 500 1000 
0.01 58.7% 16.3% 5.3% 2.0% 1.0% 0.0% 
0.03 5.3% 1.0% 0.0% 0.0% 0.0% 0.0% 
0.04 2.0% 1.0% 0.0% 0.0% 0.0% 0.0% 
0.06 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

 
5 CONCLUSIONS 
 
In this paper, we present how useful is the NSM for NPV evaluations in case of th stochastic 
processes and a finite value of the horizon to study perturbations, which have been analysed 
for an infinite horizon by Bogataj et al. [7]. The SC can be simulated by NGSPICE, for several 
stochastics (like latency because of ageing workforce) and deterministic cases, where the time 
horizon can also be finite. The results were compared with those obtained by Laplace 
transform. The software is flexible enough to implement different values of the parameters 
involved in a model with no additional effort, and allows several types of graphs to be produced 
in short time. The model can be further developed for sensitivity analysis of the SCs in cases 
where proper timing is often of high importancy.     The proposed examples involve all the 
details of actual process and the method is ready to be check with data in future works. The 
previous study of SC in the frequency domain, where the time horizon of the reverse Laplace 
is infinite, was not very convinient to study the impact of the technical obsolescence of the 
final product. Therefore, for further research we propose to analyse the perturbations in a SC 
(i.e. time delays) in the skeleton of the MRP theory, using the NSM to study the finacial impact 
of the product lifespan on the NPV of the total SC.  
 
*Acknowledgement: The paper was partly financed by ARRS under the contracts J6―939 and 
P5―0364. 
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Abstract: In this paper, we analyse functional regions by using two graph theoretical methods, walktrap 
algorithm and chains’ approach. The quality of the regionalization procedure is analysed by applying 
fuzzy set theory. The application for Slovenia shows that walktrap algorithm calculates more self-
contained functional regions than chains’ approach. 
 

Keywords: functional regions, graphs, walktrap algorithm, chains’ method, fuzzy sets, Slovenia. 
 
 
1 INTRODUCTION 
 
The organisation of space is a crucial factor for the understanding of and the explanation for 
different socio-economic phenomena. It is, therefore, necessary for spatial development, 
territorial planning and the implementation of different spatial policies, aimed towards a more 
efficient organisation [7, 12, 14]. However, many research works (e.g. [1, 4, 8, 17, 18]) have 
pointed out that standard administrative regions used by different governments for policy 
making, resource allocation, and research do not provide meaningful information on actual 
conditions of a particular place or region. Consequently, in last years efforts have been directed 
towards the identification and delineation of functional regions more meaningful than those 
currently in use. 

A functional region (FR) is a territorial area characterised by high frequency of intra-
regional interactions [17, 25, 28]. FR organisation is based on horizontal relations in space in 
a form of spatial flows or interactions between basic spatial units (BSUs) of the region. 
Functional regionalisation consists in the combination of BSUs into FRs with the goal of 
generalising the functional flows and spatial interactions addressed. So, FRs can be understood 
as generalised patterns of flows and interactions in space [10]. The literature tends to favour 
three approaches to FR taxonomy [14]: graph theoretical methods (e.g. [2, 11, 16, 17, 19, 24]), 
methods of numerical taxonomy (e.g. [20, 21, 22]) and rule‐based methods (e.g. [5, 6, 15]). 

In this paper, we calculate FRs for Slovenia using two methods based on graph theory: 
walktrap algorithm [26] and chains’ method [11, 17, 19]. The quality of both regionalization 
procedures is analysed by applying fuzzy set theory. The analysis for Slovenia shows that the 
walktrap algorithm calculates more self-contained regions, i.e. regions with higher relative 
frequency of intra-regional flows, than chains’ approach. 

The remainder of this paper is structured as follows. Section 2 includes material and 
methods description. This is followed by results presentation and discussion in section 3. 
Section 4 summarizes and concludes the paper. 

 
2 METHODOLOGY 
 
We analysed FRs in Slovenia using two methods based on network theory. For that purpose, 
the complex systems of labour commuting between Slovenian municipalities in 2017 was 
described as a network. A network is a mathematical structure consisting of vertexes with 
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pairwise relationships represented by edges. In our study, the municipal centroids are the 
vertexes of the network that are connected by an edge if inter-municipal commuting flows was 
recorded in the time-period analysed. Weights (𝑤𝑖𝑗) were assigned to each edge, according to 
the number of commuters registered between the two municipalities. 𝑤𝑖𝑗 represents the number 
of commuters from municipality i to j. Communities in the network – i.e. functional regions of 
the inter-municipal labour commuting flows – were identified using the walktrap algorithm 
[26] and chains’ approach [11, 17, 19].  

The walktrap algorithm [26] is a heuristic algorithm that clusters vertexes of the network 
based on a distance, 𝑟, that measures the connectives of two nodes, i.e. municipal centroids. 
The distance 𝑟𝑖𝑗 between nodes 𝑖 and 𝑗 is defined as shown in Equation 1, where 𝑃𝑖𝑘

𝑡  is the 
transition probability from node 𝑖 to 𝑘 in 𝑡 steps, 𝑑(𝑘) is the degree of node 𝑘 and 𝑛 is the 
number of nodes in the network. 

  𝑟𝑖𝑗 = √∑
(𝑃𝑖𝑘

𝑡 −𝑃𝑗𝑘
𝑡 )

2

𝑑(𝑘)
𝑛
𝑘=1  (1) 

In the walktrap algorithm, the transition probabilities are estimated using random walk. Briefly, 
𝑄 random walks of length 𝑡 are taken from randomly selected nodes. In each transition, the 
walker travels from node 𝑖 to node 𝑗 with probability 𝑤𝑖𝑗/ ∑ 𝑤𝑖𝑘𝑘 . Then, the transition 
probabilities 𝑃𝑖𝑘

𝑡  are calculated as the fraction of walkers who ended in node 𝑘 after 𝑡 steps. 
Once the distance matrix 𝑟𝑖𝑗 has been calculated, vertexes are aggregated using a hierarchical 
clustering algorithm. The walktrap algorithm has been applied using the implementation 
included in the igraph R package [9], with R version 3.4.3 [27]. The parameter t was set to 
four, whereas Q was increased until the results converged. In the application to the inter-
municipal labour commuting data, we have also tested t = 2, 3, 5 and 6, but only t = 4 has 
generated realistic and compact FRs. To the knowledge of the authors, this is the first time, 
that walktrap algorithm has been applied in spatial science to model FRs.  

As a second method to calculate FRs, we used chains’ approach, introduced and applied by 
[17] and later improved by [19] and [11]. The first step in this approach is the identification of 
the centres of FRs. They are defined as most important employment centres in the analysed 
territory that are strongly self-sufficient. Municipality is strongly self-sufficient if most of its 
active population also work in that same municipality; usually, this percentage is set to 66.67% 
or more [11, 17, 19]. Although methods for this step are described in literature [11, 19], in 
order to ease comparison with the walktrap algorithm, the centres of FRs calculated by the 
walktrap algorithm were also used for the chains’ approach. In a second step, chains of nodes 
are created with adding municipalities to self-sufficient municipalities, i.e. predefined centres 
of FRs, until the condition defined in Equation (2) is satisfied. This condition defines the border 
of 𝐹𝑅𝑖, which is the break line, where the attraction is equal to both of the closest self-sufficient 
municipalities:  

  𝐹𝑅𝑖 = {𝑥: 𝑤𝑖(𝑥) ≥ 𝑤𝑗(𝑥)}, (2) 

where 𝑖 and 𝑗 denote two FRs’ centres that are connected by a line, and 𝑥 stands for an 
intermediate point between the endpoints 𝑖 and 𝑗. At a location 𝑥, the commuting frequency to 
the centre 𝑖 is 𝑤𝑖(𝑥). The chains are formed for three types of municipalities (nodes): (a) the 
municipalities, that are directly connected with their maximum flow to the centre, are 
automatically placed to that centre; (b) municipalities that are not directly connected with their 
maximum flow to the centre, but they are connected with their maximum flow to a non self-
sufficient municipality, which is then connected to a predefined centre (chains are determined 
iteratively); and (c) the pairs of municipalities, which present to each other the destination of 
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their maximum flows, are connected to the region, in which the direction of the second 
maximum flow is oriented. As suggested by [17], the chain was allowed to have three links in 
our application for Slovenia. If more links existed, the link was broken at the weakest point. 
Moreover, we tested the approach by allowing three and four links, without any impact on the 
results. The chains were calculated automatically, using our own software based on Java 
platform [19]. 

After FRs were identified using both algorithms, we compared the quality of both 
regionalization procedures applying fuzzy set theory (FST), as suggested by [13] and [29, 30]. 
FST extends crisp set theory, enabling that an element (BSU, in this study) can partially belong 
to a group (FR, in this study). Therefore, it can also simultaneously belong to more than one 
group. By using FST approach, we can identify potential misallocations of BSUs across the 
FRs by the measurement of a membership function, so that each BSU can be partially assigned 
to a series of fuzzy FRs. A membership function for BSU 𝑖 with respect to fuzzy residential 
FR 𝑚 is defined as  

  𝑀′𝑖𝑚 = ∑ 𝑤𝑗𝑖 𝑤∙𝑖⁄𝑗∈(𝑔)𝑚  ,  (3) 

where BSU 𝑖 belongs to FR 𝑚 on the basis of a regionalization method. On the other hand, the 
membership function with respect to fuzzy local employment FR 𝑚 is defined as: 

  𝑀′′𝑖𝑚 = ∑ 𝑤𝑖𝑗 𝑤𝑖∙⁄𝑗∈(𝑔)𝑚  . (4) 

The membership function with respect to a fuzzy FR, 𝑚, 𝑀𝑖𝑚, was calculated as the average 
of 𝑀′𝑖𝑚 and 𝑀′′𝑖𝑚: 

  𝑀𝑖𝑚 = (𝑀′𝑖𝑚 + 𝑀′′𝑖𝑚) 2⁄  . (5) 
To compare the quality of each regionalization, we calculated average membership values for 
each FR, and for the whole system of FRs of Slovenia. 
 
3 RESULTS 
 
Figure 1 shows the results of two applied regionalization procedures, both based on network 
theory methods. The walktrap algorithm (left) generated eight FRs of Slovenia. Seven of them 
are expected and in line with previous research work (see, e.g., [10, 11, 19]), those FRs are: 
FR Murska Sobota (80), FR Maribor (70), FR Celje (11), FR Slovenj Gradec (112), FR 
Ljubljana (61), FR Novo mesto (85), and FR Nova Gorica (84). However, FR Tolmin (128), 
which consists of only three, relatively big municipalities surrounded by high mountains, has 
never been modelled at macro level of Slovenia; instead of FR Tolmin, literature [10, 11, 19] 
show FR Koper on the south-west costal part of Slovenia. Further analyses also showed that 
FR Tolmin (128) relationship with other FRs is much weaker than the relationships analysed 
between defined FRs with more central location in Slovenia. 

The result of the chains’ method (Figure 1, right) is very similar to the one of walktrap. It 
estimates eight FRs, but there are differences in their sizes. FR Ljubljana (61) is much bigger 
mostly on the account of FRs Celje (11) and Novo mesto (85), that are consequently smaller. 
Other FRs are (almost) identical for both algorithms. 

The quality analysis of the regionalization procedures, i.e. the comparative analysis of the 
general membership values of FRs calculated by FST approach, shows that walktrap algorithm 
generates FRs Ljubljana (61), Celje (11) and Novo mesto (85) with higher average membership 
values than chains’ approach (see Table 1). Moreover, mean membership values of almost all 
FRs generated by walktrap algorithm are higher or equal to mean membership values of FRs 
calculated by chains’ method; the only exception is Slovenj Gradec (112). 
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Figure 1: Eight functional regions in Slovenia in 2017 defined by inter-municipal labour commuting flows in 

Slovenia in 2017 and generated by walktrap algorithm (left) and chains’ method (right)  
 

  
Figure 2: Membership values of Slovenian municipalities (year 2017) in the functional region to which they 

were located by using walktrap algorithm (left) and chains’ method (right)  
 

Table 1: Mean membership values of the functional regions / Slovenia  
 

Functional region / Slovenia 
Mean membership value  

of the functional region / Slovenia 
walktrap algorithm chains’ method 

Slovenia 0.895 0.874 
Celje (11) 0.857 0.787 
Ljubljana (61) 0.955 0.919 
Maribor (70) 0.886 0.884 
Murska Sobota (80) 0.869 0.801 
Nova Gorica (84) 0.861 0.861 
Novo mesto (85) 0.855 0.808 
Slovenj Gradec (112) 0.845 0.854 
Tolmin (128) 0.843 0.843 

 
Generally, municipalities with the highest membership values are located in the centres of 

FRs, whereas municipalities with the lowest membership values are located on the periphery 
of FRs. Regarding FRs calculated by chains’ method, most of the municipalities with a low 
membership values lie on the border between FRs. In most cases, these municipalities are also 
those that are assigned to a different FR by the walktrap algorithm (i.e. on the border areas 
between FRs Ljubljana (61), Celje (11) and Novo mesto (85)). Hence, the chains’ algorithm 
potentially misallocates these municipalities. On the other hand, the FRs calculated by the 
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walktrap algorithm also have some municipalities with low membership values. Those 
municipalities are located on the border between FRs Ljubljana (61) and Novo mesto (85), and 
Ljubljana (61) and Nova Gorica (84), and in the FR Slovenj Gradec (112), which is the only 
one with lower average membership value comparing both systems of FRs. These results, 
together with the higher mean membership values of the walktrap algorithm, points out that 
for the case studied the walktrap algorithm provides a better classification.  

 
4 CONCLUSIONS 
 
In the paper, we analysed FRs by using walktrap algorithm and chains’ approach. The results 
of both methods based on graph theory have been compared and analysed in depth using fuzzy 
sets. In the case studied (Slovenia for year 2017), the walktrap algorithm identifies more 
meaningful FRs than the chains’ approach: walktrap algorithm calculates FRs with lower level 
of potentially misallocated BSUs. 

As a direction for future work, the algorithms analysed here could be compared to other 
graph-based methods for FR identification (e.g. [2]), as well as with other methods (e.g. the 
most popular rule-based regionalization procedure, i.e. CURDS’s method [6]). Furthermore, 
network theory could be applied to analyse in depth the structure of FRs at different levels 
(micro, mezzo and macro). 
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Abstract: The technology of battery assisted trolleybus combines benefits of classical trolleybus with 
freedom movement of standard buses. It can be assumed that we will experience growing trend of 
implementation of battery assisted trolleybuses in cities. Therefore, in our research we are trying to 
develop the mathematical model to create a minimal network of overhead wires that would be sufficient 
for deployment and operation of such battery assisted trolleybuses. Currently, there are no accurate 
ways how to deploy such technology to cities. This paper mainly deals with problem of developing 
effective way to prepare data for finding exact solutions of the problem with obtained data. We will 
describe the process of data preparation and introduce a linear model for exact solution of this problem 
to this problem. Proposed model is then tested on small networks for validation created from the real 
network of public transport lines in the town of Zilina. 
 

Keywords: assisted trolleybus, battery, overhead wires, optimization, data conversion, exact approach 
 
1 INTRODUCTION 
 
Majority of EU member countries are calling for reduction of the environmental impact caused 
by carbon-dioxide emissions currently. Especially in the metropoles there are many vehicles 
using fossil fuels. For these reasons cities are implementing emission free zones in their city 
centres. There is need to introduce electric vehicles with zero carbon footprint in public 
transport. In our previous research we explored options in vehicle types. We performed detailed 
analysis of limiting factors of battery assisted trolleybuses [6]. This type of vehicles seems to 
be the most advantageous from the currently available rechargeable green technologies by 
some economic studies [1].  

In our current research we are focusing to create a minimal network of overhead wires that 
would be enough for deployment and operation of such battery assisted trolleybuses. Ideally, 
we should be able to cover all the lines in selected area. Previously acquired knowledge about 
this technology is valuable for the present research progress.  

The organisation of paper is as follows. In the section 2 we will describe related works, then 
we will describe the algorithm for the data conversion. The article presents the process of 
preparation of data for exact solver. The process we use is based on the article [16]. The authors 
were dealing with problem of deployment charging lines for electric cars. On their principles, 
we have built our own algorithm that converts the data into the desired form. 

In the next part of paper, we introduce the linear model of the problem. Using the 
mathematical programming approach we will get the exact solution of the problem. We also 
performed basic validation of the model using small size problems created from the real data 
provided by the public transport operator DPMZ in the town of Zilina. 

 
2 RELATED WORK 

 
From the economical point of view the battery assisted trolleybus is considered as the most 
cost-effective bus system from electric powered public transport solutions. Many studies are 
based on real word deployment observation on this topic [3] or [13] and more. 
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Traction batteries are very important component of battery assisted trolleybus. In Polish 
town Gdynia battery assisted trolleybuses were deployed successfully. Authors from local 
university published valuable studies [1] and [2]. Battery life is sensitive to the choice of the 
right charging strategy and battery charging speed is not linear. So, the state of charge of 
vehicle should fluctuate between 20% and 80% of actual battery capacity. These facts were 
published and demonstrated by following papers [12] and [15].  

In relation to climatic conditions, air-conditioning or heating must be used in vehicles. Thus, 
significantly higher energy consumption for extreme weather conditions in mentioned in [11]. 
A simulation study analysed the power consumption of an electric public transport vehicle in 
[5]. The profile of the route on which the battery assisted trolleybus moves also significantly 
affects its energy consumption. There are available calculations and simulations [10], [17]. 

The connection and disconnection of the trolleybus to the overhead contact wires does not 
affect the duration of the journey because it is realized directly on the adjusted bus stops during 
the boarding or exiting of the passengers. This process is automated and requires the 
installation of an auxiliary device to ensure proper connection of the collectors to the wires [6]. 

At current research, possibilities of deploying the inductive charging installation in the road 
are explored [7], [8], and [16]. However, building of overhead contact wires construction is 
easier and the maintenance is also simpler than in the inductive approach. Mentioned works 
solve a similar task, which is the design of a minimal network of inductive conduction. 
Therefore, after some adaptations, some of their findings can be used in our research. 

It is known that many optimisation problems, on networks may be NP-hard. However, it 
seems that the real transport networks have some interesting properties which allow us to find 
a ''good'' solution in reasonable time [4]. The methods for constructing the robust schedules 
using agent-based simulation are presented in interesting paper [9]. 

 
3 THE PROBLEM FORMULATION 

 
As mentioned above, in our research we are trying to create a minimal network of overhead 
wires that would be sufficient for deployment and operation of such battery assisted 
trolleybuses. Overhead contact wires and its maintenance create a significant part of the cost 
of the entire transport system. Therefore, there is an effort to minimize it [6].  

This task can be divided into several parts. Firstly, we need to collect and convert the data 
from a real public transport application. The second part consists from finding exact solutions 
for different datasets. It is also necessary to find out boundaries for the maximum scale of tasks. 
This is done using Xpress IVE solver. 

 
3.1 Data conversion 

 
Data conversion is an important part of solving this problem. Firstly, bus lines need to be 
selected for optimization. Each line passes through several bus stops. These stops are the nodes 
of the road network graph. Only a used road segments between stops are selected as edges in 
road network graph.  

In our approach, we want to use the location problem approach to solve the problem. In 
classical location problem, the set of possible locations of service centres are nodes. Due to 
this fact, we need to do the transformation of the network to a different form. We need to 
convert road network graph to road segment graph for each route. In this process we convert 
edges form road segment graph to nodes in road segment graph and vice versa. This 
transformation is illustrated in Figure 1. 
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Figure 1: Creation of road segments graph from road network graph. a) Example of road network graph. Bus 
line (with stops 1, 3, 7, 6) is marked with orange line. Nodes are bus stops and edges are road segments. b) road 
segment graph created for mentioned bus line. Nodes are road segments, AN is artifical node representing SOC 

of EV after compleating the trip. 
 
State of charge (SOC) represents actual state energy in vehicle’s battery pack in %. Battery 
assisted trolleybus starts journey with an initial SOC. SOC of vehicle is calculated depending 
on whether a charging wire is built on the road segment. 

In next phase we need to create the state of charge graph for each line. Illustration of vehicle 
SOC graph is in the Figure 2. Mentioned graph represents all possible combinations of 
vehicle’s SOC. These options are created by combinations of coverage or non-coverage of 
individual segments of a bus line by charging wires. State of charge graph contains only 
feasible combinations where vehicle can pass whole route. 
 

 
 

Figure 2: State of charge graph. Rows represents individual charge level and nodes are road segments. 
Transitions between charge level are marked with 1 of vehicle is charged from wires and with 0 if not. The 

𝑦𝑠 and 𝑥𝑟,𝑖 are decision variables, and 𝑤𝑟,𝑠,𝑖 input data (individual feasible combinations of charging). 
 
Algorithmically the process is slightly complicated. A linear list of all sections is created from 
the road segments and a unique ID is assigned to each. For each route a list of road segments 
that the route uses are created. This list may also contain used segments multiple times. 
Subsequently, all possible combinations of road segments (with or without contact lines) are 
created from the list of sections. From these combinations are selected those where a vehicle 
can pass whole route. This is a complex process involving various external parameters and 
factors. We have a good overview of these factors thanks to the results of our previous research 
in this area [6]. The selected combinations are stored in output files.  

For mentioned data conversion purpose, we have created data conversion software. Which 
was developed with emphasis on algorithm efficiency, source code clarity and maintainability. 
This is mainly since this software will be gradually extended with new features and 
requirements. We used C# programming language and Visual Studio 2017 IDE. 
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3.2 Mathematical model of the problem 
 

In this section, we describe the linear model of our problem. Firstly, 𝑅 is set of routes, 𝐼𝑟 is set 
of feasible alternatives for route 𝑟 and 𝑆 is set of all used segments. Then 𝑛 is number of 
segments and 𝑚 is the number of routes. The decision variables are following. 𝑥𝑟,𝑖  ∈  {0,1} is 
selection of alternative 𝑖 for route 𝑟. 𝑦𝑠 ∈  {0,1} segment 𝑠 in graph will/won't be covered by 
charging wire. 

Finally, the other input constants for the model are following. Combinations are 
represented by 𝒘𝒓,𝒔,𝒊  ∈  {𝟎, 𝟏} where for route 𝒓 on segment 𝒔 for alternative 𝒊 is charging line 
needed. 𝒂𝒓 number of feasible alternatives of route 𝒓. 𝒄𝒔 cost of building charging wires for 
segment 𝒔. Figure 2 also illustrates relation between decision variables and input data. 

 

𝐦𝐢𝐧 ∑ 𝐜𝐬 ∙ 𝐲𝐬  

𝐧

𝐬=𝟏

 (𝟏) 

∑ 𝒙𝒓,𝒊 = 𝟏           𝒇𝒐𝒓 𝒓 = 𝟏. . 𝒎

𝒂(𝒓)

𝒊=𝟏

 (𝟐) 

𝑴 ∙ 𝒚𝒔  ≥  ∑ ∑ 𝒙𝒓,𝒊 ∙ 𝒘𝒓,𝒔,𝒊          𝒇𝒐𝒓 𝒔 = 𝟏. . 𝒏

𝒂(𝒓)

𝒊=𝟏

𝒏𝒓

𝒓=𝟏

(𝟑) 

𝒚𝒔  ∈ {𝟎, 𝟏}          𝒇𝒐𝒓 𝒔 = 𝟏. . 𝒏 (𝟒) 
𝒙𝒓,𝒊  ∈ {𝟎, 𝟏}          𝒇𝒐𝒓 𝒓 = 𝟏. . 𝒎   ;        𝒊 = 𝟏. . 𝒂(𝒓) (𝟓) 

 
The objective function (1) for the problem of minimizing the total building cost. The selection 
constraint (2) for choosing one combination for all routes on the line. The building constraint 
ensures (3) that we install a charging line if at least one route requires an installation. Finally, 
the obligatory constraints are (4) and (5).  
 
4 THE BENCHMARKS AND COMPUTATIONAL TESTS 

 
Initial testing was aimed to verify the functionality of the model. Several tests were done on 
short purpose-made bus routes, which was easy to calculate also manually. In next phase, we 
created two short routes with one of sections common, so that this section had to be covered 
with overhead line.  

Current research was focused to verification of model basic functionality. For this purpose, 
we used real data from public transport system. We obtained data from the public transport 
company (DPMZ) in Zilina. Several bus lines were selected. Road sections grouping or other 
data optimization was not necessary to validate the model at this stage of research. Data was 
converted using process mentioned in Section 3.1. The maximal number of stations on the line 
was 21. The test data are presented in Table 1.  Used bus routes are also illustrated 
schematically in Figure 3. 

 
Table 1: Used bus routes in Zilina 

 
Line number Stops count Start End 

14 20 Matice slovenskej Fatranská 
3 21 Jaseňová Jaseňová 
4 21 Fatranská Matice slovenskej 
5 15 Fatranská Jaseňová 

50 21 Železničná stanica Stodolova 
6 18 Stodolova Matice slovenskej 
7 12 Stodolova Sv. Cyrila a Metoda 

458



 
 

Figure 3: Used bus routes in Zilina illustrated schematically. 
 
All our computational tests were performed on following hardware. Processor Intel Core i5-
7200U 2.50GHz with 3.10 GHz turbo boost, paired with 16GB DDR4 2133MHz RAM. 
Mathematical model was solved using IP-solver XPRESS. 

The next testing phase was focused on finding out what maximum route lengths could be 
processed. For this reason, we chose seven bus routes in Zilina with different lengths, partially 
overlapped. The situation is described on Figure 3. The longest of these routs have been 
shortened initially. For test runs we have been gradually adding segments to find a state where 
the task could not be resolved, whether because of lack of time or memory. The results of these 
tests can be found in Table 2. 

 
Table 2: Data conversion and optimization time consumption 

 
Routes count Maximum segments count Data conversion time (s) Optimization time (s) 

7 15 1.30 8.20 
7 18 5.10 142.40 
7 19 9.10 525.60 
7 20 16.80 134568.40 
7 21 out of memory - 

 
The results show that we can solve exactly tasks that have a maximum of 21 vertices, or 20 
unique segments. What is enough for most bus routes in test networks. 

 
5 CONCLUSIONS 
 
We expect that the interest in the inclusion of assisted trolleybuses in urban transport will 
increase. Therefore, complex ways of implementing this technology need to be researched. Our 
article explains required data conversion approach. Data are obtained from DPMŽ. 

This article also introduces mathematical model required for creating a minimal network of 
overhead wires that would be sufficient for deployment and operation of such battery assisted 
trolleybuses. Performed computational tests demonstrate that model is correct. At the present 
stage, we are able to solve tasks to a certain size for individual bus routes. 

The number of route's bus stops has significant impact on the solvability of the problem. 
This number would be inadequate when working with the vehicle schedule. Schedules tend to 
be longer, although the segments are often used multiple times. Therefore, we will try to 
combine following segments or cut the peripheral edges. It will also be possible to add rules to 
prohibit the construction of overhead contact lines on certain sections, such as historic centres, 
etc.  
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This data conversion process will need more research in the future. We will focus on 
developing optimization methods for data. In the future, we would like optimize not bus routes 
but rather individual vehicle turnovers in selected area. The maximum scope of input data will 
be further investigated in future. Heuristic approach options may need to be considered for 
large scalled tasks. Traffic simulation software can be usefud for this verification of results. 
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Abstract: The main goal of this research is to introduce the new technique for constructing the relaxed 
problem of the linear programming problem (LPP) when the basic solution is known. In the proposed 
relaxed problem, the constraints from the LPP in which the basic solution does not satisfy its conditions 
are relaxed and then the simplex method can be used for finding the optimal solution of the relaxed 
problem. After that, the relaxed constraints will be restored and so the simplex method can be performed 
for seeking the optimal solution of the LPP. Since the unsatisfied constraints are relaxed before the 
simplex method starts, the artificial variable is needless to introduce for finding the basic feasible 
solution. So, the proposed algorithm is the improvement of the simplex method without using the 
artificial variable. Furthermore, we also provide the example to illustrate the algorithm presented herein. 
Finally, the conclusions including the advantage and the limitation of the proposed algorithm in this 
work are described.  
 

Keywords: linear programming problem, simplex method, artificial variable, relaxed problem.  
 
1 INTRODUCTION  
 
The mathematical optimization problem is concerned with the determination of the best 
element on some suitable set of available possibility. The one of branches in mathematical 
optimization problem is the linear programming problem (LPP) which is a method to achieve 
the best outcome in a mathematical model satisfying the linear relationships. It is well-known 
that the simplex algorithm presented by Dantzig [5] is quite the popular tool for solving a linear 
programming problem in nowadays. This algorithm is an iterative process that begins at a 
starting vertex in the feasible region of the problem, called initial basic feasible solution, and 
moves along the edges of the polytope to a neighbouring vertex until it achieves the optimal 
vertex at which the objective function is optimized. However, it is not easy in practice to seek 
an initial basic feasible solution or an initial basis. There are various existing methods in the 
literature for initializing the simplex algorithm. The most well-known methods for finding an 
initial feasible basis are the two-phase method and the big-M method. These methods require 
artificial variables to get the origin point as the initial basic feasible solution. The addition of 
artificial variables brings to increase the size of the problem and so the simplex method without 
artificial variables has evoked much interest to many researchers.  

In 1997, Arsham [1] presented the new simplex method without using artificial variables 
consists of two phases. In this method, the use of artificial variables in Phase 1 can be omitted 
while the second phase uses exactly the classical simplex rules to reach optimality. One year 
later, the mistake in the proposed method of Arsham [1] is reported by Enge and Huhn [6].  
Furthermore, they gave a counterexample claiming Arsham’s algorithm declares the 
infeasibility of a feasible problem. 
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In 2006, Corley et.al [4] introduced the new simplex method without using artificial 
variables. In the first step of this method, the cosine criterion is used for choosing the suitable 
constraints from the LPP to construct the new relaxed problem and then it can be solved by the 
simplex method until the optimal solution of the relaxed problem is sought. In the next step, 
the relaxed constraints will be restored into the current tableau and so the dual simplex method 
will be performed until the optimal solution of the LPP is found. Although this algorithm does 
not require artificial variables, but it can be solved only the problems in which all coefficients 
are positive numbers. 

In 2007, Arsham [2] proposed the new relaxed problem in the algorithm for solving the LPP 
without using the artificial variables. The greater-than or equal to constraints from the LPP is 
relaxed for making the relaxed problem in order to avoid the use of artificial variables. The 
relaxed constraints are restored whenever the optimal solution of the relaxed problem is found, 
and the simplex method is performed until the optimal solution of the LPP is achieved. In the 
case of the LPP contains only greater-than or equal to constraints, the perturbation simplex 
method will be used. 

Seven years ago, Boonperm and Sinapiromsaran [3] first presented the non-acute constraint 
relaxation technique for improving the simplex method without using artificial variables. The 
proposed algorithm starts by relaxing the non-acute constraints. This yields that the relaxed 
problem is always feasible, and it can be solved without using artificial variables. The relaxed 
constraints are restored whenever the optimal solution of the relaxed problem is found, and the 
dual simplex method is performed for solving the optimal solution. One of the advantages of 
the non-acute constraint relaxation technique is the reducing start-up time to solve the initial 
relaxation problem. However, if the relaxed problem is unbounded, the proposed algorithm of 
Boonperm and Sinapiromsaran [3] is slow. 

Recently, Prayonghom and Boonperm [9] presented the new idea for relaxing the variables 
from the LPP which is called the artificial-variable-free simplex method based on negative 
relaxation of dual. In this method, if the chosen initial basis gives a dual infeasible solution, 
then the primal variables which cause its dual infeasible are relaxed and then the dual simplex 
method can be used for seeking the primal feasible solution. Next, the relaxed variables will 
be restored and so the simplex method can be performed. They also gave the comparison of 
the average number of iterations and the CPU time from the proposed method with the two-
phase method.  

On the other hand, Junior and Lins [7] pointed out that the original simplex method should 
be started at the origin point which is far from the optimal solution for some problems. From 
this observation, they proposed the new basic feasible solution which forms a vertex that is 
much closer to the optimal vertex than the initial solution adopted by the original simplex. 
However, artificial variables are required in some cases of problems using this method.  

Based on all above literatures, the main aim of this work is to present the new technique for 
constructing the relaxed problem of the LPP after the basic solution is known. This algorithm 
is the modification of the simplex method without using the artificial variable. In the proposed 
algorithm, the constraints in which the basic solution does not satisfy its conditions are relaxed 
and so the simplex method can be used for finding the optimal solution of the relaxed problem. 
After that, the relaxed constraints will be restored and then the simplex method can be 
performed. The illustrative example is furnished which demonstrate the validity and degree of 
utility of the proposed algorithm. In this case, the process of Junior and Lins [7] is considered 
for choosing the basic solution because it is closed to the optimal vertex. 

The paper is organized as follows. Fundamental concepts used in this work are given in 
Section 2. In Section 3, our new proposed algorithm for solving the LPP without using artificial 
variables is presented. In Section 4, we present an illustrative example where our proposed 
algorithm is used. In the final section, we comprehend our conclusion. 
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2 FUNDAMENTAL CONCEPTS  
 
Consider a linear programming problem in the standard form: 

maximize   
subject to

Tz
A





c x
x = b,
x 0,

    (2.1) 

where , ,   c,x bn m m nA  and rank( ) .A m  
Let   :1 :2 :, , , nA A A A  where : jA  is the jth column of matrix A and A =  [ B, N]  where 

 m mB  is a nonsingular basic matrix or basis, and ( )  m n mN  is a nonbasic matrix. Let BI  
be an index set of the basic variables and NI  be an index set of the nonbasic variables. 

For any basis B, the problem (*) can be written as follows: 
T -1 T T -1

-1 -1

maximize ( ) =
subject to I + = ,

, .

 

 

     

c c x c b
x x b
x 0 x 0

B N N B

B N

B N

z B N B
B N B  

The initial tableau can be written as follows: 
 z  xB  xN  RHS 
z  1 0 T -1 Tc cB NB N  T -1c bBB  

xB  0 I -1B N  -1bB  
 

From the initial simplex tableau, it can indicate that a basis gives the primal or dual infeasible 
solution, that is, there exist some negative reduced cost or some negative right-hand-side value.  

From the initial simplex tableau, we will use the following symbols: 
 0,j j NR j z c j I     and  0, 1,...,iP i b i m   , (2.2) 

where T -1
: ,j j B j jz c B A c = c ,Nj I   and -1Bb b .  

If  P  , then 
-1  

   
   

x b
x =

x 0
B

N

B
 is a feasible solution of the problem (2.1). 

 If  R  , then T T -1w = cBB  is a feasible solution of the dual problem. 
 Therefore, there are four cases examined for finding the optimal solution as follows: 
Case 1:  If R   and P  , then the primal and dual solutions are feasible.  Therefore, we 
get the optimal solution. 
Case 2:  If R  and P  , then the dual solution is feasible while the primal solution is 
infeasible. So, the dual simplex method can be performed for searching the optimal solution. 
Case 3:  If R  and P  , then the dual solution is an infeasible solution while the primal 
solution is feasible. Therefore, the primal simplex method can be used to solve it. 
Case 4:  If R   and P  , then both of them are infeasible solutions.  In this case, neither 
the simplex method nor the dual simplex method could start. 

For Case 4, the simplex method can start when artificial variables are added. So, the size of 
the problem will be expanded, and it may waste some computational time to deal with it. 
Moreover, the original simplex method starts at the origin point which is far from the optimal 
solution for some problems.  In 2005, Junior and Lins [7] proposed the new initial basis which 
forms a vertex that is much closer to the optimal vertex than the initial solution adopted by the 
original simplex. However, Case 4 can still occur when the proposed basis is used, and artificial 
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variables will be added. Therefore, we propose the improvement of the simplex method without 
using artificial variables and start from a vertex that is much closer to the optimal vertex than 
the original initial solution by constructing the relaxed problem. 

Consider the problem when R   and P  . Since P is a set of constraints that a primal 
solution is not satisfied, we will relax the constraints in P for making the primal feasible. Then, 
the simplex method can start. 

Consider the following figure of 2-dimensional linear programming problem. 

    
(a) (b) 

Figure 2.1: Feasible region of the original problem (a) and the relaxed problem (b) 
 

From Figure 2 . 1 (a), if we choose the initial solution as the marked point, we can see that the 
initial solution does not satisfied the constraint 4. Therefore, if the constraint 4 is relaxed, then 
the primal is feasible as Figure 2.1 (b) which the relaxed problem can be solved by starting at 
this point without using artificial variables. 

 
3 THE PROPOSED ALGORITHM 
 
For any basis B in (2.1) with R and P defined by (2.2), if R   or P  , then the simplex 
method or the dual simplex method could start without using artificial variables. Therefore, we 
will consider the specific problem when R    and P   .  However, if  1,...,P m , we 

could not relax all constraints. So, we will consider only the case  1,...,P m . 
 
The step of the algorithm can be summarized as follows: 
Initial step:  Choose the initial basis B and construct the initial simplex tableau and let  

 0, 1,...,iP i b i m     and  1,...,P m  

  where -1Bb b . 
Step 1: Relax constraints in P and perform the simplex method. 

If the optimal solution of the relaxed problem is found, then restore the 
constraints in P into the current tableau and go to Step 2. 
Else restore the constraints in P into the current tableau and go to Step 3. 

Step 2:  If b 0 , then stop and the optimal solution is found. 
 Else perform the dual simplex method until the optimal solution is found. 
Step 3: If b 0 , then performed the simplex method. 

Else perform the perturbation simplex method proposed by Pan [8]. 
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4 AN ILLUSTRATIVE EXAMPLE  
 
The following example is illustrative the step by step of the proposed algorithm. 
 
Example 4.1. Consider the following linear programming problem: 

1 3 4

1 2 3 5

1 2 3 4 6

1 2 3 7

1 2 3 4 8

1 2 3 4 5 6 7 8

maximize 2 2 5
subject to 2

2 3 5 5
2 6

3 2 5 4
, , , , , , , 0.

z x x x
x x x x
x x x x x
x x x x
x x x x x
x x x x x x x x

  

   

    

   

    



 

First, the initial basis B will be chosen.  From the proposed initial basis by Junior and Lin [7], 
we choose the index of basic feasible solution as  1,5,3,8BI  .  Then, the initial tableau can 
be written below. 

 z 1x  5x  3x  8x  2x  6x  7x  4x  RHS 
z 1 0 0 0 0 -1.6 -0.8 -0.4 1 6.4 

1x  0 1 0 0 0 -1.4 -0.2 -0.6 -1 4.6 

5x  0 0 1 0 0 1.8 0.4 0.2 2 4.8 

3x  0 0 0 1 0 0.6 -0.2 0.4 -1 -1.4 

8x  0 0 0 0 1 -2 -1 -1 0 7 
 
From the initial tableau,  2,6,7R   and  3P   .  So, the constraint 3 is relaxed, and the 
relaxed initial tableau can be rewritten as follows: 

 

 z 1x  5x  3x  8x  2x  6x  7x  4x  RHS 
z 1 0 0 0 0 -1.6 -0.8 -0.4 1 6.4 

1x  0 1 0 0 0 -1.4 -0.2 -0.6 -1 4.6 

5x  0 0 1 0 0 1.8 0.4 0.2 2 4.8 

8x  0 0 0 0 1 -2 -1 -1 0 7 
 

Since this primal solution is feasible, the simplex method can start.  After using 2 iterations to 
solve it, we get the optimal tableau of the relaxed problem as follows: 

 z 1x  5x  3x  8x  2x  6x  7x  4x  RHS 
z 1 0 2 0 0 2 0 0 5 16 

1x  0 1 0.5 0 0 -0.5 0 -0.5 0 7 

6x  0 0 2.5 0 0 4.5 1 0.5 5 12 

8x  0 0 2.5 0 1 2.5 0 -0.5 5 19 
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Then, the constraint 3 which is in P is restored to check the solution. After the constraint 3 is 
restored, we get the optimal tableau.  Therefore, the proposed method uses 2 iterations to get 
the optimal solution without using artificial variables. 

For this problem, the two-phase simplex method uses 6 iterations with three added artificial 
variables.  

Next, the number of iterations and size of matrix are compared with the two-phase simplex 
method are shown as below. 

 
 The proposed method  Two-Phase method 
 Relaxed Problem Restored Problem  Phase I Phase II 
Number of iterations 2 0  3 3 

Size of matrix 3 8  4 8   4 11  4 8  
 

From the above table, we found that the proposed method can reduce the number of iterations. 
Additionally, the matrix size solved by our method is smaller than the matrix size solved by 
two-phase simplex method. 
 
5 CONCLUSIONS  
 
The algorithm for searching the solution of the LPP via the new technique for constructing the 
relaxed problem for the LPP have been presented. This algorithm is one of the improvements of 
the simplex method without using the artificial variable. In this algorithm, we start the simplex method 
with only constraints including the basic solution. After the optimal solution of the relaxed is found, 
the relaxed constraints will be restored and so the simplex method can be used for finding the optimal 
solution of the LPP. The proposed algorithm frequently reduces computational effort in the execution. 
In addition, the proposed algorithm has simplicity, potential for wide adaptation.  It points out that the 
process of Junior and Lins [7] is considered for choosing the basic solution of the proposed algorithm 
in the illustrative example in Section 4. The efficacy of the proposed algorithm is increasing if we use 
the process for choosing the basic solution which is better than the process of Junior and Lins [7]. The 
limitation of the proposed algorithm concerns with the relaxing constraints from the LPP. If the basic 
solusion does not satisfy all constraints from the LPP, the proposed algorithm can not be used in this 
case.  
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Abstract: We study the technique of algebraic equivalent transformation (AET) of the central
path in order to obtain new search directions of interior-point algorithms (IPAs) for solving
linear optimization (LO) problems. Using this well-known method, we present a new IPA with
polynomial iteration complexity. We discuss the possibility of analyzing the case for infeasible
starting points as well.

Keywords: interior-point algorithm, search direction, algebraic equivalent transformation,
infeasible starting point

1 INTRODUCTION

Linear optimization problems are widely used in industry and economics to solve several specific
problems. One of the most popular algorithms is the simplex method proposed by Dantzig [1]
in 1947. However, IPAs have in general polynomial iteration complexity, and therefore one can
expect that these algorithms will perform better in practice as well. A comparison of pivot and
interior-point algorithms was published by Illés and Terlaky [5]. The most important results
on IPAs were summarized in the monographs of Roos, Terlaky and Vial [10], Wright [12] and
Ye [13].

1.1 Linear optimization problem

Suppose that A ∈ Rm×n is a matrix with rank(A) = m and b ∈ Rm and c ∈ Rn are given
vectors. The linear optimization problem, and its dual can be formulated in the following way:

min{cTx | Ax = b, x ≥ 0}, (1)

max{bTy | ATy + s = c, s ≥ 0}. (2)

A wide class of IPAs was analyzed assuming that there are strictly feasible starting points for
both problems, i.e. the interior-point condition holds. In the first part of this paper we make
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this assumption as well, thus we suppose that there is a triple (x0,y0, s0) ∈ Rn × Rm × Rn so
that

Ax0 = b, x0 > 0,

ATy0 + s0 = c, s0 > 0.
(3)

In general, primal-dual IPAs follow the so-called central path, which can be described by the
following parameterized equation:

Ax = b, x ≥ 0,

ATy + s = c, s ≥ 0, (4)

xs = µe,

where µ > 0 is fixed, and e is the n-dimensional all-one vector. Note that if (3) holds, then for
each positive real number µ, system (4) has unique solution that is called the analytic center
of the polyhedron (Sonnevend [11]). The optimality criteria is expressed by system (4), with
µ = 0. Therefore, if µ tends to zero, then the central path converges to the optimal solution of
the primal-dual pair.

1.2 Transformation of the central path

The AET technique was first presented by Darvay [2, 3] for solving LO problems. Suppose
that 0 ≤ κ < 1 and let us consider the continously differentiable and invertible function
ϕ : (κ,+∞) → R. Observe that if the inequality xs

µ > κe holds, then system (4) can be
transformed in the following equivalent form:

Ax = b, x ≥ 0,

ATy + s = c, s ≥ 0, (5)

ϕ

(
xs

µ

)
= ϕ(e).

Applying Newton’s method leads to the following linear system:

A∆x = 0,

AT∆y + ∆s = 0, (6)

s∆x + x∆s = µ
ϕ(e)− ϕ

(
xs
µ

)
ϕ′
(
xs
µ

) .

In order to obtain a scaled version of this system, we introduce the notations:

v =

√
xs

µ
, dx =

v∆x

x
, ds =

v∆s

s
. (7)

Using these, system (6) can be written in the following scaled form:

Ādx = 0,

ĀT∆y + ds = 0, (8)

dx + ds = pv,

where

pv =
ϕ(e)− ϕ(v2)

vϕ′(v2)
, (9)
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and Ā =
1

µ
Adiag

(x

v

)
. Note that for different functions ϕ the value of the right-hand side

vector pv changes, therefore this leads to new search directions, and as a consequence we obtain
new IPAs.

For example, for ϕ(t) = t we obtain the most widely discussed direction pv = v−1−v (Roos,
Terlaky and Vial [10]) and for ϕ(t) =

√
t we obtain pv = 2(e − v), which yields to Darvay’s

direction [2, 3]. Recently, Kheirfam and Haghighi [6] considered the function ϕ(t) =
√
t

2(1+
√
t)

for

sufficient linear complementarity problems, which produces pv = e − v2. Pirhaji, Zangiabadi
and Mansouri [7] applied the same function for linear complementarity problems over circular
cones. Rigó and Szénási [8] analyzed the method for LO.

The novelty of this paper consists in the following. We consider for the first time a new
function ϕ, namely ϕ(t) = 1

1+
√
t
, in order to use it in the process of applying the AET method.

We prove that this new function leads to the same Newton direction as the one obtained in [8].
We also consider the case of infeasible starting points and we present a new infeasible IPA for
LO. This algorithm performs two inner iterations, called feasibility step and centering step, in
each main iteration. In our algorithm both steps are obtained by appying the AET method
together with the newly introduced function ϕ. Polynomial complexity can be proved for the
infeasible algorithm as well. This is the first infeasible IPA for solving LO problems which
determines the search direction by using the function ϕ(t) = 1

1+
√
t

in the AET technique.

2 THE FEASIBLE ALGORITHM

Let us define the function ϕ : (0,+∞)→ R as

ϕ(t) =
1

1 +
√
t
. (10)

Observe that we have ϕ′(t) = − 1

2
√
t(1 +

√
t)2
. Therefore, a simple calculus yields

pv = e− v2, (11)

and thus system (8) can be written as:

Ādx = 0,

ĀT∆y + ds = 0, (12)

dx + ds = e− v2.

Moreover, system (6) can be written in the form:

A∆x = 0,

AT∆y + ∆s = 0, (13)

s∆x + x∆s =

√
xs

µ
(µe− xs) .

A proximity measure to the central path can be defined in the following way:

δ(x, s;µ) = ‖pv‖ = ‖e− v2‖. (14)

Now, a generic primal-dual algorithm can be summarized as in Fig. 1. Rigó and Szénási [8]
proved the following theorem.
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Primal-dual IPA for LO using a new search direction

Let ε > 0 be the accuracy parameter, 0 < θ < 1 the update parameter and τ > 0 the proximity
parameter. Assume that for (x0,y0, s0) the IPC holds and µ0 = x0T s0

n .
Moreover, suppose that δ(x0, s0;µ0) < τ .
begin

x := x0; y := y0; s := s0; µ := µ0;
while xT s > ε do begin

calculate (∆x,∆y,∆s) from (13);
x := x + ∆x;
y := y + ∆y;
s := s + ∆s;
µ := (1− θ)µ;

end
end.

Figure 1: The feasible algorithm

Theorem 2.1. Let x0 = s0 = e. If θ = 1
5
√
n

and τ = 2
3 , then the algorithm given in Fig. 1

requires no more than

O
(√

n · log
n

ε

)
interior-point iterations. The resulting vectors satisfy xT s < ε.

3 INFEASIBLE STARTING POINTS

In 2006, Roos [9] proposed an infeasible algorithm for LO with full-Newton steps. Darvay, Papp
and Takács [4] presented the first infeasible interior-point algorithm with full-Newton steps and
one centering step in a major iteration. They applied the AET technique with ϕ(t) =

√
t. Now

we consider the case when the function ϕ is defined as in (10). In this section we don’t suppose
that (3) is satisfied, but we assume that the primal-dual pair has optimal solutions. These will
be denoted as x̄ and (ȳ, s̄). Let ζ > 0 be given so that

‖x̄ + s̄‖∞ ≤ ζ. (15)

Then, the starting points of the infeasible algorithm can be defined as:

x0 = ζe, y0 = 0, s0 = ζe, µ0 = ζ2. (16)

Moreover, let us introduce the following notations:

r0b = b−Ax0, r0c = c−ATy0 − s0.

Suppose that ν = µ
µ0

in each iteration of the algorithm. Then, using our new search direction,
the feasibility step will be defined by the following system:
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A∆fx = θνr0b ,

AT∆fy + ∆fs = θνr0c , (17)

s∆fx + x∆fs =

√
xs

µ
(µe− xs) ,

where 0 < θ < 1 is the update parameter. Using this system, the algorithm can be presented
as in Fig. 2. Let ε > 0 be given. The triple (x,y, s) is called an ε-solution if the inequality

Infeasible IPA with new search direction

Let ε > 0 be the accuracy parameter and 0 < θ < 1 (default value θ = 1
8n) the update

parameter. Moreover, assume that the starting points (x0,y0, s0) are defined as in (16).
begin

(x,y, s) := (x0,y0, s0);
µ := µ0; ν := 1;
while max(xT s, ‖b−Ax‖, ‖c−ATy − s‖) ≥ ε do begin

Calculate (∆fx,∆fy,∆fs) from (17);
(x,y, s) := (x,y, s) + (∆fx,∆fy,∆fs);
µ := (1− θ)µ;
ν := (1− θ)ν;
Calculate (∆x,∆y,∆s) from (13);
(x,y, s) := (x,y, s) + (∆x,∆y,∆s);

end
end.

Figure 2: The infeasible algorithm

max(xT s, ‖b−Ax‖, ‖c−ATy− s‖) < ε holds. Then, the following theorem can be proved.

Theorem 3.1. If the primal and dual problems are both feasible and ζ > 0 is defined as in
(15), then after at most ⌈

16n log
max{nζ2, ‖r0b‖, ‖r0c‖}

ε

⌉
interior-point iterations the algorithm finds an ε-solution of (1) and (2).

4 CONCLUSION

In this paper we presented a feasible and an infeasible IPA for LO based on a new search
direction obtained by using the AET technique with the function given in (10). Further research
may prove that these methods are efficient in practice as well.
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The research of P.R. Rigó has been partially supported by the Hungarian Research Fund,
OTKA (grant no. NKFIH 125700) and by the Higher Education Excellence Program of the

479



Ministry of Human Capacities in the frame of Artificial Intelligence research area of Budapest
University of Technology and Economics (BME FIKP-MI/FM).
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Abstract: Structural design is responsible for the design and development of structural plans. It consists 
of multiple steps that have to be performed sequentially. As the output of a step acts as an input for the 
next one, using optimization tools to aid the design process can help in achieving a better overall quality 
or a particular design. In this paper, we present a heuristic method that can provide useful suggestions 
in a short time for the structural design of a building based on preliminary plans. We also introduce a 
mathematical model that can be used as quality control of the results. 
 

Keywords: structural frames, structural design, tabu search, mathematical model 
 
1 INTRODUCTION 
 
The design and construction of a building is a cost intensive process regarding both operational 
and capital costs and environmental impacts. The structural design process consists of several 
stages that have to be performed sequentially: planning, design and detailing. Even separately, 
these are all complex problems, thus efficient optimization tools can help civil engineers with 
their decision-making process in order to create cost efficient and sustainable building designs. 
The planning phase is responsible for the development of the initial layout of the structure, 
positioning and orienting all the required element types within the frame itself. The result of 
this step is a preliminary design of the building, which contains the positions of all elements, 
but usually does not specify their important characteristics. The field dealing with this phase is 
called layout/topology optimization. One of the first introductions of the problem was by Dorne 
et al. [7] in 1964, and soon more exact approaches followed for different types of structural 
topologies (see Bendsøe and Kikuchi [3] and Kirsch [9] as some examples). Several different 
aspects of the problem have been considered over the years. Different types of solution 
methods have been proposed, like metaheuristics (such as the ant colony optimization of Camp 
[4]), genetic algorithm (e.g. Deb [6]), or an optimization framework that considers instabilities 
(Changizi and Jalalpour [5]). For a thorough review of this field, see Rozvany [12]. 

The outcome of the planning phase is a preliminary design, that is still missing many 
important structural properties of its elements (e.g exact shape/size, material used). The design 
phase uses this plan as an input, and creates a structural plan that can be passed on the detailing 
phase for the preparation of the construction schedule. Because of this, the goal of the design 
phase is to prepare a plan that optimizes all arising costs (be it capital, operational or 
environmental). Similar solution approaches exist for this phase as for planning, and the two 
are often considered together. Again, different genetic algorithms were proposed (for an 
example, see Baumann and Kost [2] or Fedelinski and Gorski [8]), and metaheuristics are also 
used (the simulated annealing approach of Lamberti and Pappalettere [10]). For detailed 
reviews of both the design phase and the combination of planning and design, refer to Lamberti 
and Pappalettere [11] or Azad and Hasançebi [1]. 

In this paper, we propose a Tabu search heuristic that can provide quick suggestions for a 
structure design based on preliminary plans, specifying the material and cross section of the 
elements in the structure to achieve a low-cost solution. As the method provides solutions in a 
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short time, the results of this algorithm can be used by civil engineers to help with their 
decision-making processes during the structural design process. A mathematical model is also 
developed for the same problem so that we can monitor the quality of the heuristic. 

First, we introduce the problem itself, and formalize it as a mathematical model. We then 
present the Tabu search heuristic for its solution, and present preliminary test results on small 
input instances. 
 
2 PROBLEM DEFINITION 
 
A structural frame can be regarded as the skeleton of a modern building. It consists of separate 
levels, and each of these can typically contain three different element types: slabs, columns and 
beams. 

Slabs are the plate elements of the structure, which are usually used as the base, roof or 
ceiling. Beams are horizontal elements that support the slabs, while columns are vertical 
elements that support the beams and other columns above them. A simplified representation of 
a structural frame can be seen in Figure 1. 

 
Figure 1: An abstract example of a structural frame 

 
Different materials can be assigned to different elements. However, every element of this frame 
is affected by certain structural forces, and their cross-section has to be chosen accordingly 
when the desired material for the element is selected. Another important requirement is that 
certain elements have to be identical, meaning that they both have to share the same material 
and have the same cross-section. Such elements will be referred to as ‘belonging to the same 
group’. 

Given all required information about the elements of the structure, and a preliminary 
conceptual design, we would like to use them to create a design plan that minimizes all arising 
costs.  

In the next section, first we will formally define the above problem, and introduce a 
mathematical model based on the presented constraints.  
 

Slab 
Beam 

Column 
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2.2 Mathematical model 
 
Let E be the set of elements in our frame and let set G denote the different groups that these 
elements can belong to. For each 𝑒 ∈ 𝐸, let 𝑔(𝑒) ∈ 𝐺 be the group of that element. Let M be 
the set of the available building materials.  

The mathematical model of the problem can be formalized the following way: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ∑ 𝑐𝑒𝑗

|𝑀|

𝑗=1𝑒∈𝐸

𝑥𝑒𝑗 

𝑠. 𝑡. 

∑ 𝑥𝑒𝑗

|𝑀|

𝑗=1

= 1, ∀𝑒 ∈ 𝐸 (1) 

𝑥𝑖𝑚 − 𝑥𝑗𝑚 = 0, ∀𝑖 ∈ 𝐸, 𝑗 ∈ 𝑔(𝑖), 1 ≤ 𝑚 ≤ |𝑀| (2) 

 𝑦𝑖𝑚 = 𝑚𝑎𝑥{𝑠𝑗𝑚𝑥𝑗𝑚  | 𝑗 ∈ 𝑔(𝑖), 1 ≤ 𝑚 ≤ |𝑀|}, ∀𝑖 ∈ 𝐸 (3) 

𝑥𝑖𝑚 ∈ {0,1}, ∀𝑖 ∈ 𝐸, 1 ≤ 𝑚 ≤ |𝑀| (4) 
𝑦𝑖 > 0, ∀𝑖 ∈ 𝐸 (5) 

The binary variable xem represents the decision of using material m for element e. Variable ye 
gives the cross-section of element e in the final plan. Constraint (1) specifies that any given 
element will have exactly one material. Constraint (2) ensures that elements belonging to the 
same group will have the same material. Constraint (3) selects the proper cross-section of every 
element, making sure that elements belonging to the same group should have the same cross-
section. Constraints (4) and (5) are the binary and nonnegativity constraints for the two 
variables respectively. The objective of the model is to minimize the arising costs of the 
elements in the structure. The cost largely depends on the type of material chosen for the 
element (the value of xem), an also its cross section. The cross section is included in the 
objective through the cost coefficients, as they are a factor of the cross section: cem = αmye. This 
cost coefficient includes both the capital and operational costs of the building, as well as its 
environmental impact. 

The above model itself is non-linear because of constraint (3) and the objective. However, 
since they include the binary variables xem, they both can be linearized easily with the 
introduction of extra variables.  
 
2.3 A Tabu search heuristic 
 
We developed a Tabu search algorithm for the solution of the problem. This heuristic was 
chosen for the solution of the problem, as it is able to produce multiple good quality solutions 
with a short running time. Having multiple solutions can help with the decision-making 
processes of engineers, as they are provided multiple options to evaluate and use to carry out 
modifications to the preliminary design. 

The pseudo code of the method can be seen in Algorithm 1. The heuristic uses a preliminary 
design as its initial solution. A single neighborhood transformation is considered: assigning a 
new material to a group of elements, while the others are left unchanged. The cross section of 
these elements is also adjusted in accordance with the new material. The material change that 
results in a structure with the lowest cost is chosen as the best neighbor. The algorithm stores 
two different solutions. A local solution (s) is used to track the progress of the search, and it 
changes to the neighbor with the best cost in every iteration, while a best solution (o) is also 
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saved. The (g,m) pair is added to the Tabu list, where g is the group of elements that was 
changed in this step, and m is the old material that these elements had. 

The algorithm iterates until a terminating condition is reached (e,g. a fixed number of steps 
without any improvement to the best solution, or set iteration limit), and the solution stored in 
o is returned as the final result.  

Algorithm 1: A Tabu search heuristic 
 
In the case of our problem, the heuristic terminated if the value of the best solution o has not 
improved after a given number of iterations. As the size of the neighbourhood is defined by the 
number of groups and materials, we chose this iteration number to be the function (more 
specifically, the product) of the number of groups and materials.  
 
3 PRELIMINARY RESULTS 
 
We tested the Tabu search heuristic on three different instance sets. Table 1 presents the 
important characteristics (number of beams, columns and slabs) of these.  
 

Table 1: Properties of the test instances 
 

 beams columns slabs running time (s) 
sc1 sc2 sc3 

Instance 1 89 58 27 23 21 2 
Instance 2 72 48 21 6 6 1 
Instance 3 72 48 21 8 7 2 

 
Instance 2 and 3 might contain the exact same number of elements, but the layout of these 
structures is different.  

Structures of these sizes would more or less correspond to smaller multi-storey family 
houses, which might qualify as real-world input, but larger buildings would be more 
challenging to optimize.  

s = preliminary solution 
o = s  
TL = ∅ 
while no terminating condition reached 
 manage TL 
 for all groups g 
  for all materials m  
   if (g, m) ∈ TL 
    continue 
   p = change all elements in g to material m 
   if cost(p) < cost(s) 
    candidate = p 
    cl = (g, old material of g) 

s = candidate 
TL = TL ∪ cl 
if cost(s) < cost(o) 
 o = s 

return s 
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Table 1 also contains the solution times of the mathematical model using Gurobi. These 
values are presented in three columns (sc1, sc2 and sc3) for every instance, each column 
representing a different test scenarios: 

- Scenario 1: elements of the same type belong to the same group. 
- Scenario 2: elements of the same type on the same floor belong to the same group. 
- Scenario 3: each element is a single group of its own, and is optimized separately. 

While this scenario is not realistic, it shows the performance of the algorithm in an 
extremely large search space. 

A preliminary list of cross-sectional data was compiled for each element-material pair based 
on the different forces affecting the given element. Using this list, the required cross section of 
an element can easily be decided for any material type. This list was used by both the heuristic 
and the mathematical model. 

We performed 20 test runs for each scenario. Ten of these were using the above list cross-
sectional data, while random cross-section values were generated for the other ten. The results 
of the above scenarios can be seen in Table 2. 
 

Table 2: Average results of the instances 
 

 Scenario 1 Scenario 2 Scenario 3 
running time 

(s) 
gap 
(%) 

running time 
(s) 

gap 
(%) 

running time 
(s) 

gap 
(%) 

Instance 1 0.95 0.00 8.98 0.01 159.54 0.44 

Instance 2 1.27 0.00 6.84 0.04 315.60 0.83 
Instance 3 1.25 0.00 7.86 0.00 122.90 0.60 

 
Two columns belong to each scenario in the table: the first gives the running time in seconds, 
while the other presents the gap from the cost of the optimal solution given by the mathematical 
model. As it can be seen from the results, the algorithm performed well for the first two 
scenarios with regards to both running time and costs. However, solving the instances of 
scenario 3 takes a long time, and result in poor quality solutions. It is interesting to note, that 
because Scenario 3 considered every element as its own group, their cross-sections have been 
fixed by constraint (3) of the mathematical model. This resulted in the short solution time of 
the model, while the Tabu search heuristic performed exceptionally poor due to the 
significantly increased search space. 
 
4 CONCLUSIONS AND FUTURE WORK 
 
In this paper, we presented an optimization problem concerning heterogeneous structural 
frames. Using a preliminary design as an input, we developed a heuristic that is able to provide 
good quality solutions with a short running time. This is important, as such a method can help 
with decision-making process of civil engineers when designing structural plans, as they can 
consider the outcomes of several scenarios by running such a fast algorithm multiple times. 
To measure the quality of this heuristic, we also developed a mathematical model for the 
problem, that can provide the optimal solutions for the given instances. 

While the performance of the heuristic algorithm was satisfactory for smaller instances, it 
performed poorly for larger instance sets. The neighborhood selection of the algorithm should 
be modified both to speed up solution process and to find better quality solutions. Another 
aspect of the problem that should be considered is the multi-objective nature of its cost 
function. While presently we consider all costs as a linear combination of the different factors, 
environmental impacts and capital costs should actually be optimized as separate objectives 
affecting each other. 
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Abstract: Several matrix classes have been already defined related to the linear complementarity 
problem. The sufficient matrix class is the widest class for which the criss-cross and the interior point 
algorithms for solving linear complementarity problems are efficient in some sense. It is an NP-
complete problem to decide whether a matrix belongs to this class. Therefore, we discover new special 
properties of these matrices and develop different techniques to generate such matrices. We build a 
library of sufficient matrices to provide a test set for algorithms solving such linear complementarity 
problems.   
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Abstract: We consider the linear complementarity problem with uncertain data, where un-
certainty is modeled by interval ranges of possible values. Many properties of the problem
(such as solvability, uniqueness, convexity, finite number of solutions etc.) are reflected by the
properties of the constraint matrix. In order that the problem has desired properties even in
the uncertain environment, we have to be able to check them for all possible realizations of
interval data. In particular, we will discuss S-matrix, Z-matrix, copositivity, semimonotonicity,
column sufficiency and R0-matrix. We characterize the robust versions of these properties and
also suggest several efficiently recognizable subclasses.

Keywords: linear complementarity, interval analysis, special matrices, NP-hardness.

1 INTRODUCTION

Linear complementarity problem. The linear complementarity problem (LCP) appears
in many optimization and operations research models such as quadratic programming, bimatrix
games, or equilibria in specific economies. Its mathematical formulation reads

y = Mz + q, y, z ≥ 0, (1)

yT z = 0, (2)

where M ∈ R
n×n and q ∈ R

n are given, and y, z ∈ R
n are unknown vectors. Condition (1) is

linear, but the complementarity condition (2) is nonlinear and makes the problem computa-
tionally hard. The LCP is called feasible if (1) is feasible, and is called solvable if (1)–(2) is
feasible. Basic properties and algorithms for the LCP are described, e.g., in the books [1, 10].

Interval uncertainty. Properties of the solution set of LCP relate with properties of ma-
trix M . In this paper, we study properties of M when its entries are not precisely known, but
we have interval ranges covering the exact values. Formally, a square interval matrix is a set

M := {M ∈ R
n×n; M ≤ M ≤ M},

where M,M ∈ R
n×n, M ≤ M , are given matrices and the inequality is understood entrywise.

The corresponding midpoint and radius matrices are defined as

Mc :=
1

2
(M +M), M∆ :=

1

2
(M −M).

Problem statement. Throughout this paper we consider a class of the LCP problems with
M ∈ M , where M is a given interval matrix. Let P be a matrix property. We say that P
holds strongly for M if it holds for each M ∈ M .

Our aim is to characterize strong versions of several fundamental matrix classes appearing
in the context of the LCP. If property P holds strongly for an interval matrix M , then we are
sure that P is provably valid whatever are the true values of the uncertain entries. Therefore,
the property holds in a robust sense for the LCP problem.
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Notation. Given a matrix M ∈ R
n×n and index sets I, J ⊆ {1, . . . , n}, MI,J denotes the

restriction of M to the rows indexed by I and the columns indexed by J . The identity matrix
of size n is denoted by In, and the spectral radius of a matrix M by ρ(M). The symbol Ds

stands for the diagonal matrix with entries s1, . . . , sn.

2 PARTICULAR MATRIX CLASSES

In the following sections, we consider several classes of matrices appearing in the context of the
linear complementarity problem. We characterize their strong counterparts when entries are
interval valued. Other matrix properties were discussed, e.g., in [3, 5, 6, 8]. In particular, we
leave aside P-matrices, positive definite and positive semidefinite matrices, which were already
studied by many scholars in the interval data context.

We start with two classes that are simple to characterize both in the real and interval case,
and then we discuss the computationally harder classes.

2.1 S-matrix

A matrix M ∈ R
n×n is called an S-matrix if there is x > 0 such that Mx > 0. The significance

of this class is that the LCP is feasible for each q ∈ R
n if and only if M is an S-matrix.

Strong S-matrix property of an interval matrix M ∈ IR
n×n is easy to characterize by the

reduction to the lower bound matrix M .

Proposition 2.1 M is strongly an S-matrix if and only if system Mx > 0, x > 0 is feasible.

Proof. If Mx > 0, x > 0 has a solution x∗, then Mx∗ ≥ Mx∗ > 0 for each M ∈ M . Therefore,
every M ∈ M is an S-matrix. �

2.2 Z-matrix

A matrix M ∈ R
n×n is called a Z-matrix if Mij ≤ 0 for each i 6= j. Z-matrices emerge in

the context of Lemke’s complementary pivot algorithm, because it processes any LCP with a
Z-matrix.

It is easy to see that the strong Z-matrix property reduces to Z-matrix property of the
upper bound matrix M .

Proposition 2.2 M is strongly a Z-matrix if and only if M is a Z-matrix.

2.3 Copositive matrix

A matrix M ∈ R
n×n is called copositive if xTMx ≥ 0 for each x ≥ 0. It is strictly copositive if

xTMx > 0 for each x ≥ 0, x 6= 0. A copositive matrix ensures that the complementary pivot
algorithm for solving the LCP works. A strictly copositive matrix in addition implies that
the LCP has a solution for each q ∈ R

n. Checking whether M is copositive is a co-NP-hard
problem [9].

Proposition 2.3 M is strongly (strictly) copositive if and only if M is (strictly) copositive.

Proof. Suppose that M ∈ M is not copositive. Then xTMx < 0 for some x ≥ 0. However,
xTMx ≤ xTMx < 0, so M is not copositive, too.

Similarly for strict copositivity. �

Since checking copositivity is co-NP-hard, it is desirable to inspect some polynomially
solvable classes of problems. The following is stated for the case Mc = In, but it can be easily
extended to the case when Mc is a diagonal matrix with positive entries since copositivity is
closed under transformation M 7→ DMD, where D is a diagonal matrix with positive entries.
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Proposition 2.4 Let Mc = In. Then

(1) M is strongly copositive if and only if ρ(M∆ +MT
∆) ≤ 2,

(2) M is strongly strictly copositive if and only if ρ(M∆ +MT
∆) < 2.

Proof. (1) By Proposition 2.3, strong copositivity of M is equivalent to 0 ≤ xTMx for each
x ≥ 0, x 6= 0. This inequality draws

0 ≤ xTMx = xT (In −M∆)x = xTx− xTM∆x,

from which

xTx ≥ xTM∆x =
1

2
xT (M∆ +MT

∆)x,

and so

2 ≥
xT (M∆ +MT

∆)x

xTx
.

Now, we take the worst case of the right-hand side

2 ≥ max
x≥0, x 6=0

xT (M∆ +MT
∆)x

xTx
= max

x 6=0

xT (M∆ +MT
∆)x

xTx
= ρ(M∆ +MT

∆),

where we used the Rayleigh–Ritz formula for computing the largest eigenvalue of a symmetric
matrix M∆ +MT

∆. Since the matrix is nonnegative as well, the largest eigenvalue is equal to
the spectral radius [7].

(2) For strict copositivity we proceed analogously. �

2.4 Semimonotone matrix

A matrix M ∈ R
n×n is called semimonotone (an E0-matrix) if the LCP has a unique solution

for each q > 0. Equivalently, for each index set ∅ 6= I ⊆ {1, . . . , n} the system

MI,Ix < 0, x ≥ 0 (3)

is infeasible. By [13], checking whether M is semimonotone is a co-NP-hard problem.

Proposition 2.5 M is strongly semimonotone if and only if M is semimonotone.

Proof. Let M ∈ M be not semimonotone, so (3) has a solution x∗ for some I. Then
M I,Ix

∗ ≤ MI,Ix
∗ < 0, showing that M is not semimonotone, too. The converse direction is

obvious. �

The next result shows a class of interval matrices, for which checking strong semimono-
tonicity can be performed effectively in polynomial time. Notice that semimonotone matrices
are closed under positive row or column scaling, so the result is immediately extended to an
interval matrix M such that Mc is diagonal with positive entries.

Proposition 2.6 Let Mc = In and M∆ > 0. Then M is strongly semimonotone if and only
if ρ(M∆) ≤ 1.

Proof. Let ρ(M∆) ≤ 1. Suppose to the contrary that (3) has a solution x∗ ≥ 0 for some I and
M ∈ M . Denote m := |I|, B := Im −MI,I and ∆ := (MI,I)∆ > 0. By the Perron theory of
nonnegative matrices [7], we have ρ(∆) ≤ ρ(M∆) ≤ 1. The first inequality in (3) then reads
(Im −B)x∗ < 0, where |B| ≤ ∆. From this, we derive x∗ < Bx∗ ≤ ∆x∗. Since x∗ ≥ 0, but not
necessarily positive in all components, we introduce x̃ := x∗ +∆x∗ > 0. Since x∗ < ∆x∗, also
∆x∗ < ∆2x∗, whence

x̃ = x∗ +∆x∗ < ∆x∗ +∆2x∗ = ∆x̃.

By the Perron theory [7], ρ(∆) > 1; a contradiction.
Conversely, suppose that ρ(M∆) > 1. Put I := {1, . . . , n} and M := In −M∆. Let x > 0

be the Perron vector for M∆, that is, M∆x = ρ(M∆)x > x. Then Mx = (In −M∆)x < 0, so
x is a solution to (3). �
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2.5 Column sufficient matrix

A matrix M ∈ R
n×n is column sufficient if for each pair of disjoint index sets I, J ⊆ {1, . . . , n},

I ∪ J 6= ∅, the system

0 6=

(

MI,I −MI,J

−MJ,I MJ,J

)

x ≤ 0, x > 0 (4)

is infeasible. Checking this condition is co-NP-hard [13], which justifies necessity of inspecting
all index sets I, J . Among other properties, column sufficiency implies that for any q ∈ R

n the
solution set of the LCP is a convex set (including the empty set).

Proposition 2.7 M is strongly column sufficient if and only if system

0 6=

(

M I,I −M I,J

−MJ,I MJ,J

)

x ≤ 0, x > 0 (5)

is infeasible for each admissible I, J .

Proof. If M is strongly column sufficient, then (5) must be infeasible, because the matrix
there comes from M . Conversely, if some M ∈ M is not column sufficient, then (4) has a
solution x∗ for certain I, J . Since

(

M I,I −M I,J

−MJ,I MJ,J

)

x∗ ≤

(

MI,I −MI,J

−MJ,I MJ,J

)

x∗,

we have that x∗ is a solution to (5); a contradiction. �

The above results also suggests a reduction to finitely many (namely, 2n) instances.

Proposition 2.8 M is strongly column sufficient if and only if matrices of the form Mss =
Mc −DsM∆Ds are column sufficient for each s ∈ {±1}n.

Proof. If M is strongly column sufficient, then Mss is column sufficient since Mss ∈ M .
Conversely, if M is not strongly column sufficient, then (5) has a solution. However, feasibility
of (5) implies that Mss is not column sufficient for s ∈ {±1}n defined as follows: si := 1 if i ∈ I
and si := −1 otherwise, because

(Mss)I,I = M I,I , (Mss)J,J = MJ,J , (Mss)I,J = M I,J . �

Now we state a polynomially recognizable class. Since column sufficient matrices are closed
under positive row or column scaling, it can be easily extended to an interval matrix M such
that Mc is diagonal with positive entries.

Proposition 2.9 Let Mc = In and M∆ > 0. Then M is strongly column sufficient if and only
if ρ(M∆) ≤ 1.

Proof. Let ρ(M∆) ≤ 1. Suppose to the contrary that (4) has a solution x∗ > 0 for some
I, J and M ∈ M . Denote K := I ∪ J , m := |K| and ∆ := (MK,K)∆. By the Perron
theory of nonnegative matrices [7], we have ρ(∆) ≤ ρ(M∆) ≤ 1. Next, (4) can be written
as (Im − B)x∗ ≤ 0, where |B| ≤ ∆. From this x∗ ≤ Bx∗ ≤ ∆x∗, but x∗ 6= ∆x∗. Denote
x̃ := x∗ +∆x∗ > 0. Since ∆x∗ < ∆2x∗ in view of ∆ > 0, we have

x̃ = x∗ +∆x∗ < ∆x∗ +∆2x∗ = ∆x̃.

By the Perron theory again, ρ(∆) > 1; a contradiction.
Conversely, suppose that ρ(M∆) > 1. Consider I := {1, . . . , n}, J := ∅ and M := In −

M∆ ∈ M . Let x > 0 be the Perron vector for M∆, that is, M∆x = ρ(M∆)x > x. Then
Mx = (In −M∆)x < 0, so x is a solution to (4). �
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2.6 R0-matrix

A matrix M ∈ R
n×n is an R0-matrix if the LCP with q = 0 has the only solution x = 0.

Equivalently, for each index set ∅ 6= I ⊆ {1, . . . , n}, the system

MI,Ix = 0, MJ,Ix ≥ 0, x > 0 (6)

is infeasible, where J := {1, . . . , n} \ I. Checking R0-matrix property is co-NP-hard [13]. If M
is an R0-matrix, then for any q ∈ R

n the LCP has a bounded solution set.

Proposition 2.10 M is strongly R0-matrix if and only if system

M I,Ix ≤ 0, M I,Ix ≥ 0, MJ,Ix ≥ 0, x > 0 (7)

is infeasible for each admissible I, J .

Proof. M is not strongly an R0-matrix if and only if there are I, J and M ∈ M such that (6)
is feasible. It is known [2, 4] that (6) is feasible for some M ∈ M if and only if (7) is feasible,
from which the statement follows. �

Despite intractability in the general case, we can formulate a polynomial time recognizable
sub-class. Since R0-matrices are closed under positive row scaling, so the result analogously
holds for an interval matrix M such that Mc is diagonal with positive entries.

Proposition 2.11 Let Mc = In and M∆ > 0. Then M is strongly an R0-matrix if and only
if ρ(M∆) < 1.

Proof. If ρ(M∆) < 1, then by [7] also ρ((MI,I)∆) ≤ ρ(M∆) < 1 for each I. By the condition
from [11], every MI,I ∈ M I,I is nonsingular, so the system MI,Ix = 0 has the only solution
x = 0. Thus (6) is infeasible.

Conversely, suppose that ρ(M∆) ≥ 1 and defineM := In−
1

ρ(M∆)M∆. By [12], M is singular

and there is a (Perron) vector x > 0 such that Mx = 0. Putting I := {1, . . . , n} and J := ∅,
we have that (6) is feasible. �

3 CONCLUSION

We analysed important classes of matrices, which guarantee that the linear complementarity
problem has convenient properties related to the structure of the solution set. We characterized
the matrix properties in the situation that input coefficients have the form of compact inter-
vals. As a consequence, we obtained robust properties for the linear complementarity problem:
whatever are the true values from the interval data, we are sure that the corresponding property
is satisfied.

Since many problems are hard to check even in the real case, it is desirable to investigate
some easy-to-recognize cases. We proposed several such cases, but it is still a challenging
problem to explore new ones.
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Abstract: The main research goal of this paper consists in studying characteristics of an effective 
approximate algorithm for min-sum p-location problem, in which the concept of generalized disutility 
is used. The basic idea of the generalized disutility follows from the fact that the nearest located 
service center from any user may be temporarily unavailable due to satisfying previously arisen 
demand for service. Thus, an assumption is made that the service can be provided from more than one 
nearest center. In this paper, we present an approximate solving algorithm, which makes use of a 
uniformly deployed set of the p-location problem solutions. Suggested method connects the mapping 
approach and the incrementing exchange heuristic. Theoretical explanation of the developed approach 
is accompanied here with a computational study on real problem instances obtained from the road 
network of self-governing regions of Slovakia. 
 

Keywords: Location problems, generalized disutility, approximate approach, uniformly deployed set 
of solutions 

 
1 INTRODUCTION 
 
Most of public service design problems with the min-sum objective are modelled using the 
weighted p-median problem model [3, 6, 9, 10, 14, 15]. This approach does not reflect the 
substantial characteristic of the public service systems with random occurring demands, 
which perform as queuing stochastic systems. This way of performance causes that a 
randomly emerged demand is not serviced from the nearest service center, but from the 
nearest available one, which can be much distant from the demand location than the nearest 
center. To comprise the new feature into associated models, notion of generalized disutility 
has been introduced [11, 16]. The generalized disutility is based on estimation of the 
probability that the nearest center, the second nearest center and so on to the r-th nearest 
center are the nearest available centers. Having estimated these probabilities [8], a linear 
integer programming model can be established and the optimal solution of the p-location 
problem with generalized disutility can be found by a common commercial integer 
programming solver (IP-solver) for medium sized instances of the problem [4, 7, 11]. Big 
instances of the problem represent a challenge for professionals and researchers responsible 
for the instance solutions. Due to unpredictable computational time of the branch-and-bound 
based exact method embedded in the commercial IP-solvers, the professionals turn their 
attention to the broad spectrum of heuristic methods [1, 2, 5]. As successfulness of heuristics 
often depends on suitable choice of an initial solution or an initial population, this 
contribution is focused on a study, how the preliminary mapping of a feasible solution set can 
improve performance of a simple incrementing heuristic applied to a design of the public 
service system with generalized disutility. The preliminary mapping will be worked up by a 
uniformly deployed set of p-location problem solutions, construction of which does not 
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depend on particular instance of the problem, but it can be constructed in advance only for p-
location problem parameters. The parameters of the p-locations problems are numbers m and 
p, where m is the number of all possible center locations and p is the number of service 
centers, which should be placed in the set of all possible center locations. 

The remainder of the contribution is assembled in the following way. The next section 
comprises the formulation of the min-sum p-location problem with generalized disutility and 
definition of the uniformly deployed set of the p-location problem solutions. The third section 
deals with the algorithm connecting the mapping approach and the incrementing exchange 
heuristic. The fourth section contains the results of numerical experiments and a comparison 
of the heuristic solutions to the exact ones. Finally, the last section summarizes the obtained 
findings. 
 
2 THE MIN-SUM P-LOCATION PROBLEM WITH GENERALIZED DISUTILITY  
 
The general p-location problem in the set I of m possible center locations numbered by 
integers 1, ..., m can be formulated according to [1, 4, 12] in the form of (1). 
 

  min : ,F P P I P p               (1) 
 

The objective function F(P) is defined by (2) for network distances dij between locations i 
from the set I of possible service center locations and system user location j from the set J of 
users locations, where the weight bj corresponds to the user’s demand. The coefficients qk for 
k=1, …, r are proportional to the probability values that the nearest center, the second nearest 
center and so on to the r-th nearest center are the nearest available centers. In the following 
formula, the denotation mink stands for the k-th minimal value of the set indicated in the 
brackets as introduced in [7, 11]. 

The min-sum problem (1) is a combinatorial problem, which can be studied as a search in 
a subset of m-dimensional hypercube vertices. The distance between two feasible solutions y 
and x represented by m dimensional zero-one vectors can be measured by so called Hamming 
distance defined by (3). We assume that i-th components yi or xi of the vectors y or x 
respectively equal to one, if location i belongs to the set of p selected locations, which 
represents the solution y or x. 

 

 
1

,
m

i i
i

H y x


 y x              (3) 

 
We have to realize that the distance of two feasible solutions of (1) is only even integer 

number ranging from 0 to 2p and the expression p-H(y, x)/2 gives the number of possible 
center locations contained in both solutions. 

Making use of the Hamming metric defined on the set of feasible solutions of the 
discussed p-location problem, the uniformly deployed set of solutions can be defined as such 
maximal subset S of all feasible solution that the inequality H(y, x)h holds for each x, y S. 
It must be noted that formal construction of a maximal uniformly deployed set does not 
depend on the specific instance of the p-location problem, but it depends only on the numbers 

   
1

min :
r

j k k ij
j J k

F P b q d i P
 

    
(2) 
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p, m and h and thus the set can be constructed in advance for a broad class of the p-location 
problems. 

 
3 MAPPING AND INCREMENTING EXCHANGE ALGORITHM 
 
Within this paper, we focused on exploitation of the uniformly deployed set for improvement 
of performance of a simple incrementing heuristic based on search through current solution 
neighborhood. The neighborhood of a current solution is formed by all feasible solutions, 
Hamming distance of which from the current solution is equal to 2. The exchange heuristic 
making use of the best admissible strategy is described below. In the algorithm, a solution x 
is represented by a list of p selected locations, i.e. it contains p subscripts i, for which xi=1 
holds. The algorithm BA starts with an initial solution, which inputs as a list sP. Further in the 
algorithm, the list sP stands for the current solution. The objective function value F(sP) 
computed for the list sP of p selected service center locations is computed  according to (2). 
The set sC is the complement of the set sP in universe I represented by m possible service 
center locations. 
 
Algorithm BA(sP) 
0. Initialize F**=F(sP), F*= F**, sC=I-sP. 
1. {Search through neighborhood of the current solution sP} 

For each pair i, j for isP and jsC perform inspection of the exchange I for j and after all 
inspections have been performed, continue with step 2. 
{Exchange inspection}  
Set sP=(sP-{i}){j}and compute F(sP). 
If F(sP)<F*, then set F*=F(sP) and sP*=sP. 

2. If F**≤ F* then terminate with the resulting solution sP* and its objective function value F*.  
Otherwise, { F**> F* , i.e. the current solution has been improved}  
set F**= F*, sP = sP*, sC=I-sP and go to the step 1. 

 
The time-complexity of the step 1 (Search through neighborhood of the current solution 

sP) is sP*sC=p*(m-p). The number of searched neighborhoods in the run of algorithm 
cannot be estimated, as the algorithm terminates at the state, when the current solution does 
not enable any improvement by exchanging a pair of locations.  

A uniformly deployed set S of the p-location problem solutions obtained in advance by 
arbitrary process can be used for improvement of the above algorithm BA in the following 
way. 

a) Compute F(s) for each sS and determine the s* with the lowest value of (2). 
b) Set sP=s* and perform BA(sP). 

 
The resulting algorithm can be easily generalized by applying the procedure BA to a given 

number of the best solutions of S or the whole algorithm can be repeated for several 
uniformly deployed sets, which can be obtained by permutations of the original numbering of 
the possible service center location set I. 
 
4 NUMERICAL EXPERIMENTS 
 
This section is devoted to the computational study aimed at studying the suggested approach 
from the viewpoint of computational time demands and the solution accuracy. 

The set of used benchmarks was derived from real emergency medical service system 
operating on the road network within the self-governing regions of Slovakia. For each self-
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governing region, i.e. Bratislava (BA), Banská Bystrica (BB), Košice (KE), Nitra (NR), 
Prešov (PO), Trenčín (TN), Trnava (TT) and Žilina (ZA), all cities and villages with 
corresponding number of inhabitants bj were taken into account. The coefficients bj were 
rounded to hundreds. The set of communities represents both the set of users’ locations and 
the set of possible center locations as well. The size of used problem instances is reported in 
the left part of Table 1. The number of possible service center locations is reported in the 
column denoted by |I| and p denotes the number of centers to be located.  

An individual experiment was organized so that the exact solution of the underlying p-
location problem was computed using the radial approach described in [13], first. To obtain 
the exact solution of the problem, the optimization software FICO Xpress 7.3 was used and 
the experiments were run on a PC equipped with the Intel® Core™ i7 5500U processor with 
the parameters: 2.4 GHz and 16 GB RAM. The obtained results are summarized in the 
columns denoted by “Optimal solution”. The column denoted by minSum contains the value 
of objective function (2). Here, the problem (1) was solved for r = 3. As discussed besides in 
[8, 11], three nearest service centers are enough to model real emergency medical service 
system with satisfactory solution accuracy. The associated coefficients qk for k=1 … r were 
set in percentage in the following way: q1 = 77.063, q2 = 16.476 and q3 = 100 - q1 - q2. These 
values were obtained from a simulation model of existing system in Slovakia as described in 
[8]. The computational time in seconds is given in the column denoted by CT [s]. 

The right part of Table 1 is dedicated to the results of suggested approximate solving 
method, which makes use of the uniformly deployed set of solutions. The uniformly 
deployed sets were obtained by previously performed process for the individual problems. 
The process consists of creating an initial uniformly deployed set and then the process 
continues with series of optimization problem solving procedures, when each step either adds 
a new solution to the set or declares that the set is maximal. The cardinalities of the resulting 
individual sets are reported in Table 1 in the column denoted by |S|. The following column 
denoted by bestFit input contains the smallest objective function value computed according 
to (2) for each solution of the uniformly deployed set separately. The resulting objective 
value of the whole approximate solving method, i.e., after the procedure BA was applied on 
the best solution of the set, is reported in the column denoted by bestFit improved. This 
objective function value was compared to the optimal solution by so called gap, which is 
defined as difference of two objective function values and it is usually expressed in 
percentage of the optimal objective function value. Finally, the obtained system design was 
compared to the optimal solution of the p-location problem by the Hamming distance HD of 
associated vectors of location variables. The value of HD was computed according to (3) and 
it is reported to demonstrate the difference between the optimal and heuristic solutions. The 
HD value gives doubled number of service center locations, in which the solutions differ. The 
last column of the table contains the computational time of the heuristic in seconds. 

 
Table 1: Results of numerical experiments for the self-governing regions of Slovakia 

region |I| p 
Optimal solution Usage of even deployment for generalized disutility 

minSum CT [s] |S| bestFit 
input 

bestFit 
improved gap [%] HD CT [s] 

BA 87 14 26650 0.35 23 40057 26649 0.00 0 0.07 
BB 515 36 44752 10.57 172 69435 44751 0.00 0 6.25 
KE 460 32 45588 7.58 60 66219 45719 0.29 10 3.55 
NR 350 27 48940 19.21 83 71869 48940 0.00 2 1.58 
PO 664 32 56704 76.53 232 94706 56847 0.25 12 8.09 
TN 276 21 35275 4.04 137 55657 35274 0.00 0 0.47 
TT 249 18 41338 2.79 212 57510 41338 0.00 0 0.46 
ZA 315 29 42110 2.70 112 62111 42201 0.22 12 1.31 
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5 CONCLUSIONS 
 
The main goal of this paper was to introduce and explore the usage of a uniformly deployed 
set for p-location min-sum problem with generalized disutility. The concept of generalized 
disutility assumes that the service does not have to be necessarily provided from the nearest 
located service center to the system user, but it takes into account more centers. Presented 
results of performed computational study confirm the usefulness of suggested approach. The 
usage of the uniformly deployed set can bring a resulting solution of a satisfactory accuracy 
in very short computational time. Therefore, we can conclude that we have constructed a very 
useful heuristic method for effective and fast p-location problem solving. 

Future research in this field may be aimed at other forms of uniformly deployed set usage 
or better forms of obtaining the initial set of solutions. 
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Abstract: The Fisher type market exchange model (MEM) is a special case of the Arrow-Debreu type 
MEM. In this case, the players are divided into two groups, consumers and producers. Producers sell 
their products for money, and the consumers have an initial amount of money that they can use to buy 
a bundle of goods which maximizes their utility functions. 
In the talk we present different interior point heuristics for the skew-symmetric weighted linear 
complementarity problem (WLCP) introduced by Potra in 2012. The Fisher type market exchange 
model can be considered as a special WLCP, and this way the new algorithms can also be applied to 
the Fisher type MEM. We also present our numerical results and compare them with the interior point 
algorithms introduced by Ye and Potra. 
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Abstract: The paper investigates the properties of veto functions in multiple criteria decision models 
that incorporate utilities and discordance related preferential information. It completes a simulation 
study which aims to assess the influence of risk aversion on the decision by analysing and comparing 
the outcomes of risk averse, risk seeking and risk neutral veto functions in various settings that deal 
with ranking and sorting as well as with complete, weak and partial rank-orders. The obtained results 
indicate that the specification of veto can enhance the efficiency and credibility of decisions. Several 
quality factors improve, including the accuracy and validity of data, ability to discriminate optimal from 
suboptimal alternatives and robustness of judgements. It is shown that different forms of veto produce 
similar results as Rank Order Centroid (ROC) and Rank Sum (RS) surrogate weights, while fully 
compensatory utility models are unable to discriminate alternatives as efficiently. 
 

Keywords: multiple criteria decision analysis, utility theory, veto, ranking, sorting, simulation study. 
 
1 INTRODUCTION 
 
A fundamental and widely applied approach to decision-making is the multi-attribute utility 
theory [7]. It aggregates preferences in the compensatory manner, in contrast to the school of 
outranking [9] which introduces the concepts of constructivism, incomparability and (partial) 
incompensation of preferences. These three phenomena are modelled with regard to the veto 
threshold and have been shown to be useful in various decision-making settings. Some ideas 
have therefore been expressed in the past to introduce the key concepts of outranking into the 
utility theory [10]. Based on these ideas, the utility theory has been extended with the concept 
of veto. Bregar et al. [5] have adopted the veto function from the outranking school in order to 
model full or partial non-compensation of unsatisfactory preferences in ranking and sorting 
problems. Almeida et al. have initially proposed a similar additive-veto approach only for the 
purpose of ranking [2], but have recently applied it to sorting as well [8]. 

Properties of such models have not been extensively and systematically studied yet. For this 
reason, it is the aim of the presented research work to study and analyse the underlying 
methodological foundations and approaches to express non-compensation in the utility based 
multi-criteria decision models, particularly with the focus on the veto criterion, veto function, 
aggregation operators and risk aversion of veto functions. Partial results of the experimental 
study have already been presented in the past [4], but the scope has been limited to ranking, 
additive aggregation and complete rank-orders only. In this paper, the completed research is 
addressed. Different problem solving problematics, aggregation models and types of rank-
orders are considered. The simulation model is extended to deal with (1.) ranking and sorting, 
(2.) additive and multiplicative aggregation operators, and (3.) complete, weak and partial 
rank-orders. Based on the steepness, various shapes of utility and veto functions are assesed 
that exhibit different risk aversion characteristics, ranging from very/slightly risk seeking to 
neutral and slightly/very risk averse. Several specific scenarios are also defined to cope with 
mixed, uniform, conflicting and predominantly good or weak alternatives. The outcomes of 
risk averse, risk seeking and risk neutral veto functions are compared to two standard ordinal 
preference specification methods, i.e. ROC (Rank Order Centroid) and RS (Rank Sum) 
surrogate weights [6], because ROC weights, in particular, are considered to perform highly 
efficiently in terms of the selection of alternatives [1]. To ensure the representativeness of 
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simulation results with regard to the characteristics of decision models that combine utility and 
veto, several evaluation factors are observed that pertain to the standard referential framework 
for the assessment of multi-criteria decision methods and systems [3]. 

The rest of the paper is organised as follows. In Section 2, the key theoretical foundations 
of multi-attribute utility models with veto related preference structures are summarized. In 
Section 3, the simulation based experimental setting is defined. Sections 4 and 5 present the 
results of the simulation study and analyse the properties of models for the problematics of 
ranking and sorting, respectively. Finally, Section 6 concludes the paper. 
 
2 THEORETICAL FOUNDATIONS 
 
Three fundamental principles of outranking may be applied to the utility theory [10]: 

- Constructivism assumes the bounded rationality in which knowledge is subjected to 
limitations. Because judgements are neither totally defined nor stable, people are not 
required to obey axioms that pertain to the dogma of rational behaviour. 

- Incompensation utilizes the veto threshold or function to eliminate alternatives that 
are unacceptably poor with regard to a certain criterion. The original multi-attribute 
utility function cannot prevent the selection of intolerable alternatives because it is 
fully compensatory, so that the deficiency of an alternative on one criterion can be 
compensated by advantages on other criteria. 

- Incomparability assumes that it may be impossible to state for a pair of alternatives 
which one of them is preferred. The rationale is that evaluations can be conflicting as 
they are subjected to imprecision, indetermination and uncertainty. 

Based on these principles, the veto criterion is modelled in accordance with the underlying 
concepts of the utility theory. The veto function 𝑣𝑗(𝑥) is specified by obeying the formal 
axiomatized approach of certain equivalence, so that criterion-wise values of alternatives are 
monotonously projected to the [0, 1] interval. The best unacceptable value is assigned the 
maximal veto of 𝑣𝑗(𝑥′) = 1, while the worst still acceptable value is not subjected to veto, and 
is hence assigned 𝑣𝑗(𝑥′′) = 0. These extreme points determine the standard preference lottery 
𝐿𝑆. The veto degrees of values 𝑥′′ > 𝑥 > 𝑥′ are derived with a sequence of iterative steps, such 
that for each value 𝑥 the decision-maker is indifferent between 𝑥 and 𝐿𝑆 with the probability 
of 𝑝𝑆. In this way, a linear and transitive total order is obtained as is depicted on Figure 1 in 
the general form for the maximized criterion and the risk seeking veto function. The domain 
of veto function is generally not bound by 𝑥′ and 𝑥′′, but by the lower and upper limits of 𝑥𝐿 
and 𝑥𝑈. If 𝑣𝑗(𝑥) = 1, total incompensation occurs (strict veto). If 0 < 𝑣𝑗(𝑥) < 1, 
incompensation is partial (weak veto). 
 

 
 

Figure 1: Specification of the veto function 
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The concept of synthesizing concordance and discordance in ELECTRE type methods [9] is 
adopted to aggregate utility and veto. This allows the effect of veto to reflect incompensation 
on the global level. The operator (3) that aggregates compensatory utilities from equation (1) 
with noncompensatory discordance information from equation (2) multiplies the total utility 
with the product of inverse veto degrees: 

 𝑢(𝑎𝑖) = ∑ 𝑤𝑗𝑢𝑗(𝑎𝑖)𝑗=1..𝑛 , (1) 

 �̃�(𝑎𝑖) = ∏ (1 − 𝑣𝑗(𝑎𝑖))𝑗=1..𝑛 , (2) 

 𝜎(𝑎𝑖) = 𝑢(𝑎𝑖)�̃�(𝑎𝑖). (3) 

Based on the 𝜎(𝑎𝑖), 𝑢(𝑎𝑖) and �̃�(𝑎𝑖) values, alternatives may be rank ordered or sorted into 
predefined classes. A partial rank order is obtained according to equations (4) to (6). In the 
case of sorting, an alternative may be either assigned to a certain class according to equation 
(7) or incomparable with this class with regard to equation (8): 

 𝑎𝑃𝑏 ⟺ (𝑢(𝑎) > 𝑢(𝑏)) ∧ (�̃�(𝑎) > �̃�(𝑏)), (4) 

 𝑎𝐼𝑏 ⟺ (𝑢(𝑎) = 𝑢(𝑏)) ∧ (�̃�(𝑎) = �̃�(𝑏)), (5) 

 𝑎𝑅𝑏 ⟺ (𝑢(𝑎) > 𝑢(𝑏) ∧ �̃�(𝑎) < �̃�(𝑏)) ∨ (𝑢(𝑎) < 𝑢(𝑏) ∧ �̃�(𝑎) > �̃�(𝑏)), (6) 

 𝑎 ∈ 𝐶 ⟺ (𝜎(𝑎) ≥ 𝑢−(𝐶)) ∧ (𝜎(𝑎) < 𝑢+(𝐶)), (7) 

 ∀𝐶: 𝑎𝑅𝐶 ⟺ (𝑢(𝑎) ≥ 𝑢−(𝐶)) ∧ (𝜎(𝑎) < 𝑢−(𝐶)). (8) 

In equations (1) to (8), 𝜎(𝑎𝑖) represents the overall evaluation of the i-th alternative, 𝑢(𝑎𝑖) 
total utility, �̃�(𝑎𝑖) total inverse veto, 𝑢𝑗(𝑎𝑖) partial criterion-wise utility, 𝑣𝑗(𝑎𝑖) criterion-wise 
veto and 𝑤𝑗 criterion weight. Alternatives are denoted with 𝑎, 𝑏 and 𝑎𝑖, while 𝐶 represents a 
single ordered category/class. Its upper and lower limits are 𝑢+(𝐶) and 𝑢−(𝐶), respectively. 
Finally, 𝑃, 𝐼 and 𝑅 denote the relations of preference, indifference and incomparability. 

Several distinctions between the ordinary criterion and the veto criterion can be observed. 
The first has a relative compensatory effect, exhibits positive characteristics that should be 
maximized, and is modelled locally on various hierarchical levels of the criteria structure. The 
latter has an absolute noncompensatory effect, shows negative characteristics that should be 
minimized, and is modelled globally on the highest level. Details on the comparison are 
available in the literature [4, 5]. 
 
3 SIMULATION BASED EXPERIMENTAL SETTING 
 
The experimental model extends and completes the model from our previous research study 
[4]. In this follow up study, different problem solving problematics, aggregation models and 
types of rank-orders are considered. The model is hence extended to deal with (1.) ranking and 
sorting, (2.) additive and multiplicative aggregation operators, and (3.) complete, weak and 
partial rank-orders. To ensure the representativeness of simulation results with regard to the 
characteristics of decision models that combine utility and veto, several evaluation factors are 
observed that pertain to the standard referential framework for the assessment of multi-criteria 
decision methods and systems [3]. 

The accuracy and validity of results is assessed based on the assumption that alternatives 
must be efficiently discriminated. It is therefore observed to what extent alternatives differ in 
preferability. The higher the differences between evaluations of alternatives are, the richer is 
the discriminating information. It ensures that a small subset of optimal alternatives can stand 
out. It is essential that evaluations are rich enough, but not too extreme. Several metrics are 
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applied, such as minimal and maximal assessments of alternatives, distance from the best to 
the second best alternative and distance from the best alternative to all other alternatives. 

The second observed evaluation factor is the robustness. The main issue is, whether the 
robustness deteriorates when veto functions are introduced. In addition to distances between 
alternatives, perturbations in rank orders of alternatives and in assignments of alternatives to 
categories are measured with two metrics. The weighted distance calculates cardinal ranks, 
while the Kemeny-Snell distance quantifies relations with the values of –1, 0 and 1. 

The simulation model has the following input parameters: 
- The number of utility criteria is fixed to 10, while the number of veto criteria is set to 

2 or 5. Similarly, the number of alternatives may be 5 or 10. 
- All criteria are maximized on the fixed interval of [0…100]. 
- Criteria-wise values of alternatives are sampled in each simulation trial from the 

uniform probability distribution on the [0…100] interval. 
- Limits of utility and veto functions are sampled from the uniform probability 

distributions, such that 𝑢𝑚𝑖𝑛 ∈ [0…40], 𝑢𝑚𝑎𝑥 ∈ [60…100], 𝑣𝑚𝑖𝑛 ∈ [0…20], 
𝑣𝑚𝑎𝑥 ∈ [30…50], 𝑢𝑚𝑖𝑛 < 𝑢𝑚𝑎𝑥, 𝑣𝑚𝑖𝑛 < 𝑣𝑚𝑎𝑥 and 𝑣𝑚𝑎𝑥 < 𝑢𝑚𝑎𝑥. 

- Shapes of utility and veto functions reflect the risk aversion characteristics. They are 
determined by the exponent or linear coefficient, which implies the steepness. 

- The decision-making problematics may pertain to ranking or sorting. 
- Complete/weak (preference and indifference only) or partial (incomparability) rank-

orders are inferred. 
Based on the steepness, various shapes of utility and veto functions are assessed that exhibit 
different risk aversion characteristics, ranging from very/slightly risk seeking to neutral and 
slightly/very risk averse. Figure 2 shows the exponential veto functions which are aggregated 
in the simulation model. These functions are scaled in each simulation trial according to the 
sampled 𝑣𝑚𝑖𝑛 and 𝑣𝑚𝑎𝑥 thresholds. Linear functions are not presented on this figure although 
they are used in the experiments as well. 
 

 
 

Figure 2: Risk averse (left) and risk seeking (right) veto functions 
 
Because the simulation model is relatively complex, several specific scenarios are defined to 
reduce the complexity and to cope with mixed, uniform, conflicting and predominantly good 
or weak alternatives. The scenarios are: 

- scenario 1: 5 alternatives, 10 utility criteria, 5 veto criteria; 
- scenario 2: 10 uniform alternatives, 10 utility criteria, 2 veto criteria; 
- scenario 3: 10 uniform alternatives, 10 utility criteria, 5 veto criteria; 
- scenario 4: 10 mixed alternatives (very good, moderately good, uniform, moderately 

weak and conflicting), 10 utility criteria, 5 veto criteria; 
- scenario 5: 10 predominantly good alternatives, 10 utility criteria, 5 veto criteria; 
- scenario 6: 10 conflicting alternatives (they perform well according to a small subset 

of criteria and poorly according to a disjunctive subset of other criteria), 10 utility 
criteria, 5 veto criteria. 

518



Since it is difficult to objectively assess the efficiency of approaches without an appropriate 
benchmark, the outcomes of risk averse, risk seeking and risk neutral veto functions are 
compared to two standard ordinal preference specification methods – ROC and RS surrogate 
weights. These weights are computed with equations (9) and (10), respectively [6]: 

 𝑤𝑖(𝑅𝑂𝐶) =
1

𝑛
∑

1

𝑗𝑗=𝑖..𝑛 , (9) 

 𝑤𝑖(𝑅𝑆) =
2(𝑛+1−𝑖)

𝑛(𝑛+1)
. (10) 

 
4 PROPERTIES FOR THE CASE OF RANKING 
 
Figure 3 shows the average evaluations of alternatives with regard to different ranks. The x-
axis presents the ranks of 10 alternatives, while the y-axis refers to the overall evaluation of 
each alternative, which is either based strictly on utilities or combines (aggregates) criterion-
wise utilities and degrees of veto. It can be observed that the effect of veto is reflected in the 
assessments of alternatives. The risk seeking veto clearly exhibits the highest discrimination 
power and consequently also the most intense extremeness. Particularly in scenario 3, only the 
best ranked alternative is good enough to be selected for implementation. Veto always causes 
a deterioration of alternatives compared to strict utility, regardless of the risk aversion form. 
 

 
 

Figure 3: Average evaluations of alternatives in different ranks for scenario 2 (left) and scenario 3 (right) 
 
A more credible interpretation of the effect of veto may be given if the results are compared to 
a standard benchmark. It is shown on Figure 4 that very risk averse veto produces similar 
results as RS weights, while other forms of veto approach ROC weights. On the other hand, 
fully compensatory (utility only) models are unable to discriminate alternatives as efficiently 
as either ROC or RS weights. 
 

 
 

Figure 4: Comparison to ROC weights (left) and RS weights (right) 
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Figure 5 indicates that the evaluation of the optimal alternative is considerably more robust if 
the non-compensatory veto based preferential information is incorporated in the decision 
model than in the case when only fully compensatory utility functions are modelled. This is in 
accordance with the perturbations in rank orders of alternatives that occur when veto functions 
are introduced. The Kemeny-Snell distances between fully compensatory (utility only) and 
partially non-compensatory (utility and veto combined) rank orders are 0.290 and 0.350 for the 
risk averse and risk seeking veto, respectively. The weighted distances are similar with the 
values of 0.267 and 0.404. These differences appear reasonable considering the fact that new 
preferential information is added. As expected, they are the highest for the risk seeking veto. 
 

 
 

Figure 5: Average distances between evaluations of alternatives for the case of ranking 
 
Partial rank-orders with incomparability relations are also considered in the simulation study. 
The results are presented on Figure 6. It can be seen from the incomparability count indicator 
on the left graph that the number of incomparability relations increases to a certain point as 
ranks deteriorate. From this point onward, the trend reverses so that incomparabilities begin to 
decrease again. The interpretation is that the best ranked alternative exhibits the fewest 
incomparabilities. This is an important strength that clearly separates the optimal alternative 
from the other suboptimal ones. The worst ranked alternative also appears to be in relatively 
few incomparability relations. This is a consequence of a high veto to which it is subjected as 
is evident from the right graph. It is hence strongly inferior to all other alternatives, but it is 
interesting to note that the worst alternative is mainly incomparable to the best ranked ones. 
 

 
 

Figure 6: Average incomparability indicators (left) and average veto (right) 
 
5 PROPERTIES FOR THE CASE OF SORTING 
 
In the case of sorting decision-making problematics, a similar pattern may be observed as in 
the case of ranking. Models that incorporate veto functions with various risk attitudes have a 
higher discriminating power than models that are based on utility functions only. When veto is 
applied, one or two optimal alternatives are clearly and unambigously assigned to the best or 
second best category, depending on the simulation scenario. They stand out in comparison to 
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other suboptimal alternatives, which quickly deteriorate and are mostly sorted into several 
worst classes. The more risk seeking the veto is, the more evident this characteristic becomes. 
In contrast, alternatives are sorted very similarly into a few adjacent categories if the decision 
model considers and aggregates only utilities. This characteristics can be derived from Figure 
7. Moreover, only a couple of good or average categories are predominantly occupied by the 
utility based assessments according to Figure 8. On the other hand, the assignments are more 
uniformly distributed when veto is applied. One or two alternatives are sorted into each class 
in the latter case, which makes the decision considerably easier and more transparent. The 
exception is the worst category that contains a higher number of alternatives. However, these 
are unacceptable alternatives which may be objectively disregarded by the decision-maker. 
 

 
 

Figure 7: Categories of alternatives for scenario 3 (left) and scenario 5 (right) 
 

 
 

Figure 8: Average number of alternatives in different categories for scenario 3 (left) and scenario 5 (right) 
 
Figure 9 presents the average distances between the category of the best alternative and the 
categories into which the other suboptimal alternatives are sorted. It can be concluded that the 
decision is more robust if veto is modelled and aggregated into the overall evaluations of 
alternatives. 
 

 
 

Figure 9: Average distances between categories of alternatives for the case of sorting 
 
6 CONCLUSION 
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The main contribution of the presented work pertains to the investigation and evaluation of 
properties of veto functions in multi-criteria decision models that incorporate utilities as well 
as discordance related information. The obtained results indicate that the specification of veto 
can enhance the efficiency and credibility of decisions irrespective of the decision-making 
problematics. Several quality factors improve, such as the accuracy and validity of results, 
ability to discriminate optimal from suboptimal alternatives, and robustness of judgements. 
This is a consequence of the fact that additional preferential information on veto structures 
increases the expressiveness and completeness of quantitative models. 
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Abstract: Ventilator-associated pneumonia is associated with avoidable costs and negative patient 
outcomes. In this paper, a qualitative multi-attribute risk assessment model for ventilator-associated 
pneumonia is presented. The model is based on the DEX methodology and was developed by a group 
of clinical experts. It was preliminarily tested by nurses to evaluate 10 patients in a hospital setting. In 
the future we intend to test the proposed model extensively on adequate number of practical cases. The 
model detects susceptible patients or poor implementation of recommended preventive measures. It 
helps to identify good practices and vulnerable patients. This way it may help ensure better distribution 
of resources and staff for effective ventilator-associated pneumonia prevention strategies. 
 

Keywords: decision support, health care, ventilator-associated pneumonia, DEX  
 
1 INTRODUCTION 
 
Ventilator-associated pneumonia (VAP) is one of the most common infections in intensive care 
units, that is followed by urinary tract infections and bloodstream infections associated with 
central venous catheters [7]. The infection of the lungs that develops at least 48 hours after the 
intubation or beginning of mechanical ventilation is to be classified as VAP [10, 11]. Acquiring 
VAP is closely associated with microaspiration of oropharyngeal and gastric secretions, 
making the use of appropriately designed tracheal tubes, adequate cuff pressure management 
techniques and subglottic drainage important strategies in prevention of VAP in intensive care 
units [16, 20].  

Besides cost associated with prolonged stay in intensive care units of about 5 to 7 days [12], 
VAP is also associated with increased mortality of hospitalized patients. A large-scale record 
analysis study that included 4479 patients estimated that in intensive care units somewhere 
between 1.6 – 7.0 % of deaths on day 30 and between 2.5 - 9.1% of deaths on day 60 can be 
attributed to VAP [3], however studies vary in results. Estimated reports of mortality attributed 
to VAP range from 20 – 76%, while VAP mortality related to resistant bacteria are estimated 
even higher. Reasons for discrepancies could be a lack of uniform methodological research 
approaches and rigorous diagnosis protocols [13]. 

Efforts for accurate and timely diagnosis of VAP are important to reduce associated 
mortality and additional costs. Therefore, numerous strategies have been employed for more 
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effective VAP surveillance in clinical environments. Regular monitoring of specific 
biomarkers like C reactive protein (CRP) and procalcitonin (PCT) are used in diagnosing and 
predicting VAP [15, 18, 19]. Data analysis gathered by modern electronic documentation 
systems offers a novel approach in monitoring various healthcare-associated infections in 
intensive care units [6]. For example, a protocol developed in 2013 by a National Healthcare 
Safety Network work group (NHSN) for daily VAP surveillance can be electronically 
implemented. The NHSN protocol was designed to sidestep subjectivity and shift the focus 
away from VAP to include other relevant ventilator-associated complications in order to 
simplify the reporting process and reduce variability in VAP surveillance [21]. Parameters such 
as a minute-to-minute ventilator settings, antibiotic use, microbiology data, and clinical 
characteristics are used in electronically supported VAP surveillance [14]. 

Nurses in intensive care units regularly monitor parameters associated with increased risk 
of developing VAP. However, no significant body of research was found regarding the 
systemic use of nursing specific data for systematic prevention and timely discovery of VAP. 

The aim of presented study was to develop a multi-attribute decision model to assess risk of 
VAP of an individual patient by continuously evaluating consistency of preventive measures 
conducted by staff and to identify risk factors for VAP acquisition. The approach also embraces 
nursing specific data to enable better integration of nursing science and enhance 
interdisciplinary cooperation needed for tackling complex modern health care problems such 
as VAP. 

 
2 METHODS 
 
A systematic review of literature was used to identify the most crucial studies and guidelines 
related to VAP risk factors and corresponding preventive measures. A synthesis of identified 
VAP care bundles was done and is in depth described elsewhere [8]. In our previous work these 
findings were included in a multi-attribute risk assessment model heavily reliant on consistency 
of preventive measures implementation [9]. In this paper we aim to improve this concept by 
including additional necessary attributes to identify patients that are more susceptible to VAP, 
even in cases when all necessary preventive measures are taken.  

Parameters that were identified as relevant were included in the risk assessment model using 
the DEX methodology. The designed model uses qualitative – descriptive value domains to 
describe evaluation of patients. 

DEX methodology belongs to the multi-attribute utility theory. Attributes have qualitative 
value domains and therefore such models classify alternatives into classes. Attributes are 
structured into a hierarchical tree. Options are firstly described by leaves in tree of attributes. 
Secondly, the values of aggregated attributes, which lie above them, are calculated according 
to their utility functions, which are presented as a set of simple if-then rules. This differs from 
the usual weighting sum models in a way, that weights of attributes are not pre-fixed, but may 
depend on the values of attributes. For example, a very negative value may be more important 
than positive values of the same attribute. This methodology is included in a MS Windows 
based software titled DEXi, that was used in our study. [5, 4] 

The presented risk assessment model includes risk factors and preventive measures as 
attributes. The goal of the risk assessment process is to evaluate the overall risk of developing 
VAP for a specific patient. 

 
3 RESULTS 
 
The designed multi-attribute risk assessment model consists of two main sections for assessing 
preventive measures and patient related attributes. The tree of attributes has 17 final attributes 
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and 11 aggregated attributes. Hierarchical structure of the designed model is presented in 
Figure 1. 
 

 
 

Figure 1: Tree of attributes of a multi-attribute risk assessment model for developing VAP. 
 

Since not all attributes contribute to the estimated risk equally, utility functions for individual 
attributes were assigned. Overall estimated risk for development of VAP is derived from the 
level of preventive measures implementation and patient specific attributes that contribute to 
increased risk for developing VAP. Figure 2 represents how estimated risk differs if stricter 
preventive measures are implemented for the same patient. It considers patient-specific data 
and its evaluation and shows the expected added value of stricter measures. 
 

 
 

Figure2: Estimation of risk for two patients, with identical patient related attributes, that differ in implemented 
preventive measures attributes. 
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Similarly, the designed model can depict differences among patients that differ in their own 
specific susceptibility. Figure 3 represents how estimated risk between two patients differs 
based on patients’ related factors, while identical preventive measures are implemented. This 
use of the model helps us identify patients with higher risk for developing VAP in a setting of 
comparable preventive measures. The designed multi-attribute risk assessment model can 
distinguish among different levels of estimated risk even when uniform preventive measures 
are implemented. It can be used to estimate differences in the risk for developing VAP and to 
identify most susceptible patients. 
 

 
 

Figure 3: Estimation of risk for two patients with identical implementation of preventive measures attributes 
that differ in their patient related attributes. 

 
The designed multi-attribute decision aims to distinguish different levels of estimated risk even 
when uniform preventive measures are implemented to identify patients most with highest risk 
of developing VAP. 
 
4 DISCUSSION 
 
Preventing and monitoring VAP in intensive care units is vital for prevention of avoidable costs 
and decreasing patient mortality. Significant effort is being invested in developing VAP 
prevention strategies that aim to maximize preventive behaviour among staff. Although 
necessary, this approach has limited effect on account of difficult implementation and low staff 
adherence. Educational activity to promote preventive measures can lead to better 
implementation, however some studies report limited effects and stress the importance of 
workload reduction [1]. Our study focuses on identifying patients with higher risk of 
developing VAP that could prevent infections and support more effective VAP surveillance. 

Contemporary approaches in VAP preventive measures are focused on bundle 
implementation approach that assumes identical lists of preventive measures to be 
implemented universally, not specific to individual patients [2, 17]. Our previous efforts to 
identify susceptible patients was heavily reliant on identifying weaknesses in preventive 
measures implementation. This approach is subsequentially appropriate for identifying poor 
preventive measure practices but less sensitive in identifying high risk patients. The newly 
presented model considers both preventive measures implementation and patient specific 
attributes. The model can therefore be more beneficial for detecting susceptible patients, when 
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identical or similar preventive measures are implemented. Furthermore, the structure of the 
model can be used to identify specific attributes that contribute to individuals’ increased 
susceptibility. This information is vital for targeted activities for reducing the risk of VAP. 

Data required for risk estimation may be collected daily with minimal additional effort, 
since the model is heavily reliant on nursing care specific observations. Although manual input 
of data is sufficient, automatic gathering and analysis of data in collusion with modern 
electronic documentation practices is optimal. This way nurses and physicians could gain 
access to a daily in dept assessment of risk and adjust patient’s medications or planed nursing 
care interventions to rationally and efficiently improve patient care. 

This is a novel approach that could promote a more continuous VAP surveillance and 
include previously poorly utilized data. At this stage of model development, empirical data was 
not yet analysed to determine usefulness in clinical environment, which is the main limitation 
of our study. Future work on this topic should therefore be focused on empirical research and 
decision model modifications to ensure adequate validity. It is also important to consider that 
VAP prevention is a uniquely interdisciplinary field that should include continuous efforts of 
nurses, medical professionals and respiratory physiotherapists to ensure optimal results. 

 
5 CONCLUSION 
 
The presented multi-attribute decision model is focused on nursing specific data and presents 
a novel method in VAP surveillance. Simplicity of data gathering enables continuous VAP 
surveillance with reasonable additional effort. Empirical research and interdisciplinary 
cooperation should be applied to fully develop the potential of this approach. 
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Abstract: The Malmquist productivity index (MPI), which is essentially the ratio of 
the efficiencies in two periods, can be used to measure the performance improvement 
of a production unit. Under uncertain conditions, such as predicting future demand, 
estimating missing data, or describing human judgment, observations become 
imprecise, and the associated MPI is also imprecise. This paper presents a 
methodology for measuring the MPI under uncertainty, where the imprecise 
observations are represented by intervals. A pair of two-level programming models is 
developed for calculating the lower and upper bounds of the interval-valued MPI. By 
structuring the two-level programming problem as an unconstrained nonlinear 
programming problem with bounded variables, the interval-valued MPI can be 
calculated.  
 

Keywords: Malmquist productivity index; two-level programming; interval-valued 
data 

 
1 INTRODUCTION 
 
The Malmquist productivity index (MPI) is an effective measure of changes in the 
efficiency of a unit in different periods. Conceptually, the MPI is the ratio of the 
efficiencies in two periods, which can be calculated from DEA programs. Numerous 
studies concerning the methodology and application of DEA have been published. In 
the real world, however, there are uncertain factors which prevent precise 
measurements. For example, when an event has not occurred yet, the data must be 
predicted in advance. A similar case is that the data is missing, and must be estimated. 
There are also cases where uncertainty is due to human judgment; such as when rating 
the service quality of a company. In all these cases, the observations collected are 
imprecise. 

Several approaches have been proposed to handle such cases. The most common 
one is to assume the data are stochastic, obeying specific probability distributions. A 
relaxed version of this stochastic approach is to represent the data by intervals, 
without requiring knowledge of the distribution. Of all these approaches, intervals are 
probably the easiest, and also the most intuitive, as larger intervals imply less 
precision. 

When the imprecise data is represented by intervals, the resulting efficiencies and 
MPIs have the same characteristic. Although the MPI is the ratio of efficiencies, the 
interval-valued MPI cannot be obtained directly as the ratio of efficiency intervals. 
The objective of this paper is thus to develop models to calculate the MPI with 
imprecise data, where the imprecise observations are represented by intervals.   
 
2 CONVENTIONAL MPI 
 
Let t

jX =( t
jX1 ,…, t

mjX ) and t
jY =( t

jY1 ,…, t
sjY ) denote the input and output vectors, 
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respectively, of the jth DMU, j=1,…, n, in period t. The output-oriented efficiency of 
the kth DMU under the assumption of variable returns to scale (VRS), ),( t

k
t
k

tE YX , 
can be measured via the following model (Cooper, Seiford, & Tone, 2000): 
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This model is able to identify non-dominated DMUs and the associated production 
frontier.  

The efficiency of the kth DMU in period t+1 based on the production technology 
of period t is: 
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where 1t
kX  and 1t

kY  are the input and output vectors, respectively, of DMU k in 
period t+1. 

Since the MPIs calculated by using periods t and t+1 as the base period are 
probably different, Färe et al. (1994) suggested using the geometric mean of the two 
measures as the MPI. That is, 
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 (3) 

They also assumed constant returns to scale in calculating efficiencies, and the MPI 
was decomposed to provide economic meaning. Since the focus of this paper is not on 
the decomposition of MPI, the more general DEA model under the assumption of 
VRS is used. When the observations X and Y have interval values, the feasible region 
for them is a hyper-rectangle, which is a convex and compact set, and the objective 
function will be continuous. Therefore, the MPI will also have interval values.  
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3 TWO-LEVEL PROGRAMMING APPROACH 
 

The interval MPI has the following form: 
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  in Equation (4) have interval values, and the mathematical operations 
involved in Equation (4) for interval values, namely division and square root, are not 
defined. Therefore, kIPM
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methods, and other methods must be devised. 

Let p
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interval-valued data, where the values in the square brackets are the lower and upper 
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 (5b) 

These are a special type of two-level programming models. At the first level, the 
values of p

ijx  and p
rjy  which produce the minimum (or maximum) for the program 

at the second level are sought. For each set of p
ijx  and p

rjy  values specified at the 
first level, the second-level program calculates the reciprocal of four types of 
efficiency. Once (MPIk)L and (MPIk)U are calculated, the interval MPI, kIPM


, is 

obtained. 
The second-level program of Models (5a) and (5b) is a complicated function of 
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p
ijx  and p

rjy , which involves the calculation of four DEA programs. Although the 

form of this function is not known, its value can be calculated once a set of p
ijx  and 

p
rjy  values is provided. This problem can thus be considered as an unconstrained 

nonlinear program with bounded variables of the following form: 
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)(MPI
 

s.t. Lp
ijX )(  p

ijx  Up
ijX )( , i=1,…, m; j=1,…, n; p=t, t+1 (6) 

 Lp
rjY )(  p

rjy  Up
rjY )( , r=1,…, s; j=1,…, n; p=t, t+1 

The function form of MPIk is not known, yet its value can be calculated by solving 
four DEA programs. 

To solve Model (6), one can start with a feasible point, for example, the center of 
the feasible region, {[ Lp

ijX )( + Up
ijX )( ]/2, [ Lp

rjY )( + Up
rjY )( ]/2}. This process is 

continued until two consecutive trial points are close enough. To accelerate the 
convergence, a quasi-Newton modification of the search direction, such as with the 
DFP or BFGS formula (Fletcher 1987), can be incorporated into the algorithm. The 
basic algorithm is as follows. 
 
Step 1 Initialization 

1.1 Set ( )0(x , )0(y ) to the center point, (( LX + UX )/2, ( LY + UY )/2), step=c, n=0. 
1.2 Calculate )(( nf x , )(ny ), approximated by the central difference. 
1.3 Set )(nH =I, )(nd = )(( nf x , )(ny ) ( )(nd = )(nd  for minimization). 

 
Step 2 Termination check 

If || )(nd || < , then terminate, with MPI= f( )(nx , )(ny ); otherwise, continue Step 3. 
 
Step 3 Line search 

3.1 Set ( )0(x̂ , )0(ŷ )=( )(nx , )(ny ), k=0. 
3.2 Set ( )1(ˆ kx , )1(ˆ ky )=( )(ˆ kx , )(ˆ ky )+step )(nd  
3.3 Boundary check 

If )1)((ˆ kp
ijx < ( )( )p L

ijX , then set )1)((ˆ kp
ijx = ( )( )p L

ijX ,  i, j, p 

If )1)((ˆ kp
ijx > ( )( )p U

ijX , then set )1)((ˆ kp
ijx = ( )( )p U

ijX ,  i, j, p 

If )1)((ˆ kp
rjy < ( )( )p L

ijX , then set )1)((ˆ kp
rjy = ( )( )p L

ijX ,  r, j, p 

If )1)((ˆ kp
rjy > ( )( )p U

ijX , then set )1)((ˆ kp
rjy = ( )( )p U

ijX ,  r, j, p 

If any of the above conditions occur, then set ( )1( nx , )1( ny )=( )1(ˆ kx , )1(ˆ ky ), 
n=n+1, and go to Step 1.2; otherwise, calculate f( )1(ˆ kx , )1(ˆ ky ) and continue 
Step 3.4. 

3.4 If f( )1(ˆ kx , )1(ˆ ky )>f( )(ˆ kx , )(ˆ ky ) (replace “>” with “<” for minimization), then set 
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step=2 step, k=k+1 and go to Step 3.2; otherwise, set ( )1( nx , )1( ny )=( )(ˆ kx , )(ˆ ky ) 
and continue Step 4. 

 
Step 4 Direction generation 

4.1 Calculate g= )1((  nf x , )1( ny ) )(( nf x , )(ny ),z=( )1( nx , )1( ny ) )(( nx , )(ny ), 

)1( nH = 
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t

gz
gzI + t
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gz
gz



 . 

4.2 Calculate )1( nd = )1((  nf x , )1( ny ) )1( nH ( )1( nd = )1( nd  for minimization). 
4.3 Set n=n+1 and go to Step 2. 

 
4 CONCLUSIONS 
 
The Malmquist productivity index (MPI) measures changes in the efficiency of DMU 
between two periods. Conventionally, it is applied to cases where the observations 
have precise values. This paper discusses imprecise cases where the observations are 
represented by intervals. By formulating the problem as a pair of two-level programs 
to represent the lower and upper bounds of the interval MPI, the problem becomes an 
unconstrained nonlinear program with bounded variables, and can then be solved 
fairly easily. This paper uses intervals to describe imprecise condition, and 
representing uncertain values by intervals produces results that are more informative 
than those obtained from observations represented by estimated precise values.  
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Abstract:  Usually in multi objective programming problems the set of solutions may be large and a 
question, which solution should be taken, is very important in practical situations. Therefore it is 
necessary to clearly state additional properties the chosen solution should have. In the paper we propose 
some sustainable principles which are naturally imposed by the practical problems which can be stated 
in the form of multi objective programming problems. We present a simple numerical method which is 
based on these principles and which yields the solution with desired properties. The method respects 
the priorities and aspirations of decision makers and enables iterations of the obtained solution.   
 

Keywords: decision making; multi objective programming problem; priority, aspiration, iteration.  
 
1 INTRODUCTION 
 
A problem where several decision makers (players) try to optimize their utilities at the same 
time and on the same constraint set (budget) is well known as the multiple objective 
programming problem (MOPP) or multiple level programming problem (MLPP) if the players 
belong to different levels. Although there are many approaches and methods for solving MOPP 
and MLPP in the literature, there still remains unsatisfactory moments both from theoretical 
and practical aspects. Many methods involve complicated solving procedure which can be 
hardly understood and trusted by the players, the obtained solution (especially in MLPP) is 
often inefficient and/or unsatisfactory and useless (one player gets everything while the other 
gets nothing) etc. In the paper we present a simple numerical method which reflects the very 
nature of the problem.  

Very often in practice players are not equal. They make decisions with different authorities. 
Some of them may be subordinate or superior to the other(s). Such situations are regularly 
encountered in everyday business life: employer and employee, seller and buyer, banker and 
client etc., as well as in everyday ordinary life: teacher and student, parents and children, young 
and old etc. Moreover, almost every institution is organized hierarchically. We see such level 
based structure everywhere: in education, politics, government and administration in general, 
business, companies, banks and economy in general, etc., up to sport, show business, art and 
ordinary social life. Mainly, such structure is necessary for normal functioning of institutions. 
According to the role in the hierarchy, each level has certain rights, importance, influence or 
limits which are regularly measured and quantified as stage, degree, weight, price, salary etc. 
We have to be able to recognize this differences from the mathematical formulation and 
computing process. So, in such cases, each player (or objective) is assigned with a particular 
priority (weight, right, importance, preference or significance) in the decision making process. 

In everyday situations we enter with some expectations, hopes, wants, aims or aspirations 
which determine our behaviour, moves and activities. If a situation brings bad or undesirable 
effects and results, we try to get another chance to repair them. These are the basic principles 
in our everyday life. We need only to copy these principles in the solution process. So, 
numerical method that represents and apes real situation should respect the aspirations of the 
players and should ensure the possibility of iterating an unsatisfactory solution.  

Finally, in the recent neoliberalism, maximization of the own profit at all costs is the main 
principle in economic and political life. All marketing, activities and efforts are focused in that 
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direction without paying attention to the other players, ecology, natural and human resources. 
The obvious effects of this selfish principle is growing inequalities, economic crises, the poor 
become poorer, the richer become richer. Such cruel maximization principle is automatically 
involved in the existing numerical models for MOPP and MLPP. To prevent these undesirable 
effects, some sustainable principles must enter in the solution process. As we said, the priority 
of the players who belong to the higher levels or who are more important must be respected, 
but also, the care for players who belong to the lower levels or who are less important must be 
taken. It should not be allowed that, in the obtained solution, one player gets everything while 
the other gets nothing, as we shall see later in concrete examples. 

This paper is an attempt to balance all these moments through a consistent numerical method 
which respects priorities and aspirations of the players, enables iterations (possible 
improvement of the solution) and which, by sustainable rules, respect the ,,strong’’ and protect 
the ,,weak’’. The paper is organized as follows. In Section 2, using a simple practical example, 
we reveal the main problems which become motivation for our work. We present the 
appropriate numerical method and its application in Section 3 and conclusions in Section 4. 

 
2 PROBLEMS AND MOTIVATION 
 
Let us consider a following basic problem which regularly occurs in everyday life. Two players 
want to take a part of given budget (100%). What part could each of them take? This problem 
can be stated as 

  
( . )
max ( , ) where ( , ) : 100, 0, 0 ,
x y S

x y S x y x y x y


       (1) 

It can be considered as MOPP or MLPP if the objectives belong to different levels. We used 
(1) as a test problem. We have applied some of the most famous existing methods to solve it. 
Let ( , )x y   denotes the solution. We obtained the following results in Tab. 1 (for each method 
the corresponding reference is given). 
  

Table 1: Overview of the results according to the literature.  
 

Method for MOPP Solution 
Weight coefficients  [3]  (w1 ≥ w2) (100, 0) 
Weight coefficients  (w1 < w2)  (0, 100) 
Goal programming  [2], [6], [5]  (g1 + g2 ≤ 100)  (g1, g2) 
Goal programming  (g1 ≤ 100,  g1 + g2 > 100)  (g1, 100 ‒ g1) 
Goal programming  (g1 > 100)  (100, 0) 
Lexicographic [4] (100, 0) 
MP [7]  (d1, d2 ) 100·(d1, d2 ) / (d1+ d2 ) 
STEM [1] (50, 50) in the first step 

Method for MLPP Solution 
Methods based on Stackelberg’s model [8] (100, 0) 

 
Let us closely look at the obtained solutions. Are they satisfactory from the practical point of 
view, from the player’s perspective?  

The solutions (100,0) and (0,100), where one player gets everything and other one nothing, 
are completely unsatisfactory. Why? Because they implicitly exclude one of the players from 
decision process. Namely, these results are also the solutions of 

( . )
max
x y S

x


 and 
( . )
max
x y S

y


. As long 

as there exist feasible points ( , )x y S , 0x  ,  0y  , such solutions cannot be acceptable. 
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Besides, the bare formulation max ( , )x y  means that we try to achieve as much as possible for 
both, x  and y , at the same time and not only for one of them. In goal programming method 
the obtained solution is satisfactory only for 1 2 100g g  .  If 1 2 100g g   then the solution 
is not efficient because both players could get more (see Fig. 1), while in all other cases the 
method respects only goal 1g  and ignores 2g . For example, if 2 13g g  then for 

1 225, 75g g   the solution is (25,75) , for 1 50g  , 2 150g   it is (50,50)  while for 

1 2100, 300g g   it is (100,0) . In MP method, both aspirations 1 2,d d  are fully respected in 
the frame of the given constraint set. The aspirations are also respected in the further steps in 
STEM method by additional cutting of the default constraint set. 

Since the set of efficient solutions is large, which solution should be taken? Which 
properties it should have? Which principles for choosing a solution should be applied? These 
questions were the motivation for our work. Below we offer our answers to them. 

 
3 NEW APPROACH 
 
Practical problems which can be stated as MOPP or MLPP are, by their nature, very simple 
and so it should be the associated mathematical method. The high level and hardly 
understandable theoretical models, which are often met in the literature, are not suitable in such 
practical situations. The simple method which is easy to understand and trust by the players, is 
desirable. We consider the general MOPP, 

  1 2max ( ), ( ),..., ( ) ,mx S
F x F x F x


  (2) 

where nS R  is the given budget, m is the number of players and :iF S R  is the objective 
function for player , 1,2,...,i i m . Note that the number of objectives is not necessarily the 
number of players. Each player can have several objectives (goals) which serve him to make 
the right choice. To avoid confusion here we shall use the words player and objective as 
synonyms. It is enough to consider maximization problem only because any optimization can 
be stated in such form. Let ip  and ia  be the priority and aspiration of player i , respectively. 
Based on the MP method from [7], we propose the following method for solving problem (2),  

 max where , ( ) , 1,2,..., .i i ix S F x p a i m      (3) 

If the objectives are linear and S  is defined by linear constraints then (3) is simple linear 
programming problem. Optimal solution   shows to what maximal extent all the players 
could realize their aspirations, respecting their priorities on the given constraint set S . If the 
obtained solution is not satisfactory for some reasons, then the players can redefine their 
aspirations (priorities are fixed, imposed by original situation), and perform the next iteration 
by solving (3) again. We propose the following sustainable rules for definition of aspirations. 

Rule 1.   Any aspiration has to be attainable.   
Rule 2.   An active player may require to increase his possible realization at most as much 
as he is ready to give up from his aspiration. 
Rule 3.   An active player has the right to retain at most as much of his possible realization 
as he is ready to give up. 
Rule 4.   Any player has the right to set his possible realization as his aspiration.  

Rule 1 means that min ( ) max ( )x S i i x S iF x a F x   , although the method allows any aspiration 
(see Fig. 1). Rules 2 and 3 are related to the active players (players whose constraints in the 
optimal point are active, ( )i iF x p a  ) because they can change (unsatisfactory) solution by 
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redefining their aspirations. (see also [7] for details). Rule 2 means that the new aspiration ia   

should satisfy ( )i i i ia F x a a     ( ( )) / 2i i ia a F x   . Rule 3 enables any player to define 
the lower bound il  for his realization, ( )i iF x l , which satisfies ( )i i il F x l   ( ) / 2.i il F x  
Thus, Rule 2 prevents megalomania of the active players especially those with the higher 
priority while Rule 3 prevents bankruptcy for the players with lower priority. Finally, Rule 4 
ensures the lower bound for the next aspiration, ( )i ia F x  . 

We apply and explain the proposed methodology on the initial problem (1) where method 
(3) reads  

 1 1 2 2max where ( , ) , , .x y S x p a y p a       (4) 

Problem (4) has a unique efficient solution 

 1 1 2 2
1 1 2 2 1 1 2 2 1 1 2 2

100 100 100, , ,x p a y p a
p a p a p a p a p a p a

      
  

  

or (see Fig. 1) 
 

2 2

1 1

1 1 1( , ) 100 , 100 , 1 , , .
1 1 1 1

p aT x y
p a


 

   

     
          

      
  (5) 

 
Figure 1: Aspirations and priorities are respected. 

 
Here   is the ratio that measures a level’s relative weight of importance. For example, if 2 (3) 
is the priority for the first (the second) player, then the second player is 1.5   times more 
important (its priority is 50% higher) than the first one. The same is true whether the priorities 
are 4 and 6 or 0.6 and 0.9 and so on. Furthermore it means that the second player has 50% 
higher rights to realize his aspiration than the first one. And how could   be interpreted? It 
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shows how the aspiration of the second player is related to the aspiration of the first player. 
More precisely, for each unit which the first player aspires the second one aspires   units. 

For example if 1 2a a  then for 1 2p p  the solution (5) is (50, 50) , but for 1 22, 3p p   
it is (40, 60)  which exactly shows that the second player has 50% higher rights to realize his 
aspiration than the first one. If, for the fixed 0,  , we consider ( , )T x y   from the 

relation (5) as a function of   then ( )T   is bijection between  0,  and the set of efficient 

points for problem (1), (see Fig. 1),  ( , ) : 0 100, 100 .E x y x y x      This is a reason 
which justifies such treatment for aspirations and priorities. There are no preferred points in 
set E . Each one could be a solution depending on the aspirations and priorities (in fact on 
ratios   and  ). Since the priority ratio   is fixed for the given problem, the aspirations, and 
hence their ratio  , can change during the solution process and so they can serve as a 
mechanism for improving the solution through successive iterations if it is unsatisfactory. 

Note also that   shows to what extent the aspirations according to the priorities, could be 
realized on set S : better ( 1)  , equal ( 1)   or worse ( 1)    than the players expect it 
to be. For example, if 1   then for 1 2 1000d d   we have 50x y    and 0.05   which 
means that the players could realize only 5% of their aspirations and for 1 2 10d d   we have 
again 50x y   , but 5   shows 500% realization. 

If the obtained solution is not satisfactory for the players then they can redefine their 
aspirations by using Rules 1-4 and, through successive iterations, improve the solution in the 
desired direction. We illustrate the process for 1  . Let ( ) ( )

1 2,k ka a  and ( ) ( ) ( )( , , )k k kx y   be the 
aspirations and the solution in k -th iteration, 1,2,3,...k  , respectively. Suppose that the first 
player tries to increase his realization in each iteration (Rule 2) while the second one tries to 
retain as much as possible (Rule 4) that is an extreme situation. Generally, the choice of rules 
to be applied can be a matter of cooperation between the players. If the players define maximal 
initial aspirations, (1) (1)

1 2 100a a   (see Rule 1) the first solution is (1) (1)( , ) (50,50)x y  . For 
each subsequent iteration we have ( 1) ( ) ( )

1 1( ) / 2k k ka a x    (Rule 2) and ( 1) ( )
2 2

k kd x   (Rule 4),   
which yields the solutions in Tab. 2. Note that the second player has the right to restrict the set 
S , immediately in the first iteration, with additional constraint (1) / 2 25y y   (Rule 3) which 
will be his protection in further iterations, but it is redundant here.  

 
Table 2: Successive iterations of the solution.  

 
k  ( 1) ( ) ( )

1 1( ) / 2k k ka a x    ( )kx  ( ) ( 1)
2

k ky a   ( )k  
1 100 50 50 0.5 
2 75 60 40 0.8 
3 67.5 62.790698 37.209302 0.930233 
4 65.145349 63.646691 36.353309 0.976995 
5 64.396020 63.917071 36.082929 0.992562 
6 64.156546 64.003274 35.996726 0.997611 
7 64.079910 64.030839 35.969161 0.999234 
8 64.055375 64.039662 35.960338 0.999755 
9 64.047518 64.042487 35.957513 0.999921 
10 64.045003 64.043392 35.956608 0.999975 
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Thus, we obtained increasing sequences ( )kx x , ( ) 1 100%k    and decreasing one 
( )ky y  where 64.043 64.044x   and  100y x   . We see how the stated rules 

gradually correct the aspirations to be realistic in the frame of given set S  and thus enables 
realization to converge to 100%. 

In the same way we can obtain the results for any 1   and any choice of initial aspirations. 
We can also see that the method cannot yield the solution (100,0) or (0,100) for any nontrivial 
priority and aspiration ( , 0,    ), because it fully respects them in the solving process. 
 
4 CONCLUSIONS 
 
Numerical method for solving multi objective problems, which is presented in the paper, 
respects the priorities and aspirations of the decision makers. Besides it allows iteration 
(improvement) of the obtained solution, according to the rules which respect (protect) decision 
makers with higher (lower) priorities. The method is summarized in the following algorithm. 
 
Algorithm MOS (Multi-Objective-Solution) 

1. Input: problem (2) with priorities , 1,2,...,ip i m . 
2. Define the aspirations , 1, 2,...,ia i m  according to Rule 1. 
3. Solve (3). 
4. If the solution is satisfactory then go to 7. 
5. Using Rules 1-4 redefine the aspirations , 1, 2,...,ia i m .  
6. Go to 3. 
7. End. 

 
Using the proposed method decision makers are able to improve the obtained solution through 
successive iterations in the desired direction until they reach the state that satisfies everyone. 
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Abstract: This paper proposes a new methodology for multi-level multi-objective linear programming 
problem solving as an aid to decision making. The appliance of the suggested approach requires a 
certain degree of cooperation in preparing and making decisions between decision makers at all levels 
of decision-making in a complex decentralized business system. The efficiency of the procedure was 
tested on an example of optimization of production plan in a complex decentralized enterprise. The 
obtained results demonstrate the possibility of employing the recommended technique and confirm the 
high degree of its efficiency. 
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1 INTRODUCTION  
 
A complex decentralized business system, such as a complex enterprise, is defined as a system 
consisting of a larger number of subsystems - enterprises, with the subsystems consisting of a 
plurality of sub subsystems, etc. Such a system has a hierarchical structure in which both the 
whole system and its subsystems have their goals that they try to maximize. Naturally, the 
objectives of the entire system are in conflict with the objectives of its subsystems while the 
sub-subsystem’s objectives are in conflict with other subsystem’s goals and with the objectives 
of the entire system, etc. The achievement of the goals of each subsystem depends on achieving 
the objectives of other subsystems and the entire system, so the consistency of their decisions 
is the prerequisite for the efficient functioning of the business system and its subsystems.  

When deciding on a business system and its subsystems, it is necessary not only to consider 
maximizing its goals but also to take into account how these decisions will affect the degree of 
achievement of the goals of other subsystems and the entire business system. The methodology 
for multi-level multi-objective linear programming proposed as an aid to decision making, 
consists of the application of the method based on the cooperative theory of games ([2]).  

The application of the suggested approach requires a certain degree of co-operation among 
decision makers in the decision-making process at all levels of decision-making in a complex 
decentralized business system. The efficiency of the proposed methodology was tested on the 
example of optimization of the production plan in a complex decentralized enterprise. The 
results obtained indicate the possibility of employing the novel approach as well as the high 
degree of efficiency of its utilization. 
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The rest of the paper is organized as follows. In Section 2 model of multi-level multi-
objective linear programming is presented. Section 3 describes the suggested procedure to 
solve decision making problems. In Section 4 the new approach is tested on a practical 
production plan, and optimization of research investment, quantity of stocks and promotion 
investment in a supposed company. Conclusion and References are given at the end of the 
paper. 
 
2 MODEL OF MULTI-LEVEL MULTI-OBJECTIVE LINEAR PROGRAMMING 

PROBLEM 
 
Suppose that the decision model consists of L + 1 levels, upper levels (ULDM) and lower levels 
(LLDM), where we have p0 decision makers at the level 0, p1 decision makers at the level 1 
and pL decision makers at the lowest level ([1], [4]).  

The model contains variables x = (x0, x1, …, xL)  Rn, 01 02 0 0...
0x R pn n n  
 , 

11 12 1 1...
1 ,x R pn n n  
 …, 1 2 ... ,x R L L LpLn n n

L
  

  where 
0 101 0 11 1 1... ... ... ...

L
p p L Lp

n n n n n n n          , 

 00 01 02 0, ,..., ,x x x x p   11 11 12 1, ,..., ,x x x x p  …,  1 2, ,..., ,x x x x
LL L L Lp   0101 01,1 01,2 01,, ,..., ,x nx x x  

…,  0 0 0 0 0 00 0 ,1 0 ,2 0 ,, ,..., ,x
pp p p p nx x x  1111 11,1 11,2 11,, ,..., ,x nx x x  …,  1 1 1 1 1 11 1 ,1 1 ,2 1 ,, ,..., ,x

pp p p p nx x x …, 

 11 1,1 1,2 1,, ,..., ,x
L

li li li li
L L L L nx x x  …,  ,,1 ,2 ,, ,..., .x

L L L L L pLLp Lp Lp Lp nx x x  The decision makers DMli (l = 0, 

1, …, L; i = 1, …, pl) control variables xli. 
The multi-level multi-objective linear programming model can be presented as: 

0,1DM :    
0 0 1 1

01 01 01 01 01 01
0,1 0,1 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L Lp p p p L L Lp Lpf f


           , (controls 
variables x01) 

0,2DM :    
0 0 1 1

02 02 02 02 02 02
0,2 0,2 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L Lp p p p L L Lp Lpf f


           , 
(controls variables x02)  

……………………………………………………………………………………………… 

00,DM :p 
   0 0 0 0 0 0

0 0 0 0 1 1

0 0 0 0 0 0
0, 0 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L L

p p p p p p
p p p p p p L L Lp Lpf f


           , 

(controls variables
00x p )          (1) 

where x11, x12, …, 
11x p  solve 

1,1DM :    
0 0 1 1

11 11 11 11 11 11
1,1 1,1 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L Lp p p p L L Lp Lpf f


           , (controls 
variables x11) 

1,2DM :    
0 0 1 1

12 12 12 12 12 12
1,2 1,2 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L Lp p p p L L Lp Lpf f


           , (controls 
variables x12) 
……………………………………………………………………………………………….. 

11,DM :p 
   1 1 1 1 1 1

1 1 0 0 1 1

1 1 1 1 1 1
1, 1 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L L

p p p p p p
p p p p p p L L Lp Lpf f


           , 

(controls variables 
11x p ) 

 
where xL1, xL2, …, x

LLp  solve 
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[DML,1]: 
0 0 1 1

1 1 1 1 1 1
,1 ,1 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L L

L L L L L L
L L p p p p L L Lp Lpf f


           , (controls 

variables xL1) 
[DML,2]: 

0 0 1 1

2 2 2 2 2 2
,2 ,2 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...

x S
max x c x c x c x c x c x c x

L L

L L L L L L
L L p p p p L L Lp Lpf f


           , (controls 

variables xL2) 
……………………………………………………………………………………….. 
[DML,pL]: 

0 0 1 1, , 01 01 0 0 11 11 1 1 1 1( ) ... ... ... ...
x S

max x c x c x c x c x c x c xL L L L L L

L L L L

Lp Lp Lp Lp Lp Lp
L p L p p p p p L L Lp Lpf f


           , 

(controls variables xpl) 
where 

 0 0 1 1: ... ( , , ) , , ,S x R A x A x A x b x o b R o Rn m n
L L            ,  

 00 01 02 0, ,..., ,c c c cli li li li
p   11 11 12 1, ,..., ,c c c cli li li li

p  …,   1 2, ,..., ,c c c c
L

li li li li
L L L Lp   001 01,1 01,2 01,, ,..., ,cli li li li

nc c c  …, 

 0 0 0 0 0 00 0 ,1 0 ,2 0 ,, ,..., ,c
p

li li li li
p p p p nc c c  1111 11,1 11,2 11,, ,..., ,cli li li li

nc c c  …,  11 1 1 1 1
1 1 ,1 1 ,2 1 ,, ,..., ,c

p

li li li li
p p p p nc c c …, 

 11 1,1 1,2 1,, ,..., ,c
L

li li li li
L L L L nc c c  …,  ,1 ,2 ,, ,..., ,c

L L L L LpL

li li li li
Lp Lp Lp Lp nc c c  ( 1,..., ; 1,..., )il L i p    

are vectors in the objective functions, A0, Al, 1,2,...,l L , are the matrices of the constraint 
coefficients, b is vector of the right hand of constraints and o is a null vector.  
 
3 MULTI-LEVEL MULTI-OBJECTIVE LINEAR PROGRAMMING 

METHODOLOGY  
 
To solve the ML-MOLP model we propose a methodology based on multi-objective linear 
programming method and cooperative game theory ([2]). Here we give a short overview of the 
MOLP method and the proposed algorithm to solve the ML-MOLP model ([3]). This method 
enables decision-makers to be significantly involved in the process of obtaining the preferred 
efficient solution. 

The multi-objective programming problem represents the situation where (1) several (K) 
decision makers optimize their objectives, or (2) one decision maker optimizes several different 
objectives, at the same time and on the same constraint set. Here we analyse case (1). Each 
objective is given by the objective function ( ), 1,2,...,xkf k K . If the analytic form of the 
constraint set and the objective functions is linear then we have a multi-objective linear 
programming (MOLP) problem. 

There are two sets defined in this method,  

 : 0, ( ) , 1,2,..., ,D x R x xn
k kf d k K         (2) 

 : 0, ( ) , 1,2,..., , 0,D x R x xn
k kf d k K           (3) 

where kd  is the aspiration level which the decision maker DM k  wants to achieve ( ( ) ).xk kf d  
At any point x D  all the decision makers achieve their aspirations fully, while at any point 
x D  they achieve their aspirations to the relative extent of at least  . The method is stated 
in the form: find the largest   for which D S   or, 

( , )
max ,
x G




 (4) 

where 
 1( , ) : , 0, ( ) , 1,2,..., ,G x R x S xn

k kf d k K          
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which is a standard linear programming problem. The optimal solution   shows to which 

(minimum) relative extent all the decision makers can realize their aspirations. For x  being 
the optimal point, the indicator 

 
(x ) , 1,2,...,k

k
k

f k K
d




    (5) 

shows to which extent the decision maker DM k  can realize his own aspiration. Thus, the 
indicators measure the reality of decision makers’ aspirations and can be used to improve the 
solution, if unsatisfactory, in the subsequent iterations (see [2] for details). 

The algorithm of the ML-MOLP model solving can be presented as: 
Step 1. Determine individual optimal values of all objective functions on the set of 
constraints S and form the pay-off table.  
Step 2. Set the aspired lower and upper limit of all variables controlled by the decision 
makers of the level 0.  
Step 3. Set an aspiration value ,l id   1,..., ; 1,..., Ll L i p   for all objective functions at 
all levels. 
Step 4. Formulate the model 

( , )
max ,
x G




 

where 

 1
, ,( , ) : , 0, ( ) , 0,1,..., , 1,..., ,G x R x S xn

l i l i lf d l L i p          

Step 5. Solve the model from Step 4 to get a solution of the ML-MOLP problem. 
Step 6. If the obtained solution is not an empty set, go to Step 7, otherwise go to Step 8. 
Step 7. Stop. The satisfactory solution of the ML-MOLP problem is obtained. 
Step 8. Modify lower and/or upper aspiration limits of the variables controlled by the 
decision makers of the level 0 and/or the aspiration value ,l id   1,..., ; 1,..., Ll L i p   
of the objective functions (using relation (5)) and go back to Step 4. 
 

4 PRACTICAL APPLICATION  
 
Suppose a complex decentralized company with two decision makers on the level 0, two 
decision makers on the level 1 and two decision makers on the level 2. The decision makers on 
the level 0 maximize the total production, and the total investment in the development of the 
company, the decision makers on the level 1 maximize their net profits, while the decision 
makers on the level 2 maximize the total inventory, and the total investment in the promotion. 
Company produces 3 products (P1, P2, P3) in the department 1, and 3 products (P4, P5, P6) in 
the department 2. For the research into the development of the company there is an estimated 
1000000 m.u. The annual cost amounts to 10% of the invested funds. The company requires 
that all the products should be produced in at least 500 units. In addition, the company should 
stock no less than 10% of its total production to ensure delivery safety. The management of the 
enterprise has set the inventory limit for each product to at least 50, and to at most 800 for each 
product. The enterprise management has determined that investment in promotion must not 
exceed 15% of the total gross profit of the company. Promotion investments may not exceed 
15000 m.u. for each product. The total production must be at least 14000 units. Table 1 shows 
manufacturing data which are fixed by assumption. 
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Table 1: Data for the practical application 

 

Data per unit Products 
P1 P2 P3 P4 P5 P6 

Machines, department 1 (h) 
Capacity: 13000 

2 1 3    

Machines, department 2 (h) 
Capacity: 12000 

   1 2 1 

Sales price per unit (m.u.) 1400 1200 1300 900 1100 700 
Gross profit per unit (m.u.) 100 120 80 150 200 180 

Inventory cost per unit (m.u.) 8 6 10 10 6 8 
 
Let 1,1 1,2 1,3 1,4 1,5 1,6, , , , ,x x x x x x  is the quantity of products P1, P2, P3, P4, P5, P6 respectively; 

1,7 1,8,x x  is the capital invested in the departments 1, 2 respectively; 2,1 2,2 2,3 2,4 2,5 2,6, , , , ,x x x x x x  is 
the quantity of stock products P1, P2, P3, P4, P5, P6 respectively, 2,7 2,8 2,9 2,10 2,11 2,12, , , , ,x x x x x x  is 
the quantity of investment in promotion of products P1, P2, P3, P4, P5, P6 respectively. 

The ML-MOLP model is presented as: 
Level 0 

0,1 1,1 1,2 1,3 1,4 1,5 1,6max
x S

f x x x x x x


      ; 0,2 1,7 1,8max
x S

f x x


       (6) 

Level 1 
1,1 1,1 1,2 1,3 1,7 2,1 2,2 2,3 2,7 2,8 2,9max 100 120 80 0,1 8 6 10

x S
f x x x x x x x x x x


            

1,2 1,4 1,5 1,6 1,8 2,4 2,5 2,6 2,10 2,11 2,12max 150 200 180 0,1 10 6 8
x S

f x x x x x x x x x x


           

Level 2 
2,1 2,1 2,2 2,3 2,4 2,5 2,6max

x S
f x x x x x x


      , 2,2 2,7 2,8 2,9 2,10 2,11 2,12max

x S
f x x x x x x


      , 

where 
1,1 1,2 1,3 1,4 1,5 1,6 1,7 1,8 1,1 1,2 1,3

1,4 1,5 1,6 2,1 1,1 2,2 1,2 2,3 1,3 2,4 1,4 2,5 1,5

2,6 1,6 2,1 2,2 2,3 2,

: 2 3 13000, 2 12000, 1000000, , , ,
, , 500, 0,1 , 0,1 , 0,1 , 0,1 , 0,1 ,

0,1 , 50 , , ,

x

S

x x x x x x x x x x x
x x x x x x x x x x x x x
x x x x x x

       

     

   4 2,5 2,6 2,7 2,8 2,9 2,10 2,11 2,12

11 1,2 1,3 1,4 1,5 1,6 2,7 2,8 2,9 2,10 2,11 2,12

1,1 1,2 1,3 1,4 1,5 1,6 1,7 1,8 2,7 2,8 2,9

, , 800,
0,15(150 120 80 150 200 180 ), , , , , ,
15000 14000, , , , , ,

x x x x x x x x
x x x x x x x x x x x x

x x x x x x x x x x x

      

     

      2,10 2,11 2,12, , 0x x x

 
 
 
 
 
 
 
  

 
Individual optimal values of all objective functions on the set of constraints S of the model 

(6) are presented in the following pay-off table:  
 

Table 2: Pay-off table 
 

 f0,1 f0,1 f1,1 f1,2 f2,1 f2,2 

max f0,1 21750 0 1168300 1840000 2175 0 
max f0,2 14000 1000000 544800 1157800 1400 0 
max f1,1 14000 0 1168300 599050 1400 0 
max f1,2 18000 0 642600 1980300 1800 0 
max f2,1 14000 0 630800 1145800 4800 0 
max f2,2 14000 0 554800 1067800 1400 90000 

 
The aspired values of the variables controlled by decision makers on the Level 0 1,7 1,8( , )x x  are 
taken 500000 each. As the aspiration values of the objective functions in this step we have 
taken their optimal values.  
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To apply the proposed methodology the following linear programming model has been 
formed and solved: 

,
max ,
x G




       (7) 

where  

0,1 0,2 1,1 1,2

2,1 2,2 1,7 1,8

, : ( ) 21750 , ( ) 1000000 , ( ) 1167300 , ( )
1980300 , ( ) 4800 , ( ) 90000 , 500000 , 500000
x x S x x x

G
x

f f f f x
f f x x x

   

    

       
  

     
. 

The following solution has been obtained: 

1,1 1750,x   1,2 8000,x   1,3 500,x   1,4 4862,x   1,5 500,x   1,6 6138,x   2,1 800,x   2,2 800,x   

2,3 420,x   2,4 800,x   2,5 800,x   2,6 800,x   1,7 460370.10,x   1,8 460370.10,x   2,7 15000,x   

2,8 7867,x   2,9 15000,x   2,10 15000,x   2,11 15000,x   2,12 15000,x   0.92074,   0,1 21750,f   

0,2 920740.20,f   1,1 1075701,f   1,2 1823894,f   2,1 4420,f   2,2 82267.f   
In the next steps decision makers cooperate to find a solution acceptable to all of them. If 

some of them are not satisfied with the achievement of the objective function value, it is 
necessary to reduce the level of aspiration of some other satisfied objective functions. In order 
to improve the value of functions f11 and f12 we have reduced the aspiration value of functions 
f01 to 18000, f21 to 3500 and f22 to 60000. Model (7) with the changed aspiration values is 
solved. The following solution has been obtained: 

1,1 1750,x   1,2 8000,x   1,3 500,x   1,4 2555,x   1,5 722,x   1,6 8000,x   2,1 312,x   2,2 800,x   

2,3 50,x   2,4 800,x   2,5 800,x   2,6 800,x   1,7 468648.50,x   1,8 468648.50,x   2,7 15000,x   

2,8 10297,x   2,9 0,x   2,10 15000,x   2,11 15000,x   2,12 15000,x   0.937297,   0,1 21527,f   

0,2 937297,f   1,1 1095044,f   1,2 1856692,f   2,1 3562,f   2,2 70297.f   
 
5 CONCLUSIONS  
 
In this paper a new methodology to solve multi-level multi-objective linear programming 
problems has been proposed. The suggested procedure is based on the application of a multi 
objective programming method and cooperative game theory. The novel approach has been 
tested on a practical example of a supposed complex decentralized company planning. 

The proffered technique is simple to use both for analysts and decision makers. Only the 
linear programming models are solved in a number of steps. From decision makers it requires 
information on the acceptable value of the objective functions and the decision variables they 
control (only from the top-level decision makers). For the future research we propose testing 
application efficiency of the proposed methodology on the real examples with a large number 
of variables and decision makers. 
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Abstract: The development of digital competences of secondary-school students is one of the key 
tasks of contemporary education systems. The EU has been systematically dealing with this issue 
since 2005; in 2017, the digital competences for teachers (DidCompOrg) were published, and 
currently the framework of digital competences for secondary-school students, which will be finalised 
after 2021, is being prepared. Several EU states are trying to implement the attaining of digital 
competences of students according to different scenarios. We have decided to develop a multi-criteria 
hierarchical model according to the DEX methodology in order to evaluate various education 
scenarios. 
 

Keywords: digital competences, secondary-school students, HMADM (Hierarchical Multi-Attribute 
Decision Making), DEX (Decision EXpert) methodology 

 
1 INTRODUCTION 
 
The field of digital competences is relatively new in education. The EU has been 
systematically developing it since 2015 in the framework of The Joint Research Centre - 
JRC.  Already in 2006, the Norwegians have implemented digital competences as a key for 
achieving modern education into their national education programme, Italy began to measure 
the digital competences of secondary-school students after 2008, and in 2010, the OECD [1] 
began to pay attention to this field, along with other countries that began to address digital 
competences in education [5], [6]. 

On the EU level, activities in the field of digital competences in education have increased 
and began to be systematically developed in 2014, after the publication of the Horizon Report 
Europe [9] that was prepared by over 50 experts from 22 European countries. In 2015, the 
EU issued a publication [7], which presents the era of digital learning and the demands that 
the educational system is facing. In January 2018, the EU published a document [8] 
containing the recommendations for a modernisation of education in the EU. The document 
concludes that a modern education is key for the development of the EU, and each country 
has the autonomy and obligation to regulate their educational system. 

The EU only sets frameworks and recommendations for digital competences in education 
systems [4], while the implementation remains in the domain of the state. Since no 
frameworks and goals have been set for the digital competences of secondary-school students 
yet, there are also no systematically defined and evaluated concrete recommendations for 
educational scenarios that could ensure the attaining of digital competences of secondary-
school students in a certain environment. 
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There is no world-wide research that would systemically analyse different education 
scenarios that facilitate the acquisition of digital competences by secondary-school students 
and would become a model for the evaluation of individual scenarios. Our research, part of 
which is published in this article, presents a multi-criteria, hierarchical model that makes it 
possible to evaluate various education scenarios that facilitate the acquisition and 
development of digital competences of secondary-school students, while simultaneously 
providing institutions with a means of evaluating their potentials and needs in this area.  
 
2 METHOD 
 
The basic methodology on which the preparation of the multi-criteria model is based is 
MADM (Multi-Attribute Decision Making), which makes it possible to choose between 
various education scenarios, and also to evaluate the reasons for the differences and the 
current state, the potential and state of the individual institution or system, as well as the 
ideas on how to change that state. The model has been developed on the basis of Multi-
Attribute Decision Making and primarily as a tool for evaluating various options (in our case 
various education scenarios). According to this model, the decision problem (field, option) is 
broken down into smaller problems that are easier to understand, evaluate in relation to each 
standard, and to master. The model consists of fields, basic and derived attributes that are 
situated into the criteria tree of value domains and the criteria they define and the utility 
functions Fi (or aggregation functions or convergence functions) of lower-level criteria. The 
parameters can be values that are described in words, whereas numerical parameters are 
described symbolically with value classes. According to the DEX (Decision EXpert) [12] 
method and with the programme DEXi, we built a model to evaluate education scenarios, 
whereby we also evaluated the requirements and conditions for the implementation and 
execution of a particular scenario and the anticipated results.  

We constructed the entire tree on the basis of a review of literature and most of all our 
own research, in which experts from the ministry, professional institutions and schools also 
participated. The list of basic attributes was prepared according to the DEX methodology, 
based on a review of foreign research and the results of our own research with which we 
determined the key parameters that are significant for the acquisition of digital competences 
of secondary-school students in gymnasia and which we then verified with experts from the 
field of education. The cooperation of experts was very important in determining the 
importance (weight) of subattributes and attributes, as well as the correction of aggregated 
values according to the program’s calculation.  Our work leaned also on the results obtained 
by the researchers who prepared the model for the evaluation of the efficacy of the 
implementation of ICT in schools [3]. 

We implemented five phases of solving the decision problem: 1) identification of the 
problem; 2) identification of criteria (elements); 2.1) composing a list of criteria; 2.2) 
structuring the criteria (criteria tree); 2.3) determining measuring scales; 3) identification of 
utility functions; 4) description of variants; 5) evaluation and analysis of variants. 

 
3 DESCRIPTION OF THE MODEL 
 
We prepared a hierarchical model for the evaluation of various education scenarios that 
facilitate the acquisition of digital competences by secondary-school students. We identified 
the main attributes that define the process and proceeded to build the model according to the 
appropriate phases. 

Figure 1 depicts three main areas and aggregate attributes that are important for the 
evaluation of digital competences in secondary-school students. The model contains 63 
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attributes, of which 40 are basic and 23 derived. The model contains 63 value domains and 
20 functions. School organisation, education process and digital competences of secondary-
school students are situated on the first level. 
 

 
 

Figure 1: Depiction of three main areas and aggregate attributes of the model for evaluating education 
scenarios for the acquisition and development of digital competences in general gymnasia 

 
To ensure clarity and due to the limitations of the DEXi programme, we split the basic 
elements into a maximum of three sub-areas and expanded the elements by assigning them a 
maximum of three successors. This ensures that we familiarise ourselves with each element 
in detail and can evaluate it as objectively as possible. 

Figure 2 gives an example of the structure of attributes of the model for the field School 
organisation:  

 
 

Figure 2: Example of the structure of attributes of the model for the field School organisation. 
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The scale on the sheets encompasses either four or three value domains that are determined 
by descriptive criteria. 

Table 1 shows an example of a value domain with four criteria for the attribute Principal, 
whereas Table 2 presents an example of a value domain with three criteria for the attribute 
Classrooms and laboratories. 
 

Table 1: Value domain and criteria of the attribute Principal (Principal, assistants) 
 

 
Table 2: Value domain and criteria of the attribute Classrooms, laboratories 

 

 
Table 3 depicts the aggregated attributes on the first level, calculated from the utility 
functions of the subattributes. In evaluating individual areas, we applied the following 
evaluations and weights: 

 
Table 3: Values of the aggregated attributes on the first level and weighing of areas. 

 
SCHOOL ORGANISATION   30% 
 less suitable suitable good very good excellent 

 (1) (2) (3) (4) (5) 
EDUCATION PROCESS   40 % 
 less suitable suitable good very good excellent 

 (1) (2) (3) (4) (5) 
DIGITAL COMPETENCES OF SECONDARY-SCHOOL STUDENTS   30 % 
 insufficient basic good very good excellent 

 (1) (2) (3) (4) (5) 
EVALUATION OF SCENARIO 
 unsuitable less suitable good very good excellent 

 (1) (2) (3) (4) (5) 
 

  

No. Value Criteria (description) 
1. D 

basic 
The principal and their assistants are not digitally competent and only include those 
digitalised activities into school activities that are necessary for the school’s operation.  

2. C 
better 

The principal and their assistants are not digitally competent but are aware of the 
importance of digital competences for education and enable teachers to implement the 
acquisition of digital competences of students in their subjects on their own initiative. 

3. B 
good 

The principal and their assistants are quite digitally competent and encourage primarily 
teachers of voluntary subjects and younger co-workers to acquire digital competences.  

4. A 
very good 

The principal and their assistants are digitally competent and actively involved into all 
activities that positively influence the development of digital competences of secondary-
school students. They encourage all teachers to become digitally competent. 

No. Value Criteria (description) 
1. BA 

Basic 
Classrooms and laboratories have basic equipment. The school has a computer classroom 
equipped with old computers and dedicated to the subject of Informatics. 

2. GD 
Good 

Classrooms have classic equipment with a regular blackboard, canvass and AV means. 
Laboratories are equipped with certain didactic digital sets in addition to the classic 
equipment. The school has a computer classroom equipped with newer computers, 
dedicated primarily to the subject of Informatics.  

3. VG 
Very 
good 

All classrooms are equipped with modern devices. Modern laboratories facilitate the 
digitalisation of experimental work. The gymnasium is equipped with several modern 
computer/multi-media classrooms for the purposes of teaching various subjects and the 
BYOD system. 
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4 RESULTS 
 
We prepared a prototype model for the evaluation of various education scenarios that 
facilitate the acquisition of digital competences by secondary-school students. In this process, 
we utilised all key elements that affect the model and prepared the appropriate classification 
and structured questions and criteria. We applied the evaluation model to five education 
scenarios that were selected from a collection of several scenarios, as described in the article 
by Zakrajšek [10]; Table 5 shows the results of the evaluation of five education scenarios 
with our model.  
 

Table 4: Selected education scenarios (ES) that facilitate the development of digital competences of 
secondary-school students in the Slovenian general gymnasium. 

 
Reference 
of the 
education 
model 

Presentation of the scenario (upgrade or amendment of the current programme) – the 
programmes are sorted from 1 to 5 according to a growing efficacy and implementation 
difficulty. 

ES-1 Various authentic programmes are implemented into the gymnasium. 
ES- 2 Mandatory elective contents that ensure the acquisition of DC are implemented into all four 

schoolyears. 
ES-3 The acquisition of digital competences is implemented only in two mandatory elective 

subjects.  
ES-4 The acquisition of digital competences in a certain part of all Matura subjects.  
ES-5 The acquisition of digital competences in all subjects. 

 
Table 5: The results of the evaluation of education scenarios. 

 
The results of the evaluation of education scenarios. 
Criterion  ES1  ES2  ES3  ES4  ES5  
Evaluation  1  1  2  3  5  
├─School org.  2  1  1  3  5  
│ ├─Management  2  1  1  3  5  
│ ├─O and P  3  3  3  5  5  
│ └─Infrastructure  1  1  1  2  5  
├─Ed. process  1  1  3  4  5  
│ ├─Programme  1  1  5  5  5  
│ ├─Cadres  1  1  2  3  4  
│ └─Eval. of impl.  1  1  3  5  5  
└─Students  2  3  3  3  4  
    ├─Evaluation of DC  1  3  3  4  5  
    ├─Acq. of DC  2  2  2  2  3  
    └─Use of DC  2  3  3  4  4  

 
The evaluation of scenarios with the model shows that the best (excellent) scenario is ES-5, 
which reached 5 points. ES1 and ES2 scenarios are evaluated as unsuitable, as they do not 
ensure the acquisition of digital competences in subjects; ES3 and ES4 are less suitable and 
good, respectively. Each education scenario requires a certain modification of the vision and 
strategy of the school, the cadres, programme, infrastructure, implementation etc. By 
comparing the value domains of attributes in different scenarios according to individual 
criteria, we can also establish the requirements and necessary modifications that the 
implementation of an individual scenario demands. 
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5 CONCLUSIONS 
 

This paper presents a multi-criteria hierarchical model for the evaluation of various education 
scenarios that facilitate the acquisition of digital competences by secondary-school students. 
At the same time, the model also facilitates the evaluation of the state and the potential of an 
individual school regarding the acquisition of digital competences by secondary-school 
students. 

The MADM methodology DEX was applied, with the help of which we sort all significant 
attributes that influence the acquisition of digital competences into the appropriate tree, 
determine their value domains and criteria, as well as their weights. Because this 
methodology involves the use of pre-existing knowledge and the data is evaluated instead of 
precisely measured, the cooperation of experts, the harmonisation of their opinion and the 
verification of the solutions in practice are crucial. 

The model facilitates the choice of the scenario most suitable for a specific environment, 
at the same time exposing the conditions that a certain environment must fulfil in order for a 
specific scenario to be implemented. As no such model has previously existed, this model is 
an original invention that together with the proposed scenarios facilitates the implementation 
and optimisation of modern education practices in secondary schools. 
 
Acknowledgement 
The authors thank the participating schools and their staff for their active role in the study. 
 
References 
[1] Are the new millennium learners making the grade? Technology use and educational 

performance in PISA. 2010. Vol. VI. Paris, France: CERI/OECD. 
[2] Bohanec, M., Žnidaršič, M., Rajkovič, V., Bratko, I., Zupan, B. 2013. DEX methodology: three 

decades of qualitative multi-attribute modeling. Informatica: an international journal of 
computing and informatics, ISSN 0350-5596, 37(1): 49–54.  

[3] Čampelj B., Karnet I., Brodnik A, Jereb E., Rajkovič U. 2018. A multi-attribute modelling 
approach to evaluate the efficient implementation of ICT in schools. Central European Journal of 
Operations Research. https://doi.org/10.1007/s10100-018-0595-y [Accessed 15/2/2018]. 

[4] Carretero, S.; Vuorikari, R. and Punie, Y. 2017. DigComp 2.1: The Digital Competence 
Framework for Citizens with eight proficiency levels and examples of use, EUR 28558 EN, 
doi:10.2760/38842. http://publications.jrc.ec.europa.eu/repository/bitstream/JRC106281/web-
digcomp2.1pdf_(online).pdf [Accessed 15/2/2018]. 

[5] Gill S., P. 2016. Promoting digital competence in secondary education: are schools there? 
Insights from a case study. New Approaches in Educational Research, 5(1): 57–63. 

[6] Hatlevik, O. E., Christophersen, K.-A. 2013. Digital competence at the beginning of upper 
secondary school: identifying factors explaining digital inclusion. Computers & Education, 63: 
240–247. 

[7] Kampylis, P., Punie, Y., Devine, J. 2015. Promoting Effective Digital-Age Learning: A 
European Framework for Digitally-Competent Educational Organisations. Joint Research Centre, 
European Union. 

[8] Łybacka K. 2018.REPORTon modernisation of education in the EU(2017/2224(INI)). European 
Parliament. http://www.europarl.europa.eu/doceo/document/A-8-2018-0173_EN.pdf [Accessed 
15/4/2019]. 

[9] Johnson, L., Adams Becker, S., Estrada, V., Freeman, A., Kampylis, P., Vuorikari, R., and Punie, 
Y. 2014. Horizon Report Europe: 2014 Schools Edition. Luxembourg: Publications Office of the 
European Union. 

[10] Zakrajšek, S. 2018. Possible education models for acquiring digital competence of students. 
Pedagoška obzorja (Didactica Slovenica), 33: 94-106. 

552

https://doi.org/10.1007/s10100-018-0595-y
http://publications.jrc.ec.europa.eu/repository/bitstream/JRC106281/web-digcomp2.1pdf_(online).pdf
http://publications.jrc.ec.europa.eu/repository/bitstream/JRC106281/web-digcomp2.1pdf_(online).pdf


 
 
 
 
 

The 15th International Symposium on 
Operational Research in Slovenia 

 

SOR ’19 
 

Bled, SLOVENIA 
September 25 - 27, 2019 

 
 

Session 7: 

Human Resources  

553



 

554



SPATIAL INTERACTIONS AND THE REGIONAL EMPLOYMENT IN 
THE EU  

 
Andrea Furková 

University of Economics in Bratislava, Department of Operations Research and Econometrics 
Dolnozemská cesta 1, 852 35 Bratislava, Slovakia 

E-mail: andrea.furkova@euba.sk 
 

Michaela Chocholatá 
University of Economics in Bratislava, Department of Operations Research and Econometrics 

Dolnozemská cesta 1, 852 35 Bratislava, Slovakia 
E-mail: michaela.chocholata@euba.sk 

 
Abstract: This paper deals with the estimation of spatial econometric model of employment rates 
across 259 NUTS 2 regions of the EU in 2018 regarding different region-specific factors as well as 
with quantification of their direct, indirect and total spatial impacts. The preliminary analysis 
confirming the spatial character of analysed data was followed by estimation of Spatial Durbin Model. 
The estimation of this model enables to calculate the global spillovers. The results confirmed our 
assumption of significant share of neighbouring regions as for GDP and compensation of employees 
in explaining regional employment rates. Significant influence of factors like educational attainment 
level and population density seems to be limited only to the particular region. 
 

Keywords: regional employment rate, spatial interactions, Spatial Durbin Model (SDM) 
 
1 INTRODUCTION 
 
The issue of employment has been attracting both the politicians and the researchers for 
decades. One of the EU’s (European Union) priorities declared in the strategic document 
Europa 2020, is to promote a high-employment economy and to achieve a target of 75 % 
employment rate of the population aged 20-64 by 2020. To face the problem of demographic 
change as well as to improve the position in the global competition, the EU needs to increase 
the labour force participation in order to deliver the economic, social and territorial cohesion 
(European commission, 2010). Plenty of studies have been published to analyse the regional 
(un)employment rates across various groups of EU regions considering different region-
specific factors and using different methodological and empirical scope. The level of 
employment in a region is determined not only by individual region-specific factors, but its 
location in space plays a crucial role as well. Consideration of the spatial interactions is thus 
inevitable in creation of regional labour and employment policies supported by appropriate 
econometrical instruments in order to avoid the biased and incorrect results. From the studies 
investigating the issue of regional employment rate from the spatial econometric perspective 
can be mentioned, e.g., Perugini and Signorelli (2004), Franzese and Hays (2005), Pavlyuk 
(2011) and Chocholatá and Furková (2018).  

The main aim of this paper is to estimate a spatial econometric model of the employment 
rates across 259 NUTS 2 (Nomenclature of Units for Territorial Statistics) regions of the EU 
in 2018 regarding different region-specific factors (GDP in PPS per inhabitant1, population 
density, educational attainment level and compensation of employees per employee) as well 
as to quantify direct, indirect and total spatial impacts of individual factors. The rest of the 
paper is organized as follows: section 2 deals with the methodological aspects of analysis, 
section 3 is devoted to the data and empirical results and section 4 concludes. 
 

                                                           
1 Gross domestic product in purchasing power standard per inhabitant 
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2 METHODOLOGICAL ASPECTS 
 
This section provides brief overview of main methodological aspects related to empirical 
analysis of this paper. Instruments of spatial statistics and spatial econometrics seem to be 
appropriate in the situations when values of a variable under the consideration in nearby 
locations are more similar or related than values in locations that are far apart. Thus, if 
geographical location of units (e.g. states, regions, cities) matter or in other words if there are 
spatial interactions among units, this phenomenon is known as spatial autocorrelation.  

Most of spatial econometric models explicitly allow for spatial dependence through 
spatially lagged variables. This group of spatial econometric models, models with spatially 
autoregressive process contains multiple specifications. Familiar SDM  (Spatial Durbin 
Model)2 model for cross–sectional data in matrix form can be written as follows: 

N     y Wy l Xβ WXγ u  (1) 

where y denotes 1N  vector of the observed dependent variable for all N observations 
(locations), Nl  represents 1N   vector of ones associated with the constant term  , X 
represents a N k  matrix of exogenous explanatory variables (k denotes the number of 
explanatory variables), β  is 1k  vector of unknown parameters to be estimated, u  is 1N 

vector of random errors,  2
v  is random error variance, NI is N dimensional unit matrix and 

W  is N dimensional spatial weighting matrix (the issues related to the spatial weighting matrix 
see e.g., Anselin and Rey, 2014). Vector γ has dimension of 1k   and parameter   represent 
important spatial autoregressive parameters. 

On the one hand, complicated spatial structure of the spatial models causes estimation 
problems and there is a need for special estimation methods (review of models and estimation 
methods can be found in e.g. Anselin and Rey, 2014). At the same time, complicated spatial 
structure is a virtue of spatial econometrics, i.e. the ability to accommodate extended 
modelling strategies that describe multi-regional interactions. Unlike classical linear 
regression model, a change in a single region associated with any given explanatory variable 
will affect not only the region itself (called a direct impact), but potentially affect all other 
regions indirectly (called an indirect impact). Quantification of all impacts associated with r-
th explanatory variable requires a construction of  rS W matrix which has N N  dimension 
and if we are assuming k explanatory variables, the total number of partial derivatives is 

2k N . LeSage and Pace (2009) suggested summary impact measures: Average total impact 
(ATI), Average direct impact (ADI) and Average indirect impact (AII). These impacts can be 
calculated based on these formulas: 

 1 T
N r NATI N  l S W l  (2) 

  1tr rADI N  S W  (3) 
AII ATI ADI   (4) 

where  rS W matrix for SDM model is defined as follows: 

    

   
1 2 2 3 3

r N r r

N N

 

   


 

      

S W V W I W

V W I W I W W W
 (5) 

 
 
                                                           
2 SDM model is presented in regard to our empirical analysis. 
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3 DATA AND EMPIRICAL RESULTS 
 
The data set consists of the regional data for the employment rates (expressed in %) of 
population aged 25-64 across 259 NUTS 2 regions of the EU3 over the period 2013-2018, 
GDP at current market prices in PPS per inhabitant in 2017, population density expressed as 
inhabitants per square kilometre in 2017, educational attainment level (expressed in %, 2017) 
of population aged 25-64 with upper secondary, post-secondary non-tertiary and tertiary 
education (levels 3-8) and compensation of employees in millions of euro per employee in 
2016. The data were retrieved from the Eurostat web site (http://ec.europa.eu/eurostat/) and in 
the econometric models were considered in the form of natural logarithms. The employment 
rate of 2018 is supposed to depend on all the above-mentioned variables4.  

The regional averages of employment rate during the period 2013-2018 had the growing 
trend as illustrated by boxplot in Figure 1. Even though the interquartile range indicating the 
difference between the first and third quartiles as well as the standard deviation had the 
declining tendency, the employment rate disparities between well-developed regions and less-
developed regions remained during the analysed period huge, reaching almost 40 percentage 
points. The boxplot identifies furthermore several lower outliers and no upper outliers.  
 

 
Figure 1: Boxplot of employment rate in 2013, 2015 and 2018 

Source: authors’ calculations in GeoDa 

To have a precise look on the regional employment rate in 2018, the box map in Figure 2 
clearly illustrates the unequal distribution of employment rate level over space. We can 
identify 14 regions with the employment rates between 48 – 62.225% located in Spain, 
southern part of Italy and Greece. The lowest employment rate of 48 % was detected for the 
Italian region Calabria. Employment rates of 62.225 – 73.55% were recorded in 51 regions 
located in Austria, Belgium, Bulgaria, Croatia, France, Greece, Hungary, Italy, Poland, 
Romania and Slovakia. Slightly higher employment rates of 73.55 – 77.1% were in the regions 
of different countries located mainly in eastern, south-eastern, western and south-western part 

                                                           
3 After exclusion of isolated regions, the remaining data set consisted of 260 NUTS 2 regions, but due to the 
unavailability of some data, the region of Estonia was excluded, as well. 
4 These variables were denoted as follows: GDP in PPS per inhabitant – GDP, population density – DEN, 
educational attainment level – EDU and compensation of employees per employee – COM. 
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of the EU as well as regions located in Finland, UK and Ireland. The regions belonging to the 
next two categories are located mainly in central and northern part of the EU. The Swedish 
region Stockholm was the region with the highest employment rate of 87.4%. Extreme 
differences are visible also inside some analysed countries, e.g. among the Slovak regions, 
Italian regions and Austrian regions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Box map of employment rate in 2018 

Source: authors’ calculations in GeoDa 

The next step of our analysis was devoted to estimation of an econometric model of 
employment rates. The spatial dependence in analysed data was confirmed by calculation of 
Moran’s I statistics5 for all above mentioned variables.  

We start our econometric analysis in accordance with "from general to specific" strategy, 
i.e., first we perform OLS (Ordinary Least Square) estimation (OLS model) and next we 
proceed with spatial modification of this model. As a part of the initial analysis, we have 
estimated several spatial versions of the OLS model (we do not present results due to 
insufficient space). We followed the LM test specifications as well as our assumption of the 
existence of global spillover effects in relation to modelling of regional employment. Finally, 
Table 1 provides estimation results of OLS model and its chosen spatial version – SDM model 
defined in (1). The estimation of SDM model was done by SML (Spatial Maximum 
Likelihood) estimator.  Due to the confirmed spatial autocorrelation based on OLS estimation 
(LR test, LM tests), we will not pay further attention to OLS model. As for SDM model, we 
cannot ignore the fact that it is a model with global spillover effects and consequently 
statistical verification and interpretation of the parameters is more complicated (see section 2). 
Following LeSage and Pace (2009), we realized calculations and statistical verification of 
cumulative direct, indirect and total impacts (see Table 2).    
 
 
                                                           
5 For the mathematical formula see e.g., Anselin and Rey (2014). 
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Table 1: Estimation results – OLS and SDM models 
 

Estimation OLS model SDM model 
OLS SML 

  2.0629*** 0.3047*** 
 1 ln GDP  0.0865*** 0.0586*** 
 2 ln DEN  -0.0040 -0.0118*** 
 3 ln EDU  0.3102*** 0.3105*** 
 4 ln COM  0.0145 0.0161 
 1 ln W GDP  – 0.0168 
 2 ln W DEN  – 0.0122*** 
 3 ln W EDU  – -0.2442*** 
 4 ln W COM  – -0.0406** 

   0.7045*** 
R–squared 0.4560 – 

Log likelihood – 400.8311 
Tests 

Moran's I (residuals) 12.02*** – 
LM (lag) 140.6552*** – 

Robust LM (lag) 6.0844** – 
LM (error) 146.6199*** – 

Robust LM (error) 12.0491*** – 
LR test – 134.87*** 

Notes: Symbols ***, ** in both tables of the paper indicate the rejection of H0 hypotheses at 1% and 5 %  level 
of significance, respectively. 

LR – Likelihood Ratio, LM – Lagrange Multiplier. 
Source: authors’ calculations in R 

 
Table 2: Summary of direct, indirect and total impacts  

 
 ln GDP  ln DEN  ln EDU  lnCOM  

Parameter estimate ( 1 , 2 , 3 , 4 ) 0.0586 -0.0118 0.3105 0.0161 
Average direct impact (ADI) 0.0757*** -0.0106*** 0.3030*** 0.0074 

Difference ADI and parameter estimate 0.0171 0.0012 -0.0075 -0.0086 
Parameter estimate ( 1 , 2 , 3 , 4 ) 0.0168 0.0122 -0.2442 -0.0406 

Average indirect impact (AII) 0.1794*** 0.0121 -0.0786 -0.0906** 
Difference AII and parameter estimate 0.1626 -0.0001 0.1656 -0.0499 

Average total impact (ATI) 0.2551*** 0.0015 0.2244*** -0.0831** 
AII/ATI 0.7033 8.1980 -0.3505 1.0895 
ADI/ATI 0.2967 -7.1980 1.3504 -0.0895 

Source: authors’ calculations in R 

Let us focus on potential spillover effects, e.g. GDP variable. All impacts associated with this 
variable are statistically significant and have expected positive signs. The average direct 
impact does not match the estimate of the parameter 1  and this difference (0.0171 – see Table 
2) is the amount of feedback effects among the regions. Also, there is a difference (0.1626) 
between estimate of parameter 1  (spatial lag of GDP) and average indirect impact. If we 
perceived estimate of parameter 1  as an indirect impact, our conclusions regarding the GDP 
spillover effects would be wrong. Also average total impact equals 0.2551 and this impact if 
we just sum up the corresponding parameter values ( 1 + 1 ) would be equal to 0.0754, i.e. 
more than three times smaller and again our conclusions would be wrong. Another interesting 
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fact is that up to 70% of total impact is attributed to indirect impact and only 30% to direct 
impact. We can conclude that neglecting the spatial interactions among regions can lead to 
truly misleading conclusions. Of course this is not only the case of GDP variable but also other 
variables6 in our SDM model (see Table 2). 
 
4 CONCLUSION 
 
This paper was focused on spatial econometric analysis of regional employment rates in the 
EU, emphasizing the importance of spatial regional interactions among regions. Even, the 
initial spatial analysis based on the global spatial autocorrelation statistic and LM tests 
confirmed the assumption that the regional employment process is not a spatially isolated 
process. Consequently, we constructed several spatial econometric models but only SDM 
model is presented in paper.  We prefer SDM specification for reasons of the ability of this 
model to capture global spillovers. Based on the SML estimates, we were able to quantify and 
statistically verify the summary measures of the direct, indirect and total impacts of the chosen 
employment determinants. The results clearly confirmed significant share of neighbouring 
regions as for GDP and compensation of employees in explaining regional employment rates. 
As for remaining factors, we found out that educational attainment level and population 
density at neighbouring regions do not have significant impact on employment rate 
performance of the particular region. The spatial decomposition of all impacts into marginal 
impacts corresponding to particular degrees of neighbourhoods would be a useful enrichment 
of our next research. 
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Abstract: This paper deals with social supermarket as a new type of organizations emerged during 
economic crisis in European Union. Social supermarkets offer food, toiletries and other products to 
people in severe material deprivation. Their operation is based on donations of food, toiletries and other 
products. Therefore, reputation and recognition of social supermarkets’ manager in the local community 
together with his/hers knowledge and skills determine their effectiveness and directly their success. In 
this paper, based on a primary research in Croatia, Serbia, Poland and Lithuania the general perception 
on social supermarkets’ managers is analysed. The analysis has shown that the structure of respondents 
from the four observed countries who are agreeing that social supermarket managers should have a 
great reputation in the local community and that the reputation of a social supermarket manager greatly 
influences the success of collecting donations and fundraising activities can be considered to be at the 
same level. 
 

Keywords: social supermarket, managers, Central and Eastern Europe, food waste reduction, poverty 
reduction 

 
1 INTRODUCTION 
 
Social supermarket is a new and specific form of social enterprises [7, 15] and a new retail 
format [1, 13]. As a new type of organizations, it fosters positive social change by fulfilling 
material needs of the socially disadvantaged groups and giving them an opportunity to preserve 
their dignity in an environment where they can choose various kinds of goods at extremely low 
prices [4, 14]. In some studies, authors emphasize that social supermarkets are nonprofit 
organizations that base their activity on volunteerism and charity and if they generate any 
profits, they use them for charitable activities [7].  

There are two important operational characteristics in such form of organization: (1) 
authorized customers (people in material deprivation or at the risk of poverty) and (2) products 
donated free of charge [17]. Some social supermarkets do not sell products, but distribute 
products free of charge to people in need [12]. Moreover, based on conducted primary research 
[6, 12], social supermarkets dominantly collect donations of food and toiletries: (a) directly 
from producers, (b) from fast moving goods (and/or grocery) retailers and (c) from individuals. 
The structure of donation sources varies from county to country and the legal frameworks 
regarding food donations directly influences the structure of donation sources.  

As a new type of organization developing since the recent economic crisis in European 
Union (since 2008), social supermarkets are subject to scientific research from various stand 
points: (1) theoretical where the aim is to define their mission, goals and position in food supply 
chains and in food waste prevention [4, 13, 17], (2) stakeholder’s approach [4, 10], (3) retail 
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mix structure analysis approach [1, 13], (4) comparative approach to operational characteristics 
in various markets [4, 6, 11].  

However, the approach that addresses the perception of general public towards the role, 
position and knowledge of social supermarkets’ managers is not analysed sufficiently. 
Especially, this topic is insufficiently researched in Central and Eastern European Countries 
(CEE). Therefore, in this paper we will focus to perceptions on social supermarkets’ managers 
in four countries in CEE region: Croatia, Serbia, Poland and Lithuania. After the introduction, 
details about the conducted primary research are provided and the methodology used in the 
paper is listed. Descriptive statistics methods were used to describe respondents’ main 
characteristics in chapter 3 and their perception of social supermarkets in chapter 4. In chapter 
5 attitude of respondents towards social supermarket managers is inspected. Final chapter 
brings conclusions and suggestions for further research.  
 
2 DATA AND METHODOLOGY 
 
The social supermarkets topic is considered to be specific and sensitive topic. Therefore, web 
survey based on snowball sampling approach in selecting respondents was conducted [9]. At 
the beginning the invitation for participation in the survey was sent to overall 20 scientists who 
work at universities in Croatia, Lithuania, Poland and Serbia. The survey lasted from April to 
May 2018. In that period overall 419 fully completed questionnaires were received. 

The questionnaire itself contained questions about demographic characteristics of 
respondents (gender, age, working status). After that respondents were asked about their 
general opinion about social supermarkets, about social supermarket managers and, finally, 
about the role of frameworks and institutions in the social supermarket area. Almost all 
questions about social supermarkets are presented in the Likert scale form [8]. Consequently, 
due to the non-probabilistic survey design and the used design of questionnaire questions, in 
the analysis focus will be given to descriptive statistical analysis. However, in addition, the 
non-parametric chi-square tests for equality of three or more proportions will be used as well 
[2]. The chi-square test will be used mainly to inspect questions given in the Likert scale form. 
It has to be emphasized that, the chi-square test requires that in each cell at least expected value 
of five is reached [3, 16]. The total sample size of 419 respondents includes all respondents 
from all four observed countries. Therefore, when those 419 respondents are split across the 
countries some problems with expected values of cells could appear. In such cases some 
categories at Likert scale questions are going to be merged to provent appearance of minimum 
expected cell values problems.  
 
3 ANALYSIS OF RESPONDENTS’ MAIN CHARACTERISTICS 

 
In the web survey participated overall 419 respondents. The most respondents are from Poland 
(123) whereas the least number of respondents is achieved in Lithuania (71). In Croatia 117 
respondents have taken part in the web survey. Overall 108 respondents are coming from 
Serbia. The structure of respondents according to their main demographic characteristics is 
given in Figure 1. 
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Figure 1 Main demographic characteristics of respondents – gender, age and working status structures 

 
4 PERCEPTION TOWARDS SOCIAL SUPERMARKETS’ PRESENCE AND 

MISSION  
 
The respondents were asked about their opinions regarding social supermarkets presence in 
their city. The most respondents stated either that there is social supermarket in their city or 
that it would be very useful to have a social supermarket in the city. Detailed distribution of 
answers is provided in Figure 2 (left). In addition, respondents were asked to provide an answer 
whether they see reduction of food waste or reduction of poverty as the top priority of social 
supermarket mission. The distribution of answers is provided in Figure 2 (right). 
 

  
 

Figure 2 Social supermarkets presence (left) and Top priority of social supermarket mission (right) 
 

5 SOCIAL SUPERMARKET MANAGERS  
 
In the following part of the survey, respondents got a set of questions related to social 
supermarket managers. Overall five questions covered that area and all questions are presented 
in five-items Likert scale forms ranging from completely disagree (code 1) to completely agree 
(code 5). 
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Table 1 Main descriptive statistics results of social supermarkets managers variables  
 

Variable Country No of 
resp. Mean St. 

dev. 
Coef. 
var. Median Mode 

Social supermarket managers must 
develop negotiating skills in order to 
establish the current flow of donations 
from companies, agricultural business and 
craftsmen, not just from individual 
citizens. 

Croatia 117 4.41 0.66 15 5 5 
Lithuania 71 4.01 0.80 20 4 4 
Poland 123 4.04 0.81 20 4 4 
Serbia 108 4.45 0.72 16 5 5 

Overall 419 4.25 0.77 18 4 5 

Social supermarket managers need more 
support in administrative procedures. 

Croatia 117 4.30 0.75 17 4 5 
Lithuania 71 3.59 0.90 25 3 3 
Poland 123 3.73 0.92 25 4 3 
Serbia 108 4.18 0.86 21 4 5 
Overall 419 3.98 0.90 23 4 4 

Social supermarket managers should have 
broader knowledge of management, 
marketing and/or finance. 

Croatia 117 4.27 0.75 18 4 5 
Lithuania 71 3.79 0.94 25 4 4 
Poland 123 3.70 1.04 28 4 4 
Serbia 108 4.26 0.77 18 4 5 
Overall 419 4.02 0.92 23 4 4 

Social supermarket managers should have 
a great reputation in the local community. 

Croatia 117 4.21 0.81 19 4 5 
Lithuania 71 4.32 0.86 20 5 5 
Poland 123 4.14 0.85 21 4 5 
Serbia 108 4.15 0.95 23 4 5 
Overall 419 4.19 0.87 21 4 5 

The reputation of a social supermarket 
manager greatly influences the success of 
collecting donations and fundraising 
activities. 

Croatia 117 4.12 0.78 19 4 4 
Lithuania 71 4.31 0.86 20 5 5 
Poland 123 3.98 0.97 24 4 4 
Serbia 108 4.05 1.07 26 4 5 
Overall 419 4.09 0.93 23 4 5 

 
In Table 1 main descriptive statistics results for the given social supermarkets managers’ 
variables are presented. Again, those result are presented only to get insight about the 
distribution of answers and for comparison between other countries and overall. Generally 
speaking, the results pointed out that the respondents tend to agree or completely agree with 
the given statements in the observed variables.  

The results of reliability analysis are shown in Table 2. Conducted reliability analysis 
resulted in Cronbach's alpha ranging from 0.6830 to 0.7927. On that way it can be concluded 
that the internal consistency here is questionable to acceptable [5, 18].  

 
Table 2 Reliability analysis of social supermarkets managers variables, number of variables=5 

 
Country No of responses Cronbach's alpha Standardized alpha Average inter-item correlation 
Croatia 117 0.7927 0.7922 0.4465 
Lithuania 71 0.6830 0.6843 0.3118 
Poland 123 0.7254 0.7313 0.3579 
Serbia 108 0.7838 0.7851 0.4273 
Overall 419 0.7527 0.7548 0.3886 

 
The results of conducted chi-square tests for equality of three or more proportions of social 
supermarkets managers variables are given in Table 3. According to the results, at significance 
level of 5%, the null hypothesis can be rejected in three, from five, cases. So, at three variables 
the structure of respondents who agreed or completely agreed with the given statements in a 
country is different than at other country. 
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Table 3 Chi-square tests for equality of three or more proportions of social supermarkets managers variables, 
responses agree and completely agree observed together 

 

Variable 
No of responses Com. 

prop. 

Emp. 
Chi-

square 
p-value Croatia Lithuania Poland Serbia 

Social supermarket managers 
must develop negotiating skills in 
order to establish the current flow 
of donations from companies, 
agricultural business and 
craftsmen, not just from 
individual citizens. 

106 51 91 96 0.8210 19.7452 0.0002 

Social supermarket managers 
need more support in 
administrative procedures. 

101 32 71 85 0.6897 47.4689 <0.0001 

Social supermarket managers 
should have broader knowledge of 
management, marketing and/or 
finance. 

96 43 76 89 0.7255 22.8500 <0.0001 

Social supermarket managers 
should have a great reputation in 
the local community. 

95 61 95 82 0.7947 3.2300 0.3575 

The reputation of a social 
supermarket manager greatly 
influences the success of 
collecting donations and 
fundraising activities. 

94 55 89 77 0.7518 3.2673 0.3522 

 
However, at variables “social supermarket managers should have a great reputation in the local 
community” and “the reputation of a social supermarket manager greatly influences the success 
of collecting donations and fundraising activities” differences in proportions of respondents 
who are agreeing with the statements between the observed countries seems not to be 
statistically significant. 
 
6 CONCLUSION 
 
Primary research shows that perceptions on role, position and knowledge of social 
supermarkets’ managers in four countries in CEE region (Croatia, Serbia, Poland and 
Lithuania) is positive. In all countries, majority respondents completely agree or agree that 
social supermarkets’ managers should have a great reputation in the local because their 
reputation greatly influences the success of collecting donations and fundraising activities. 

In addition, majority of respondents agree that they should develop their knowledge and 
skills in order to be able to manage current flow of donations from companies and agricultural 
businesses, not only from individual citizens.  

However, conducted chi-square tests for equality of three or more proportions of social 
supermarkets managers variables shows that same structure of agreement is observed only for 
two out of five variables for all four countries, i.e. for statements “social supermarket managers 
should have a great reputation in the local community” and “the reputation of a social 
supermarket manager greatly influences the success of collecting donations and fundraising 
activities”. The largest difference in structure of answers is observed for statement “social 
supermarket managers need more support in administrative procedures” where in Croatia and 
Serbia majority of respondents strongly agree, while in Lithuania and Poland modal answer is 
neutral.  
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The main limitation of the research is use of the non-probabilistic survey design. Therefore, 
the research findings cannot be generalized. Except using a probabilistic survey design, for the 
future research improvements of the questionnaire are needed. On that way, use of more 
different statistical methods will be possible and more relevant conclusions could be brought. 

In the further research it should be investigated how the business processes in social 
supermarkets can be further improved by joint action of all involved stakeholders. 
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Abstract: The paper presents and discusses the non-linear links between the individual constructs of 
the conceptual model of managing older employees in financial service companies in Slovenia. The 
analysis of the data set was based on exploratory and confirmatory factor analysis using structural 
equation modeling. The paper seeks to determine the effects of 1) leadership and employee relations 
on work satisfaction and 2) work satisfaction on work engagement in the case of older employees in 
financial service companies in Slovenia. The results show that both of the aforementioned effects are 
positive. 
 

Keywords: WarpPLS, structural equation modeling, older employees, financial services companies 
 
1 INTRODUCTION 
 
Structural equation modeling (SEM) has been proven to be useful in exploring the links 
between constructs in various human resource management (HRM) multidimensional models 
[15]. Our research focuses on one of the important aspects of the sustainable profitability of a 
business: the satisfaction and engagement of older employees. Based on the HRM theoretical 
background, we built a conceptual multidimensional model of managing older employees in 
financial service companies in Slovenia. As we wanted to determine the impact of leadership 
and employee relationship—two important components of work satisfaction of older 
employees in financial service companies that further shape the level of work engagement of 
older employees—the conceptual model includes the following constructs: leadership, 
employee relations, employee satisfaction and employee work engagement. The main 
objective of this paper is to determine the impact of leadership and employee relations on work 
satisfaction of older employees, as well as to determine the impact of work satisfaction on the 
work engagement of older employees in financial service companies in Slovenia. 

The findings of research [16] based on SEM analysis show that employee relations and 
leadership have a positive impact on employee satisfaction. The authors’ findings indicate that 
older employees have good relationships with their colleagues and supervisors and therefore 
work in a more supportive work environment, have better health status and are more satisfied. 
Another study [13] suggests that work satisfaction is an important driver of work engagement. 
Additional findings [4] show that there is a positive relationship between work satisfaction, 
work motivation and work engagement. According to [10, 11], SEM is based on the linear or 
non-linear connections between constructs. The results obtained by WarpPLS show that the 
observed links in our model are non-linear. This paper aims to verify the following hypotheses:  
H1: Leadership has a significant positive impact on the work satisfaction of older employees 
in financial service companies in Slovenia.  
H2: Employee relations have a significant positive impact on the work satisfaction of older 
employees in financial service companies in Slovenia.  
H3: Employee satisfaction has a significant positive impact on the work engagement of older 
employees in financial service companies in Slovenia. 
 
2 DATA AND METHODOLOGY 
 
The main survey involved 237 large- and medium-sized financial service companies, and from 
each company we selected up to three employees to participate in our research. Thus, 704 
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older employees responded to the questionnaire. In the literature, the definitions of older 
employees vary [2, 8]. In this paper, employees of ≥ 50 years of age were defined as older 
employees.  

The respondents indicated on a 5-point Likert-type scale their agreement to the listed 
statements, where 1 = strongly disagree and 5 = completely agree (1 = I completely disagree,  
2 = I do not agree, 3 = I partially agree, 4 = I agree, 5 = I completely agree). Items for the 
leadership construct were formed by [1], for the employee relations construct by [5], for the 
employee satisfaction construct by [7] and for the employee engagement construct by [13]. 
Within the empirical part, we established the justification to use the factor analysis on the basis 
of the Kaiser-Meyer-Olkin measure of sampling adequacy (KMO ≥ 0.5) [9] and Bartlett’s test 
of sphericity. With the purpose to improve the factors’ interpretability and achieve a more 
even distribution of variance according to the factors, the rectangular rotation Varimax, which 
maximizes the variance of weight squares in every factor and simplifies the structure by 
columns, was used [6, 12]. Also, fulfillment of criteria regarding factor loadings (ƞ ≥ 0.5), 
communalities of variables (h > 0.4), and eigenvalues of factors (λ ≥ 1.0) was analyzed [14]. 
The quality of the measurement model was measured by the variance explained for a particular 
construct. We checked the reliability of measurements within the scope of inner consistency 
with Cronbach’s alpha coefficient [3]. As part of the convergent validity, we examined average 
variance extracted (AVE) and composite reliability coefficients (CR), keeping in mind the 
criteria AVE > 0.5 and CR > 0.7 and the criterion CR > AVE. In order to check for 
multicollinearity, we used variance inflation factors (VIF), considering the criterion VIF < 5.0 
[6]. The quality of the structural model was measured by the R-squared and adjusted R-squared 
coefficients, reflecting the percentage of explained variance of latent variables in the structural 
model and the Stone-Geisser Q-squared coefficient. Thus, we examined the predictability 
value of the structural model. Acceptable predictive validity in connection with an endogenous 
latent variable is suggested by Q2 > 0 [10]. To test the model, the following rules were also 
applied: average path coefficient (APC, p < 0.05), average R-squared (ARS, p < 0.05), average 
adjusted R-squared (AARS, p < 0.05), average block variance inflation factor (AVIF < 5.0), 
average full collinearity VIF (AFVIF < 5.0), goodness-of-fit (GoF ≥ 0.36), Sympson’s paradox 
ratio (SPR ≥ 0.7), the R-squared contribution ratio (RSCR ≥ 0.9), statistical suppression ratio 
(SSR ≥ 0.7) and nonlinear causality direction ratio (NLBCD ≥ 0.7) [10, 11, 14]. To test the 
hypotheses, we used the path coefficient associated with a causal link in the model (γ) and 
indicator of Cohen’s effect (f2), with 0.02, 0.15, and 0.35 indicating the small, medium, and 
large effect sizes [10, 14]. The Statistical Package for the Social Sciences (SPSS) and 
WarpPLS software were used for data analysis. 
 
3 RESEARCH ANALYSIS RESULTS AND DISCUSSION 
 
The results in Table 1 show that the values of the measure of sampling adequacy and the results 
of Bartlett’s test of sphericity for each construct (leadership, employee relations, work 
satisfaction, work engagement) suggest that the use of factor analysis is justified. The values 
of all communalities for all five construct are higher than 0.70; therefore, we have not 
eliminated any variable. Also, all factor loadings are higher than 0.70 and significant at the 
0.001 level. For each construct, the one-dimensional factor solution was obtained. All 
measurement scales proved high reliability (all Cronbach’s alpha > 0.80). In addition to the 
results in Table 1, the total variance explained for leadership is 81.8%, for employee relations 
is75.2 %, for employee satisfaction is 78.8% and for employee work engagement is 85.6%. 
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Table 1: Factor analysis results 

Statement Factor label Cronbach’s 
alpha Communalities Factor 

loadings 
I have all necessary information to perform 
my work. 

 
 
 
 
 
 
 

Leadership 
 
 
 

 
 

 
 
 
 
 

0.967 

 
0.749 

 
0.870 

I have everything I need to carry out my work 
tasks. 

 
0.737 

 
0.871 

I have the possibility of independent thinking 
and decision-making in the workplace. 

 
0.748 

 
0.862 

The company owner/manager fosters good 
relationships between employees 

 
0.872 

 
0.925 

The company owner/manager of the company 
fosters good relationships between employees 
and superiors. 

 
0.859 

 
0.937 

The company owner/manager emphasizes and 
encourages employee motivation in the 
workplace. 

 
0.847 

 
0.914 

The company owner/manager ensures the 
work satisfaction and well-being of 
employees. 

 
0.787 

 
0.889 

In the company, we have the possibility of 
training and education. 

 
0.768 

 
0.885 

KMO = 0.919; Bartlett's Test of Sphericity: Approx. Chi-Square = 13416.452, df = 36, p < 0.01 
The presence of age discrimination is not felt 
among employees. 

 
 
 
 
 

Employee 
relations 

 

 
 
 
 
 
 

0.951 
 
 
 
 

 
0.735 

 
0.879 

In the company, we do not feel the presence 
of age stereotypes. 

 
0.757 

 
0.886 

There is no competition between older and 
younger employees in terms of who does 
better work.  

 
0.714 

 
0.779 

We cooperate very well with colleagues in the 
performance of our tasks. 

 
0.723 

 
0.791 

Employees appreciate the work of our 
colleagues. 

 
0.855 

 
0.903 

In case of conflict, we solve the problem 
together and for the common benefit. 

 
0.832 

 
0.901 

In the company, mutual trust and cooperation 
prevail. 

 
0.842 

 
0.922 

KMO = 0.877; Bartlett's Test of Sphericity: Approx. Chi-Square = 5498.853, df = 15, p < 0.01 
At my workplace, I am satisfied with the 
working hours and distribution of work 
obligations. 

 
 
 
 
 

Employee 
satisfaction 

 
 

 
 
 

 
 

0.960 
 
 
 
 

 
0.818 

 
0.904 

In this company, I am satisfied with the 
balance between my work and private life. 

 
0.712 

 
0.803 

I am satisfied with the level of self-regulation 
of work speed that is enabled. 

 
0.782 

 
0.884 

I am satisfied with the provision of job-
sharing, which reduces the burden on the 
workplace. 

 
0.746 

 
0.843 

I am satisfied with the interpersonal 
relationships in the company. 

 
0.839 

 
0.911 

I am satisfied with the leadership in the 
company. 

 
0.824 

 
0.907 

I am satisfied with the intergenerational 
cooperation and, thus, the distribution of work 
in the company. 

 
0.827 

 
0.910 

KMO = 0.930; Bartlett's Test of Sphericity: Approx. Chi-Square = 7593.509, df = 21, p < 0.01 
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Statement Factor label Cronbach’s 

alpha Communalities Factor 
loadings 

I do my work with passion.  
 
 
 

Employee 
work 

engagement 
 
 

 
 
 
 
 

0.964 
 
 

0.862 0.948 
I am engaged in the quality of my work. 0.847 0.936 
I am engaged to achieve successful business 
results. 

 
0.840 

 
0.935 

I feel connection with the company in which I 
work. 

 
0.789 

 
0.913 

I am aware of the importance of innovation 
for our company and I am helping to develop 
the company. 

 
0.790 

 
0.927 

I trust in my colleagues and the manager. 0.843 0.933 
I feel that my work and job are important. 0.832 0.927 
I am proud to be employed in this company.  0.911 
I believe in the successful development and 
operation of the company. 

 
0.796 

 
0.934 

KMO = 0.947; Bartlett's Test of Sphericity: Approx. Chi-Square = 13902.884, df = 36, p < 0.01 
 
Key quality assessment indicators of research model are presented in Table 2. 
 

Table 2: Model fit and quality indicators 

Quality indicators Criterion of quality indicators Calculated values of 
indicators of model 

Average path coefficient (APC) p < 0.05 0.638, p < 0.001 
Average R-squared (ARS) p < 0.05 0.897, p < 0.001 
Average adjusted R-squared (AARS) p < 0.05 0.897, p < 0.001 
Average block variance inflation factor 
(AVIF) 

AVIF < 5.0 2.096 

Average full collinearity VIF (AFVIF) AFVIF < 5.0 2.204 
 
Goodness-of-fit (GoF) 

GoF ≥ 0.1 (low) 
GoF ≥ 0.25 (medium) 

GoF ≥ 0.36 (high) 

 
0.842 

Sympson’s paradox ratio (SPR) SPR ≥ 0.7 1.000 
R-squared contribution ratio (RSCR) RSCR ≥ 0.9 1.000 
Statistical suppression ratio (SSR) SSR ≥ 0.7 1.000 
Nonlinear causality direction ratio (NLBCD) NLBCD ≥ 0.7 1.000 

 
Table 2 shows that the indicators APC, ARS, AARS are statistically significant (p < 0.001), 
and the indicators AVIF and AFVIF are lower than 5.0 and are suitable. Indicator GoF shows 
the power of the underlying conceptual model [11], and the results of indicator GoF show that 
the model is highly appropriate. The values of indicators SPR, RSCR, SSR and NLBCD are 
higher than the minimal prescribed values and are suitable.  
 

Table 3: Indicators of quality of structural model 

Constructs Cronbach’s α CR AVE R2 Adj. R2 Q2 VIF 
Leadership 0.976 0.979 0.808 (-) (-) (-) 1.473 
Employee relations 0.948 0.957 0.736 (-) (-) (-) 1.687 
Employee satisfaction 0.972 0.975 0.768 0.466 0.441 0.473 2.529 
Employee work engagement 0.984 0.985 0.850 0.449 0.442 0.461 2.361 

Note: (-) values cannot be calculated because the construct is a baseline 

Table 3 indicates that the values of the latent variables’ R2, adjusted R2 and Q2 coefficients are 
greater than zero. Composite reliabilities (CR) for all five constructs are greater than 0.7. Also, 
values of AVE for all five constructs are greater than 0.5. As all CR values were higher than 

Table 1 continued 
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AVE values, we confirmed the convergent validity for all the constructs studied. The VIF 
values ranged between 1.473 and 2.529 (VIF < 5.0), providing confidence that the structural 
model results were not affected by collinearity. The results of SEM and structural coefficients 
of links of the basic structural model are presented in Table 4. Also, Figure 1 presents the 
conceptual model with the values of path coefficients. 
 

Table 4: Standardized Path Coefficients for Proposed Model 

Hypothesized 
path Link direction Shape of link Path coefficient (γ) Effect size (ƒ2) Standard 

error 
LEES Positive Nonlinear 0.434*** 0.206 0.032 
ERES Positive Nonlinear 0.340*** 0.213 0.034 

ESEWE Positive Nonlinear 0.654*** 0.419 0.083 
Note: ***p < 0.001; LE – leadership; ER – employee relations; ES – employee satisfaction; EWE – employee 
work engagement 

 

 

 

 

 

Note: ***p < 0.001 

Figure 1: Conceptual model of managing older employees with the values of path coefficients 

The results in Table 4 show that leadership has a positive effect on the work satisfaction of 
older employees (LEES = 0.434, p < 0.001) in financial service companies. The value of 
Cohen’s coefficient (f2 = 0.206) is greater than 0.02 and shows that the effect of predictive 
latent variables is of medium strength. Also, employee relations have a positive effect on the 
work satisfaction of older employees (ERES = 0.340, p < 0.001). The value of Cohen’s 
coefficient (f2 = 0.213) shows that the effect of predictive latent variables is of medium 
strength. The results in Table 4 show that the work satisfaction of older employees has a 
positive effect on the work engagement of older employees (ESEWE = 0.654, p < 0.001). 
The value of Cohen’s coefficient (f2 = 0.419) shows that the effect of predictive latent variables 
is of high strength. The results show that there is a non-linear connection between the 
individual constructs. We therefore verified and confirmed hypothesis 1 (leadership has a 
significant positive impact on the work satisfaction of older employees in financial service 
companies in Slovenia), hypothesis 2 (employee relations have a significant positive impact 
on the work satisfaction of older employees in financial service companies in Slovenia), and 
hypothesis 3 (employee satisfaction has a significant positive impact on the work engagement 
of older employees in financial service companies in Slovenia). 
 
4 CONCLUSION 
 
Based on the results, we found that leadership and employee relations have a positive effect 
on the work satisfaction of older employees in financial and insurance companies in Slovenia, 
as well as that work satisfaction has a positive effect on the work engagement of older 
employees. This is consistent with the findings of [1, 4, 13, 16], in which the authors found 
that leadership and employee relations have a positive impact on the work satisfaction of older 

Employee relations 

0.654*** Work satisfaction 
of older employees 

Work engagement 
of older 

employees 

Leadership 
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employees and that the work satisfaction of older employees has a positive impact on the work 
engagement of older employees.  

Our study is limited to the focus of older employees in Slovenia in medium-sized and large 
financial services companies. As an opportunity for future research, we recommend an 
upgrade of the measurement instrument with new constructs in the area of older employees. 
Also, our further research refers to analyzing different constructs (for example, stress, job 
burnout and work engagement) with structural equation modeling (SEM). 
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Abstract: The nonresponse rates in web surveys have been often very high. Whereas the nonresponse 
in web surveys where the target population is individuals and/or households is quite good documented 
and investigated, there is a lack of research of nonresponse in business web surveys. Therefore, in the 
paper nonresponse in business web surveys is under the study. The main reasons for nonresponse in 
business web surveys are provided. Measurable main reasons for nonresponse and AAPOR standard 
definitions are used to suggest main elements for introducing new nonresponse measures. 
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1 INTRODUCTION 
 
Business surveys are a special kind of surveys in which target population is enterprises, firms 
or establishments, but the reporting units are employees of those enterprises. It has to be 
emphasized that there could be made some differences between term enterprise, firm and 
establishment. In [13] authors described the differences between those terms in detail. 
However, in order to keep appropriate simplicity level, in this paper all those three terms will 
be together covered by term business. 

Despite the fact that business surveys have been conducted since the nineteenth century, 
only in recent period business surveys are being systematic and comprehensively treated [6]. 
In order to support the business surveys methodology International Conference on 
Establishment Statistics was initiated. However, since 1993 only five such conferences were 
held whereas the next one is scheduled to happen in 2020 [3]. If they are conducted on 
appropriate way, web surveys tend to have many advantages over other survey modes [11]. 
Consequently, it is not surprising that the popularity of web surveys is increasing. Couper [7] 
emphasizes importance of good quality of web surveys and provides a review of approaches 
and issues in web surveys. However, business web surveys are not represented well in a 
relevant literature and even if they are mentioned, only a couple of pages are devoted to them 
[5]. In general, the main problem of web surveys is low response rates [4, 16]. It has been 
shown that web survey rates are well below response rates achieved at other survey modes 
[12]. Consequently, low web survey response rates of 2% are not surprising any more. Similar 
response rates can be found at business web surveys as well [17]. 

The aims of the paper are to investigate and to list the main reasons of nonresponse in 
business web surveys and to single out main elements which can be used for making new 
nonresponse measures suited to business web surveys. 

The paper is organized as follows. After the brief introduction to the research problem, in 
the second chapter main reasons of nonresponse in business web surveys are discussed. In the 
third chapter main elements needed for measuring nonresponse in business web surveys are 
investigated. The fourth chapter concludes the paper. 
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2 REASONS OF NONRESPONSE IN BUSINESS WEB SURVEYS 
 
In order to get a response two steps should be done. Firstly, the units from target population 
should be successfully contacted and, secondly, they should be convinced enough to cooperate 
and participate in the survey [9]. The contact can be made by telephone, mail, telefax and 
personally. However, the most convenient way, for both researchers and respondents, is to send 
an e-mail invitation. That is a cheap and fast way of communication between those two sides.  

No matter which mode of contact is preferred, it is suggested sending a prenotice to the 
respondents [15]. Prenotice has a role of making familiar respondents with a survey in which 
they are going to be invited to participate. However, prenotice if not written well it can have 
opposite effect of wanted. So, instead of decreasing nonresponse, prenotice can increase it. 
Therefore a researcher should pay attention how prenotice is written, which design is used, 
whether prenotice is personalized or not, and similar. In addition, a prenotice can be used to 
check respondents address or validity of e-mail address. 

Generally speaking, a researcher should be very careful and think about every survey step 
which is under their control. But there are some survey parts which are out of researcher 
control. The list of main controllable and uncontrollable items regards nonresponse is provided 
in Table 1. 

 
Table 1: Survey items under and out of researcher control (adopted from [16]) 

 
Under researcher control Out of researcher control 

 Respondent identification 
 Contact strategies 
 Survey topic 
 Web survey questionnaire design 
 Time schedules 
 Confidentiality 
 Legal authority 
 Survey sponsor 

 Business policy 
 Environmental dependence 
 Availability of data 
 Availability of resources 
 Respondents’ authority 
 Respondents’ capacity 
 Respondents’ motivation 
 Technological environment 

 
It is noted earlier that prenotice can be used to check whether respondents contact data are 
correct or not. If a researcher is not sure in a sampling frame quality, prenotice can be used to 
estimate its validity. In case of business surveys the main problem with sampling frame is its 
datedness. Namely, the contact data of businesses can be changed and consequently no contact 
can be made. However, in business surveys data from official administrative sources are often 
used. Despite this fact, even in this case some problems with contact data are expected. The 
more wrong contact data are present in sampling frame, the higher nonresponse rate is. 

Even if contact data is correct, it is questionable whether the right and competent person in 
business contacted is. That is another challenge for a researcher which becomes more 
emphasized in larger businesses. Contacting right person in business can be crucial in the 
business surveys. Namely, if wrong person in business is contacted, it is high probability that 
this person will not recognize importance of the survey and forward information about the 
survey to the right person who can provide answers to the questions in web survey. 

If survey topic is of some interest of a business, it is more likely that it will participate in 
the survey. However, if the survey benefits are not recognized, businesses tend not to 
participate in the survey what leads to higher nonresponse rates. Therefore, a researcher should 
be careful about choosing survey title and how the survey will be described in the invitation 
letter. 

Web survey questionnaire design should be good enough to keep interest of respondents 
from the beginning to the end of the questionnaire. On that way breakoffs, when respondent 
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gives up from participating in the survey after certain number questions, and item nonresponse, 
when respondent does not provide answers on all questions, can be significantly avoided. It is 
hard to keep attention of employees for a long period. Because of that it is recommended that 
the questionnaire is as short and as simple as possible. Of course, an option to continue survey 
later on is highly recommended in business web surveys. 

Researcher should be aware of time when the survey is conducted. It is not recommended 
to send any survey invoice to business in periods when annual and or tax reports should be 
made. In addition, dates of holidays should be also taken into account. Furthermore, the choice 
of day in a week and the time of day can play significant role as well [14]. Researcher should 
take optimal time for doing the survey on the field. In the other word the time span in which 
responses are collected should be neither too narrow nor too wide. In case of too narrow survey 
period maybe some business did not participate in the survey because they did not have enough 
time to spare but they would later do that. If the survey period is too long, there is high 
probability that the situation in the business, who participated in the surveys among the first 
ones, has changed and therefore they would choose other answers now. 

Confidentiality of businesses and respondents is very important to them. If they do not trust 
the researcher that they will keep their identity secret, business will not participate in the 
survey. Therefore, the researcher must strictly follow the survey standards and obey privacy 
legislation. This should not be followed only during the process of collecting but in the case of 
publishing reports as well. In that case, researcher should take into account sensitive 
information and use disclosure control system. The system should be used especially when 
large enterprises or other enterprises with rare characteristics are observed. 

There is great difference whether the survey is conducted by some institution like national 
bureau of statistics or some unknown person. Business will be more cooperative if they know 
who is doing the survey than if the survey is conducted by an unknown person. Therefore it is 
crucial to put names of survey sponsor, institutions who support the survey and other important 
persons who cast confidence. 

Business policy is the first obstacle which is out of researcher control. A business can have 
simple policy of not participating in any survey. Unfortunately, not all enterprises share the 
information that they will not participate in the survey due to their business policy which makes 
difficult to find out the proportions of nonresponse due to this fact. In addition, such businesses 
are making additional costs for researchers who are trying to contact them. 

If business climate is positive, it is more likely that business will participate in the survey. 
However, if economy is in recession and businesses have achieved negative business results, 
the rate of nonresponse should be higher. 

Businesses differ in many things: size, main activity, ownership, and so on. Therefore the 
organisation of their data in business records can be different. Consequently, some of required 
information business could very easily provide whether some data are available only to very 
narrow number of people. 

According to [16] availability of resources is the most important factor which determines 
businesses’ ability to participate in the survey or not. As the first, a business should have some 
free and available employee who would take care about data collecting and participating in the 
survey. In addition, the question is for how long business can afford yourself that an employee 
does not work its main job but fills the survey up. Therefore businesses prefer to participate in 
surveys from which they could get some benefits and which are not too long, demanding and 
difficult to fill. 

The great part of response burden is on respondents themselves. Respondents’ authority 
refers to ability of taking responsibility for providing survey answers and releasing data about 
the business outside it [10]. Respondents’ capacity refers to ability to understand survey 
questions, ability to collect needed information for survey and to ability of communicating the 
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most appropriate answer in the survey for that business. Respondents’ motivation refers to 
direct benefits which could they get and it is under high influence of their superiors. 

Technological environment plays important role in web surveys. The main questions are 
whether respondents will: be able to open the web survey; see the questionnaire on the planned 
way; be able and know how to answer. Nowadays, web surveys can be filled in by using 
personal computer, tablet and smartphone. All that increases possibility that something will go 
wrong from technical point and which will result in nonresponse. 

It has to be emphasized that the mentioned reasons of nonresponse in business web surveys 
are only the most important ones. Depending on the experience of a researcher some reasons 
of nonresponse in business web surveys can be set on negligible level. 
 
3 MEASURING NONRESPONSE IN BUSINESS WEB SURVEYS 
 
As stated in chapter 2, there are many different sources and reasons of nonresponse in business 
web surveys. The question is how to measure nonresponse on the most appropriate way. 
Unfortunately, the American Association for Public Opinion Research (AAPOR), the leading 
association of public opinion and survey research professionals [2], does not provide equations 
for calculating nonresponse but it is focused on measuring response rates (six measures), 
cooperation rates (four measures), refusal rates (three measures) and contact rates (three 
measures) [1]. In addition, those measures are written primary for face-to-face and phone 
surveys where sampling units are households. In Table 2 are given main elements of those 
measures. 
 

Table 2: Main elements of response rate, cooperation rate, refusal rate and contact rate measures  
(adopted from [1]) 

 
Response rate Cooperation rate Refusal rate Contact rate 

Numerator: 
 Complete interview 
 Partial interview 

Numerator: 
 Complete interview 
 Partial interview 

Numerator: 
 Refusal and break-off 

Numerator: 
 Complete interview  
 Partial interview 
 Refusal and break-off 
 Other 

Denominator:  
 Complete interview  
 Partial interview 
 Refusal and break-off 
 Non-contact 
 Other 
 Unknown if household 
occupied 
 Unknown, other 
 Estimated proportion of 
cases of unknown 
eligibility that are eligible 

Denominator:  
 Complete interview  
 Partial interview 
 Refusal and break-off 
 Other 
 

Denominator:  
 Complete interview  
 Partial interview 
 Refusal and break-off 
 Non-contact 
 Other 
 Unknown if household 
occupied 
 Unknown, other 
 Estimated proportion of 
cases of unknown 
eligibility that are eligible 

Denominator:  
 Complete interview  
 Partial interview 
 Refusal and break-off 
 Non-contact 
 Other 
 Unknown if household 
occupied 
 Unknown, other 
 Estimated proportion of 
cases of unknown 
eligibility that are eligible 

 
AAPOR used the main elements listed in Table 2 and combined them to make different 
measures as certain ratios. Unfortunately, there is no corresponding measure which could be 
used as nonresponse measure. Namely, according to [8] “nonresponse occurs when a sampled 
unit does not respond to the request to be surveyed or to particular survey questions”. However, 
very close to a nonresponse measures are refusal rate measures and the differences between 1 
minus response rate measures. Still, there are not included items specific for business web 
surveys. Therefore in Table 3 the main elements which should be included in nonresponse 
measures are given. 
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Table 3: Main elements of nonresponse measures 
 

Item Elements 
Sampling 
frame 

 Contacted businesses (sent survey invitations by e-mail) 

Business 
successfully 
received survey 
invitation e-
mail 

 Completed web questionnaires (employees have fully answered on all questions) 
 Partially completed web questionnaires (researcher must define what is mean by “partial”) 
 Refusal (business received the e-mail with survey invitation and it has explicitly 
announced that it does not want to participate in the survey) 
 Break off (implicit refusal) 
 Attention problem (businesses excluding due to straight lining, speeding and similar) 
 Active looking (the business entered the survey but did not provide any answer) 
 Technical difficulties (business cannot run multimedia files and similar) 

Business did 
not received 
survey 
invitation e-
mail 

 Wrong e-mail address (the e-mail is changed) 
 Mail-box quota exceeded (the e-mail inbox is full – the e-mail is not used anymore) 
 Out of office (business not available during the data collection period) 
 Other non-contact reasons (the survey invitation cannot be received due to different 
reasons) 

Eligibility  Ineligible businesses (businesses that turned out not to be eligible according to their 
answers) 
 Eligibility proportion (estimated proportion of businesses of unknown eligibility that are 
eligible) 

 
The elements in Table 3 are listed by using appropriate elements from AAPOR measures and 
reasons of nonresponse in business web survey that can be measured. It is assumed that 
sampling frame from administrative sources is used and that it is additionally arranged for the 
survey purposes. Also, ability of collecting paradata is implied. Accordingly, following simple 
complete nonresponse measure of business web surveys can be written: 

 CB e C P IB
NR

CB IB
   




                                                   (1) 

where NR  is nonresponse ratio, CB  is the number of contacted businesses, e  is eligibility 
proportion, C  is the number of completed web questionnaires, P  is the number of partially 
completed web questionnaires, IB  is the number of ineligible businesses. In dependence what 
a researcher wants to emphasize, from the equation 1 it could be taken or added some elements. 
Furthermore, instead of beginning from the number of contacted business, a researcher could 
begin by adding nonresponse elements in the numerator. 
 
4 CONCLUSION 
 
Due to their importance in modern society, it is of crucial importance to contact businesses and 
collect their thoughts, attitudes and other information about business related topics. The most 
convenient way, both for businesses and researcher, to do that is to conduct a web survey. 
However, due to different reasons businesses tend not to participate in such surveys and 
therefore nonresponse rates are high. Because of that it is very important to know the sources 
of nonresponse and pay additional attention to them. On that way, the nonresponse rate in a 
business web survey should be lowered. 

In the paper main sources of nonresponses in business web surveys are listed and briefly 
explained. The impact strength of those sources is not the same in all business web surveys, 
but it depends on the target population, survey topic and similar. Still, there is a need to measure 
the nonresponse rate on an appropriate way. Thus, researchers could compare achieved 
nonresponse rates in their surveys with other survey. Moreover, researchers could estimate 
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what their nonresponse rates should be by comparing with the achieved nonresponse rates in 
similar surveys. Therefore, in the paper are suggested main elements for constructing 
nonresponse rates measures in business web surveys. 

In the future research, given elements should be used to make appropriate and easy to use 
nonresponse measure. Furthermore, it would be great if nonresponse would be separately 
observed for surveys conducted on personal computers, tablets and smartphones. The impact 
of contact and survey periods on nonresponse rates should be inspected in more detail. 
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Abstract: The success of any project depends on many factors. The crucial question is to find out tasks 
causing delay of project deadline or failure of its objectives. We follow our recent research in the field 
of criticalness and failureness potential of tasks, we analyse project tasks criticalness and failureness 
and thus their threatness role in relation to project goals satisfaction. Our current research extends the 
criticalness and failureness evaluation by fuzzy numbers. Finally we introduce the fuzzy threatness 
matrix categorizing activities in a two-dimensional linguistic scale according to their potential threat to 
achieving project goals.  
 

Keywords: Project management, task, criticalness potential, failureness potential, task threatness 
matrix, fuzzification, linguistic variable  

 
1 INTRODUCTION 
 
Modern project managers still have less and less time to quantitatively analyse activities in 
projects they manage. On the other hand, there is a growing number of project managers 
working in a multi-project environment and so-called program managers who manage project 
complexes within a coherent program over the longer term. With a greater number of managed 
projects, their experience, communication skills and soft skills are growing. However, 
quantitative approaches in project management are irreplaceable and so it is necessary to look 
for tools that will enable, through a qualified assessment, to estimate precisely the parameters 
of individual tasks, namely their riskiness, criticalness and the possibility of their potential 
failure, either absolute or only in a lower quality form or scope. Among these tools, the authors 
include fuzzification of criticalness and failureness of tasks and their subsequent multi-criteria 
evaluation and its graphical representation in the form of a threatness matrix, all with a 
maximum of informative power and a minimum of required information and interventions by 
the project manager.  
 
2 MATERIAL AND METHODS 
 
Project managers are often forced to make numerical estimates of parameters more or less 
based on their experience from already solved projects, or, on the contrary, based on standards 
or based on analysis of cost items, work effort, available time for task, etc. However, experts’ 
experience and/or time needed to perform sophisticated analysis may not be sufficient. The 
experts are thus forced to make a quantified estimation without quantitative support.  

The concept of task criticalness and failureness of a project or its part combines two types 
of views. From a purely mathematical view, task criticalness potential is based on aggregation 
of the task criticalness indicators expressed as crisp values based on task parameters and the 
task failureness potential can be expressed linguistically based on specific expert estimation of 
qualitative parameters considering the role of human factor. Nevertheless, the parameters of 
partial criticalness indicators can be estimated in the same way as failureness indicators. 

The application of linguistic variables and their expression as fuzzy numbers into both 
criteria of evaluation, criticality and failure, can significantly increase the informative power 
and relevance of the information provided to the project's threats, as the expert is at least forced 
to quantitative inputs, because of using general linguistic variables ([4]). On the output side the 
linguistic variables also facilitate final decisions. 
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Combination of task criticalness and failureness potential will enable decision-makers to 
make a two-dimensional assessment of a task role to potentially risky impact on the project. 
 
2.1 Concept of task criticalness  
 
The task criticalness concept is continuously developing in time. The first idea was to delimit 
towards approaches based on the critical path using more sophisticated and more user-friendly 
defined indicators. Brozova et al. ([1], [2]) suggested to provide the overall evaluation of the 
task criticalness using quantitative crisp evaluation without soft knowledge about character of 
the tasks. The task criticalness potential is based on the multiple attribute decision making 
method using five indicators of the criticalness: task duration, slack, cost and work, and project 
structure.  

The principle of calculating most of the indicators is similar in this approach, and so, for 
example, a procedure for cost criticalness indicator 𝑐𝑐 can be explain. This indicator is defined 
from the perspective of minimizing project cost. We can assume the task with low cost has a 
smaller impact on the total cost of the project than an expensive one. This indicator expresses 
the relative cost of each project activities and is defined as 

𝑐𝑐𝑖 =
𝑐𝑖 − min

𝑘=1,2,..𝑁
 𝑐𝑘

max
𝑘=1,2,..𝑁

 𝑐𝑘 − min
𝑘=1,2,..𝑁

 𝑐𝑘

 (1) 

where cci is the cost criticalness of the task i, and ci, ck resp., are the cost of tasks i, k resp., N 
is the number of the tasks in the project. The cost criticalness indicator of the task transforms 
the task cost so that the higher value of this indicator shows higher criticalness. The value 1 
corresponds to the highest criticalness and the value 0 to the lowest cost criticalness.  

Other criticalness indicators are defined as follow. 

𝑐𝑡𝑖 =
𝑡𝑖 − min

𝑘=1,2,..𝑁
𝑡𝑘

max
𝑘=1,2,..𝑁

𝑡𝑘 − min
𝑘=1,2,..𝑁

𝑡𝑘

 𝑐𝑠𝑖 =
𝑠𝑖 − max

𝑘=1,2,..𝑁
𝑠𝑘

min
𝑘=1,2,..𝑘

𝑠𝐾 − max
𝑘=1,2,..𝑁

𝑠𝑘

 

(2) 

 
𝑐𝑝𝑖 =

𝑝𝑖 − min
𝑘=1,2,..𝑁

𝑝𝑘

max
𝑘=1,2,..𝑁

𝑝𝑘 − min
𝑘=1,2,..𝑁

𝑝𝐾𝑘

 𝑐𝑤𝑖 =
𝑤𝑖 − min

𝑘=1,2,..𝑁
𝑤𝑘

max
𝑘=1,2,..𝑁

𝑤𝑘 − min
𝑘=1,2,..𝑁

𝑤𝑘

 

where 𝑐𝑡𝑖 is the time criticalness of the task 𝑖, and 𝑡𝑖, 𝑡𝑘 resp., are the duration of tasks 𝑖, 𝑘 
resp., 𝑐𝑝𝐼 is the structural criticalness of the task 𝑖, and 𝑝𝑖, 𝑝𝑘 resp., are the probability the 
critical path will pass through the tasks 𝑖, 𝑘 resp., 𝑐𝑠𝐼 is the slack criticalness of the task 𝑖, and 
𝑠𝑖, 𝑠𝑘 resp., are the slacks of tasks 𝑖, 𝑘 resp., 𝑐𝑤𝑖 is the work criticalness of the task 𝑖, and 𝑤𝑖, 
𝑤𝑘 resp., are the work amount of tasks 𝑖, 𝑘 resp., 𝑁 is the number of the tasks in the project.  

All these crisp values of criticalness indicators are then fuzzified using fuzzy linguistic 
variable 𝐶𝐼 which is defined using a quintuple (𝐶𝐼, 𝑇, 𝑈, 𝑀, 𝐺) where 𝐶𝐼 is the name of the 
variable, 𝑇 = {𝑇1, 𝑇2, … , 𝑇6} is the set of terms of 𝐶𝐼, 𝑈 is the universe - interval 〈0, 1〉, 𝑀 is a 
semantic rule for associating each term with proper fuzzy set (number) defined on 𝑈, and 𝐺 is 
a syntactic rule for generating the derived terms (Table 1). We suggest the following terms and 
their fuzzy interpretation using trapezoid fuzzy numbers and six step non-uniform fuzzy scale. 
 

Table 1: Linguistic variable for criticalness indicators 
 

𝑇𝑗 Linguistic term Fuzzy number 𝑀(𝑇𝑗) = (𝑡1𝑗 , 𝑡2𝑗 , 𝑡3𝑗 , 𝑡4𝑗) 

𝑇1 Not at all critical (0; 0; 0; 0.1) 
𝑇2 Usually not critical (0; 0.1; 0.2; 0.3) 
𝑇3 Rather not critical (0.2; 0.3; 0.4; 0.6) 
𝑇4 Rather critical (0.4; 0.6; 0.7; 0.8) 
𝑇5 Usually critical (0.7; 0.8; 0.9; 1) 
𝑇6 Always critical (0.9; 0.1; 1; 1) 
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The fuzzy value of each criticalness indicator is received as weighted sum of all values of 
linguistic variable where the weights are the membership function values of criticalness 
indicator. For instance, for cost criticalness indicator we receive the fuzzy value using formula 

𝐶𝐶𝐼 = (𝑥𝐼1, 𝑥𝐼2, 𝑥𝐼3, 𝑥𝐼4) = ((∑  𝜇𝑇𝑘
(𝑐𝑐𝐼)𝑡𝐼𝑘1

6

𝑘=1

) , (∑  𝜇𝑇𝑘
(𝑐𝑐𝐼)𝑡𝐼𝑘2

6

𝑘=1

) , (∑  𝜇𝑇𝑘
(𝑐𝑐𝐼)𝑡𝐼𝑘3

6

𝑘=1

) , (∑  𝜇𝑇𝑘
(𝑐𝑐𝐼)𝑡𝐼𝑘4

6

𝑘=1

)) (3) 

where 𝑐𝑐𝐼 is crisp value of cost criticalness indicator,  𝜇𝑇𝑘
(𝑐𝑐𝐼) is membership function and 𝐶𝐶𝐼 

is its fuzzy value.  
Criticalness potential 𝐶𝐼 of task 𝐼 is calculated as the weighted sum of individual fuzzy 

evaluation of indicators  
𝐶𝐼 = (𝑐𝐼1, 𝑐𝐼2, 𝑐𝐼3, 𝑐𝐼4) = 𝑣𝑡𝐶𝑇𝐼 + 𝑣𝑠𝐶𝑆𝐼 + 𝑣𝑝𝐶𝑃𝐼 + 𝑣𝑐𝐶𝐶𝐼 + 𝑣𝑤𝐶𝑤𝐼 (4) 

where 𝐶𝑇𝐼 is fuzzy time criticalness indicator of task 𝐼 and 𝑣𝑡 its weight, similarly 𝐶𝑆𝐼 is fuzzy 
slack criticalness indicator, 𝐶𝑃𝐼 is fuzzy structural criticalness indicator 𝐶𝐶𝐼 is fuzzy cost 
criticalness indicator, and 𝐶𝑊𝐼 is fuzzy work criticalness indicator. 

The tasks are now split into five groups according to their criticalness potential 𝐶𝐼. This 
classification is made by mapping of fuzzy criticalness potential on the values of fuzzy 
linguistic variable - criticalness potential rate 𝐶𝑅 which is defined in Table 2 using a quintuple 
(𝐶𝑅, 𝑉, 𝑈, 𝑀, 𝐺) where 𝐶𝑅 is the name of the variable, 𝑉 = {𝑉1, 𝑉2, … , 𝑉5} is the set of terms 
of 𝐶𝑅, 𝑈 is the universe - interval 〈0, 1〉. We suggest the following terms and their fuzzy 
interpretation using triangular fuzzy numbers and five step non-uniform fuzzy scale. 
 

Table 2: Linguistic variable for criticalness potential rate 
 

𝑉𝑗  Linguistic term Fuzzy number 𝑀(𝑉𝑗) = (𝑣1𝑗 , 𝑣2𝑗 , 𝑣3𝑗 , 𝑣4𝑗) 

𝑉1 Non-criticalness (0; 0; 0.05; 0.15) 
𝑉2 Weak criticalness (0.05; 0.15; 0.25; 0.35) 
𝑉3 Rather criticalness (0.25; 0.35; 0.5; 0.6) 
𝑉4 Strong criticalness (0.5; 0.6; 0.75; 0.85) 
𝑉5 Extreme criticalness (0.75; 0.85; 1; 1) 

 
The linguistic term expressing the classification of the task 𝐼 criticalness potential is received 
using suitable method of linguistic approximation [3]. It can be based on simple measure of 
fuzzy numbers distance 𝑑(𝐶𝐼 , 𝑉𝑗), which in case of fuzzy scale with ordered trapezoidal fuzzy 
numbers gives good results, simplicity and low computational complexity. The distance of 
fuzzy task potential of criticalness and its rate is calculated as 

𝑑(𝐶𝐼 , 𝑉𝑗) =
∑ |𝑐𝐼𝑖 − 𝑣𝑖𝑗|4

𝑖=1

𝑣4𝑗 − 𝑣1𝑗 + 𝑣3𝑗 − 𝑣2𝑗

 (5) 

where 𝐶𝐼 = (𝑐𝐼1, 𝑐𝐼2, 𝑐𝐼3, 𝑐𝐼4) is the criticalness potential of the task 𝐼 and 𝑉𝑗 =

(𝑣1𝑗, 𝑣2𝑗 , 𝑣3𝑗 , 𝑣4𝑗) is the term of linguistic variable. 
The linguistic evaluation of the criticalness potential rate of the task 𝐼 is received as 

linguistic term which is the nearest to the fuzzy criticalness potential 
 𝑉𝐼: 𝑑(𝐶𝐼 ,  𝑉𝐼) = min

𝑗=1,…,5
𝑑(𝐶𝐼 ,  𝑉𝑗) (6) 

 
2.2 Concept of task failureness 
 
Task failureness potential is based on the project magic triangle respecting three key 
parameters: project cost, duration and quality or resource work. Project task may fail in any of 
them. The evaluation of the project tasks failureness should be, similarly like of criticalness, 
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done separately parameter by parameter, and complex evaluation is received using multiple 
attribute decision-making methods. Main difference between the task criticalness and task 
failureness is in mode of evaluation. Task failureness is seen as soft characteristic based on 
experience of experts. Any failureness can be judged by one or more experts (project manager, 
task manager, current expert) and his/her experiences and skills [1]. Each expert, his/her 
experiences respectively, can be weighted. Various approach to the complex evaluation of 
failureness should be used, ranking, scoring with 3 to 10 points scale, probability scale, 
pairwise comparisons or more soft approach as fuzzy evaluation.  

In this paper we suggest vague evaluation using linguistic variable of failureness indicators 
𝐹𝐼 which is defined using a quintuple (𝐹𝐼, 𝑇, 𝑈, 𝑀, 𝐺) where 𝐹𝐼 is the name of the variable, 
𝑇 = {𝑇1, 𝑇2, … , 𝑇6} is the set of terms of 𝐹𝐼, 𝑈 is the universe - interval 〈0, 1〉 (Table 3). We 
suggest the following terms and their fuzzy interpretation using triangular fuzzy numbers and 
six step non-uniform fuzzy scale. 
 

Table 3: Linguistic variable for failureness indicators 
 

𝑇𝑗 Linguistic term Fuzzy number 𝑀(𝑇𝑗) = (𝑡1𝑗 , 𝑡2𝑗 , 𝑡3𝑗 , 𝑡4𝑗) 

𝑇1 Not at all failing (0; 0; 0; 0.1) 
𝑇2 Usually not failing (0; 0.1; 0.2; 0.3) 
𝑇3 Rather not failing (0.2; 0.3; 0.4; 0.6) 
𝑇4 Rather failing (0.4; 0.6; 0.7; 0.8) 
𝑇5 Usually failing (0.7; 0.8; 0.9; 1) 
𝑇6 Always failing (0.9; 0.1; 1; 1) 

 
Each failureness indicator of the task 𝐼 is expertly evaluated by fuzzy number and the 
failureness potential 𝐹𝐼 of task 𝐼 is than calculated as weighted sum of these fuzzy values: 

𝐹𝐼 = (𝑓𝐼1, 𝑓𝐼2, 𝑓𝐼3, 𝑓𝐼4) = 𝑢𝑡𝐹𝑇𝐼 + 𝑢𝑄𝐹𝑄𝐼 + 𝑣𝑐𝐹𝐶𝐼 (7) 

where 𝐹𝑇𝐼 is fuzzy time failureness indicator of task 𝐼 and 𝑣𝑇 its weight, similarly 𝐹𝑄𝐼 is fuzzy 
quality failureness indicator, and 𝐹𝐶𝐼 is fuzzy cost failureness. 

Again, the tasks are now split into five groups according to their values of failureness 
potential 𝐹𝐼. This classification is made by mapping of failureness potential on the values of 
fuzzy linguistic variable - failureness potential rate 𝐹𝑅 which is defined using a quintuple 
(𝐹𝑅, 𝑉, 𝑈, 𝑀, 𝐺) where 𝐹𝑅 is the name of the variable, 𝑉 = {𝑉1, 𝑉2, … , 𝑉5} is the set of terms 
of 𝐹𝑅, 𝑈 is the universe - interval 〈0, 1〉 (Table 4). We suggest the following terms and their 
fuzzy interpretation using triangular fuzzy numbers and five step non-uniform fuzzy scale. 
 

Table 4: Linguistic variable for failureness potential rate 
 

𝑉𝑗  Linguistic term Fuzzy number 𝑀(𝑉𝑗) = (𝑣1𝑗 , 𝑣2𝑗 , 𝑣3𝑗 , 𝑣4𝑗) 

𝑉1 Non-failureness (0; 0; 0.05; 0.15) 
𝑉2 Weak failureness (0.05; 0.15; 0.25; 0.35) 
𝑉3 Rather failureness (0.25; 0.35; 0.5; 0.6) 
𝑉4 Strong failureness (0.5; 0.6; 0.75; 0.85) 
𝑉5 Extreme failureness (0.75; 0.85; 1; 1) 

 
The linguistic evaluation of the failureness potential rate of the task 𝐼 is the nearest linguistic 
term receiving by the same way as criticalness potential rate. 
 
2.3 Fuzzy threatness matrix 
 
Using the linguistic terms and fuzzy scales to evaluating the task criticalness and failureness 
potentials is a suitable way how to express the individual and subjective assessment of the task 
([4]). Furthermore, the suggested two-dimensional evaluation of task threatness should be 
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adapted to the individual project environment and project needs.  
The values of criticalness and failureness potential rate are used for placing of the tasks into 

cells of task threatness matrix (Figure 2). In the red area of the task threatness matrix, there are 
highly threatening tasks requiring great attention, and in the yellow area there are threatening 
tasks to be controlled, to ensure the successful completion of the project. The tasks in green 
area should not significantly influence the project. 

It should be pointed out, that the results are affected by the type of fuzzy scale (i.e. uniform 
or non-uniform). It is also necessary to set up the proper scale size (for example three, five of 
seven points), and to divide the matrix into the areas, according to the selected scale size ([4]). 
 
3 CASE STUDY 
 
The tasks threatness matrix creation is described on the following small-scale project with 16 
tasks (Figure 1). The Table 5 shows the initial quantitative values of criticalness elements, 
which are then transformed into criticalness indicators using formulas (1) and (2), and experts’ 
evaluation of failureness indicators. The critical path of this project (Figure 1) is composed of 
tasks A, B, D, E, F, G, and O. 
 

 
 

Figure 1: Small project 
 

Table 5: Initial evaluation of the project tasks (The grey-highlighted tasks lie on critical path.) 
 

Task Days Prob. of CP Slack Cost Work Time failureness Quality failureness Cost failureness 
A 1 0.25 0 1120 1 Rather failing Not at all failing Always failing 
B 4 0.25 0 3840 4 Usually not failing Not at all failing Not at all failing 
C 1 0.25 4 1120 1 Rather failing Rather failing Rather not failing 
D 1 0.25 0 5460 1 Usually not failing Rather not failing Not at all failing 
E 1 0.25 0 960 1 Usually not failing Usually not failing Not at all failing 
F 2 0.25 0 2400 2 Usually not failing Usually not failing Usually not failing 
G 2 0.25 0 9180 3 Rather failing Rather failing Always failing 
H 1 0.25 2 86200 1 Rather failing Rather failing Always failing 
I 1 0.25 2 2320 2 Rather not failing Rather not failing Rather not failing 
J 2 0.25 2 3440 3 Rather not failing Rather not failing Rather not failing 
K 2 0.25 6 1920 2 Usually not failing Usually not failing Usually not failing 
L 1 0.25 6 1200 1 Not at all failing Usually not failing Usually not failing 

M 1 0.125 7 1200 1 Not at all failing Usually not failing Not at all failing 
N 2 0.125 6 2400 2 Rather failing Rather failing Usually failing 
O 5 1 0 15800 10 Rather not failing Usually not failing Usually not failing 
P 2 0.25 9 2400 2 Rather failing Rather failing Usually failing 

 
Using formulas (3), (4) or (7), (5) and (6) both for criticalness potential and failureness 
potential the complex evaluation of the project task is received (Table 6) and the project tasks 
can be split into the task threatness matrix (Figure 2). 

For instance, it is seen the threatness of the task H, which is not critical (does not lie on 
critical path) but it requires attention due to its other characteristics (it is really costly and filing 
from the project triangle criteria), and contrary, the critical task B (lies on critical path) with 
low threatness.  
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Table 6: Task criticalness and failureness potential rates (The grey-highlighted tasks lie on critical path.) 
 

Task Fuzzy criticalness potential Fuzzy criticalness rate Fuzzy failureness potential Fuzzy failureness rate 
A 0.116 0.148 0.167 0.254 Weak criticalness 0.433 0.533 0.567 0.633 Rather failureness 
B 0.252 0.332 0.39 0.5 Rather criticalness 0.000 0.033 0.067 0.167 Non-failureness 
C 0.052 0.096 0.128 0.228 Weak criticalness 0.333 0.500 0.600 0.733 Rather failureness 
D 0.116 0.177 0.225 0.312 Weak criticalness 0.067 0.133 0.200 0.333 Weak failureness 
E 0.116 0.148 0.167 0.254 Weak criticalness 0.000 0.067 0.133 0.233 Weak failureness 
F 0.133 0.204 0.262 0.357 Weak criticalness 0.000 0.100 0.200 0.300 Weak failureness 
G 0.133 0.233 0.32 0.415 Weak criticalness 0.567 0.733 0.800 0.867 Strong failureness 
H 0.497 0.574 0.606 0.661 Strong criticalness 0.567 0.733 0.800 0.867 Strong failureness 
I 0.156 0.244 0.315 0.415 Weak criticalness 0.200 0.300 0.400 0.600 Rather failureness 
J 0.107 0.178 0.249 0.357 Weak criticalness 0.200 0.300 0.400 0.600 Rather failureness 
K 0.042 0.113 0.185 0.306 Weak criticalness 0.000 0.100 0.200 0.300 Weak failureness 
L 0.026 0.058 0.089 0.202 Non-criticalness 0.000 0.067 0.133 0.233 Weak failureness 

M 0 0.013 0.026 0.126 Non-criticalness 0.000 0.033 0.067 0.167 Non-failureness 
N 0.042 0.095 0.147 0.268 Weak criticalness 0.500 0.667 0.767 0.867 Strong failureness 
O 0.641 0.741 0.77 0.798 Strong criticalness 0.067 0.167 0.267 0.400 Weak failureness 
P 0.016 0.075 0.133 0.241 Weak criticalness 0.500 0.667 0.767 0.867 Strong failureness 

 

Fa
ilu

re
n

es
s Extreme failureness      

 

Strong failureness  
G N 

P 
 H  

 

Rather failureness  
A C 
I  J 

   
 

Weak failureness L 
D  E 
F K 

 O  
 

Non-failureness M  B   
 

 

N
o

n
-

cr
it

ic
al

n
es

s 

W
ea

k 
cr

it
ic

al
n

es
s 

R
at

h
er

 
cr

it
ic

al
n

es
s 

St
ro

n
g 

cr
it

ic
al

n
es

s 

Ex
tr

em
e 

cr
it

ic
al

n
es

s 

Criticalness 
 

Figure 2: Task threatness matrix for case study project (The grey-highlighted tasks lie on critical path.) 
 
4 CONCLUSION 
 
This paper describes the project task threatness based on the criticalness potential evaluating 
the tasks criticalness and on the failureness potential evaluating the possibility of tasks failure. 
Both criteria are expressed by fuzzy terms and corresponding two-dimensional evaluation of 
task threatness is displayed in the task threatness matrix. This approach is useful with respect 
to the project management triangle and other indicators which have an impact on the project 
success. Important advantage of suggested threatness matrix is that it allows fuzzy assessments 
of the impact of individual tasks on project completion. 
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Abstract: Forecasting tourism is one of the important areas that need to be explored, as tourism is in 
direct contact with society. Tourism in the region is closely related to its economy, culture and the 
environment. As such, it affects the economic levels of the region, for example, increasing foreign 
exchange in the country and creating employment opportunities. Therefore, it is very important to 
know how tourism will develop in the future, which depends mainly on future demand (tourist arrivals). 
Many publications on tourism forecasting have appeared during the past years. Although different 
forecasting techniques can be used, the major conclusions are that time series models are simplest and 
the least expensive. The purpose of our research is to predict foreign visitor arrivals in Indonesia, 
Malaysia, and Japan by using Holt-Winters Methods (Additive, Multiplicative and Extended Holt-
Winters Method) and α-Sutte Indicator. Data for our research is comprised of foreign visitor arrivals 
in Indonesia, Malaysia, and Japan from January 2008 to November 2017. The data is divided into 2 
parts, namely fitting data and testing data. Based on the results of all four forecasting methods, we 
conclude that the Extended Holt-Winters method is most suitable. At the end of the analysis, using the 
Extended Holt-Winters method, we calculate monthly forecasts of tourist arrivals for all three countries 
in 2018. 

Keywords: tourism, forecasting, foreign visitor arrivals, Holt-Winters method, α-Sutte Indicator. 

1 INTRODUCTION 

Things that people often dream about are traveling to foreign countries. Tourism is no longer 
just one of the forms of entertainment, but offers the possibility to increase knowledge about 
foreign countries, residents and different cultures. Tourism has become a way of life. 

Tourism has many benefits for a region. For example, (1) the tourism of a region will 
generate large foreign exchange and will have an impact on improving the economy in an area 
[3,5], (2) cultural aspects – the development of tourism will provide an understanding of 
different cultures through the interaction of tourists with local communities (tourists will learn 
and appreciate the culture of the local community and understand the background of local 
culture [6]), (3) environmental aspects (benefits) – the local government will take care of and 
maintain the cleanliness of the tourist area [6]. 

From the above description, tourism is therefore very important for the area, so it needs to 
be carefully studied. In doing so, the forecast of the number of tourists in the region is of great 
help to us. Knowing the number of tourists, stakeholders in the region can adopt a policy 
related to the development of their territory. 

Many publications on tourism forecasting have appeared during the past twenty years. The 
forecasting techniques can include time series models, the gravity model or expert‐opinion 
techniques. The time series models are the simplest and least costly; the gravity model is best 
suited to handle international tourism flows; and expert‐opinion methods are useful when data 
are unavailable [7]. 
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The remainder of the paper is organized as follows. We begin with the description of the 
forecasting procedures (see Section 2). In Section 3, we present the data, methodology and 
results which allow us to compare different forecasting methods and to choose the most 
appropriate method. Finally, in Section 4, after the conclusions of our paper some further 
research steps are suggested. 

2  FORECASTING METHODS 

The Holt-Winters method of exponential smoothing involves trend and seasonality and is 
based on three smoothing equations: equation for level, for trend and for seasonality. The 
decision as to which method to use depends on time series characteristics: the additive method 
is used when the seasonal component is constant, the multiplicative method is used when the 
size of the seasonal component is proportional to the trend level [4].  

α-Sutte Indicator was developed using the principle of the forecasting method of using the 
previous data [1]. It was developed using the adopted moving average method. The α-Sutte 
Indicator uses 4 previous data (𝑌𝑡−1, 𝑌𝑡−2, 𝑌𝑡−3 and 𝑌𝑡−4) as supporting data for forecasting 
and making the decision [2].  

2.1  Holt-Winters’ additive procedure (AHW) 

The basic equations for the AHW method are: 
                        𝐿𝑡 = 𝛼(𝑌𝑡−𝑆𝑡−𝑠) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)              (1) 
                      𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1                                  (2) 

           𝑆𝑡 = 𝛾(𝑌𝑡−𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑠                  (3) 
             𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑏𝑡𝑚 + 𝑆𝑡−𝑠+𝑚                  (4) 
where are 𝐿𝑡 – estimation of variable in time t, 𝑌𝑡 – observed value, 𝑏𝑡 – trend estimation of 
time series in time t,  𝑆𝑡 – estimation of seasonality in time t, 𝐹𝑡+𝑚 – forecast in time t for m 
period ahead, α, β, γ – smoothing parameters in the interval [0, 1], m – number of forecasted 
periods, s – duration of seasonality (for example, number of months or quarters in a year). 

For initialization of the additive method initial values of variable 𝐿𝑡, trend estimation 𝑏𝑡 
and seasonality estimation  𝑆𝑡 are needed. To determine initial estimates we need at least one 
whole data season (that is, s data). Initialization of variable 𝐿𝑠 is calculated with the formula: 
                                                           𝐿𝑠 =

1

𝑠
(𝑌1 + 𝑌2 + ⋯ + 𝑌𝑠)                 (5) 

For trend initialization it is more suitable if we use two whole seasons (that is, 2s data): 
                                                𝑏𝑠 =

1

𝑠
(

𝑌𝑠+1−𝑌1

𝑠
+

𝑌𝑠+2−𝑌2

𝑠
+ ⋯ +

𝑌𝑠+𝑠−𝑌𝑠

𝑠
)                (6) 

Seasonal indices are calculated as differences between observed value and variable estimation: 
                                        𝑆1 = 𝑌1 − 𝐿𝑠,  𝑆2 = 𝑌2 − 𝐿𝑠, … ,  𝑆𝑠 = 𝑌𝑠 − 𝐿𝑠                (7) 

The method is proved to be (regarding costs and calculation itself) comparable with more 
complex methods (for example Box-Jenkins); in some cases the results gained with the Holt-
Winters were even better than more complex methods [4]. 

2.2 Extended Holt-Winters' procedure (EHW) 

The EHW method differs from AHW only in the equation for the level (1); all other equations 
remain the same as with the AHW (2 – 7). The equation for level now contains an additional 
smoothing parameter 𝛿: 
                                  𝐿𝑡 = 𝛼𝑌𝑡−𝛿𝑆𝑡−𝑠 + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)                (8) 
This method allows to smooth the seasonal factors more or less than the AHW method, 
depending on the value of the parameter δ  [4]. 
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2.3  Holt-Winters’ multiplicative procedure (MHW) 

The basic equations for the MHW method are as follows: 
                        𝐿𝑡 = 𝛼(𝑌𝑡/𝑆𝑡−𝑠) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1)                  (9) 

                 𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1                               (10) 
          𝑆𝑡 = 𝛾(𝑌𝑡/𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑠                      (11) 

            𝐹𝑡+𝑚 = (𝐿𝑡 + 𝑏𝑡𝑚) ∙ 𝑆𝑡−𝑠+𝑚                    (12) 
The second of these equations (10) is identical to the second equation (2) of AHW. The only 
differences in the other equations are that the seasonal components are now in the form of 
products and ratios instead of being added and subtracted. 

2.4 α-Sutte Indicator (SUTTE) 

The equation of SUTTE method is ([2,8]): 
 

𝐹𝑡 =
1

3
[𝛼 (

𝛼−𝛿

((𝛼+𝛿) 2⁄ )
) + 𝛽 (

𝛽−𝛼

((𝛽+𝛼) 2⁄ )
) + 𝛾 (

𝛾−𝛽

((𝛾+𝛽) 2⁄ )
)]  (13) 

where 𝛼 = 𝑌𝑡−3, 𝛽 = 𝑌𝑡−2, 𝛾 = 𝑌𝑡−1, 𝛿 = 𝑌𝑡−4 and 𝑌𝑡−𝑘 is observed data in period (𝑡 − 𝑘). 

3  CASE STUDY 

3.1 Data 

For research we used monthly data of foreign visitor arrivals in Indonesia, Malaysia, and Japan 
from January 2008 to November 2017. We acquired data from the website: (1) Badan Pusat 
Statistik (BPS-Statistics Indonesia); (2) Tourism Malaysia of Ministry of Tourism and Culture 
Malaysia; and (3) Statistics Bureau of Ministry of Internal Affairs and Communications, 
Japan. 

 
Figure 1: Foreign visitor arrivals in Indonesia, Malaysia, and Japan from January 2008 to November 2017.  

 
Figure 1 shows the number of foreign visitor arrivals in Indonesia, Malaysia, and Japan 

between the years 2008 and 2017. It is evident that a growing trend and comprehensive 
(random) fluctuations are present in the data.  

3.2 Methodology 
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The obtained data of each time series were split into initialization (the first two years, from 
January 2008 to December 2009), fitting (period from January 2008 to December 2016), and 
testing subset (period from January 2017 to November 2017). Fitting subset was used for 
method learning. With the testing subset we checked a time series learning ability. We 
calculated forecasting values for testing subset and then compare these values to independent-
real data. To calculate forecasting values of testing subset we use a long-term forecasting 
approach for eleven (m=11) months ahead: 

                            𝐹𝑡+𝑚,   𝑚 = 1, 2, … , 11 (monthly forecasting)    (14) 
where t represents December 2016. Monthly long-term forecasting is important for the 
strategic planning decisions in the future.  

For the evaluation of the forecasting methods we applied two forecasting accuracy 
measures, Mean Squared Error (MSE) and Mean Absolute Error (MAE): 

   MSE =
1

𝑁
∑ (𝑌𝑡 − 𝐹𝑡)2𝑁

𝑡=1         (15) 

MAE =
1

𝑁
∑ |𝑌𝑡 − 𝐹𝑡|𝑁

𝑡=1      (16) 

where 𝑌𝑡 represents actual value, 𝐹𝑡 forecasted value and 𝑁 number of samples. MSE penalizes 
the errors proportional to their squares. Minimizing MSE therefore leads to smoothing 
parameters that produce fewer large errors at the expense of tolerating several small errors. 
The MAE penalty is proportional to the error itself. Minimizing MAE therefore leads to more 
small errors but also more frequent large errors. We use both objective functions as both 
aspects are important in practice. Of course, the lower values of MSE and MAE represent a 
better forecasting performance.  

3.3 Forecasts for Indonesia 

Table 1 shows MSE and MAE results for fitting set obtained with four different methods and 
the percentage of improvement of MSE and MAE, calculated by using the EHW method 
compared to the AHW, MHW and SUTTE method. EHW method is identified as the best 
method, not just in case of fitting set but also for testing set (see Table 2). It is obvious that 
with the EHW method a considerable reduction in the MSE and MAE can be reached. The 
results show that with the EHW method the MSE for testing set is reduced by more than 14% 
(25%, 30%) in comparison with AHW (MHW, SUTTE) method.  
 

Table 1: MSE and MAE results of forecasting for Indonesia, fitting data. 
 

INDONESIA Improvement 

Fitting set (2010-2016) MSE MAE MSE MAE 

EHW 1,637,964,823.77 32,475.14 EHW/method EHW/method 

AHW 1,719,966,909.50 32,846.82 4.77% 1.13% 
MHW 1,856,432,284.95 34,574.22 11.77% 6.07% 
SUTTE 6,037,728,179.53  59,829.34  72.87% 45.72% 
 

Table 2: MSE and MAE results of forecasting for Indonesia, testing data. 
 

INDONESIA Improvement 

Testing set (Jan-Nov 2017) MSE MAE MSE MAE 

EHW 12,522,672,017.26 97,694.25 EHW/method EHW/method 

AHW 14,667,585,431.30 100,606.20 14.62% 2.89% 

MHW 16,847,254,534.97 110,122.94 25.67% 11.29% 

SUTTE 18,032,018,775.72 111,326.00 30.55% 12.24% 
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3.4 Forecasts for Malaysia 

The best fitting and testing result for MSE and MAE is reached by EHW method (Table 3 and 
Table 4). It is just a little bit lower than fitting performance, but significantly lower than testing 
performance of AHW and MHW method. 
 

Table 3: MSE and MAE results of forecasting for Malaysia, fitting data. 
 

MALAYSIA Improvement 

Fitting set (2010-2016) MSE MAE MSE MAE 

EHW 21,624,253,750.05 109,285.24 EHW/method EHW/method 

AHW 21,882,965,131.56 109,458.78 1.18% 0.16% 
MHW 22,528,196,047.93 109,529.26 4.01% 0.22% 
SUTTE 70,618,631,313.33  199,981.72  69.38% 45.35% 

 
Table 4: MSE and MAE results of forecasting for Malaysia, testing data. 

 
MALAYSIA Improvement 

Testing set (Jan-Nov 2017) MSE MAE MSE MAE 

EHW 25,234,146,629.73 83,289.63 EHW/method EHW/method 

AHW 43,942,291,730.75 103,486.76 42.57% 19.52% 

MHW 46,409,847,320.42 142,211.72 45.63% 41.43% 

SUTTE 43,615,238,632.09 146,375.90 42.14% 43.10% 

3.5 Forecasts for Japan 

Again, the excellent performance for fitting and testing set shows the EHW method. Although 
the results of the fitting set for the EHW and AHW method are very similar, the EHW method 
turns out to be significantly better for the testing set (Table 5 and Table 6).  
 

Table 5: MSE and MAE results of forecasting for Japan, fitting data. 
 

JAPAN Improvement 

Fitting set (2010-2016) MSE MAE MSE MAE 

EHW 8,266,955,513.84 69,989.42 EHW/method EHW/method 

AHW 8,338,841,226.96 70,150.57 0.86% 0.23% 
MHW 10,655,274,437.07 86,882.46 22.41% 19.44% 
SUTTE 24,049,780,653.84  129,433.68  65.63% 45.93% 

 
Table 6: MSE and MAE results of forecasting for Japan, testing data. 

 
JAPAN Improvement 

Testing set (Jan-Nov 2017) MSE MAE MSE MAE 

EHW 15,319,208,751.29 129,427.98 EHW/method EHW/method 

AHW 22,753,518,944.41 139,454.62 32.67% 7.19% 

MHW 80,530,197,423.19 1,116,039.96 80.98% 88.40% 

SUTTE 69,466,709,126.94 225,004.39 77.95% 42.48% 

3.6 Research findings 

The best forecasting method is the method that has the smallest MSE and MAE value on the 
fitting and testing subset. Based on MSE and MAE as performance measures, the EHW 
method is identified as the best forecasting method for foreign visitor arrivals data in 
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Indonesia, Malaysia and Japan (see Tables 1-6). As the EHW method is the most appropriate 
method for all three time series, this method is used for forecasts of the foreign visitor arrivals 
in Indonesia, Malaysia and Japan from January to December 2018. Due to the dynamics of the 
time series, the authors propose a re-analysis when new data is available. 

 

 
 

Figure 2: Forecast for foreign visitor arrivals in Indonesia, Malaysia, and Japan  
from January to December 2018.  

4 CONCLUSION AND FURTHER RESEARCH 

Tourism is a very important thing to be studied in various countries/regions because it is 
related to income and social economy in the region. The data on tourism that need to be 
explored are strongly connected to the number of tourists. Forecasts of the number of tourists 
in the future can affect tourism management so that stakeholders can adopt a policy that relates 
to tourists and tourism. In order to forecast the arrival of foreign visitors to Indonesia, Malaysia 
and Japan from January to December 2018, the EHW method proved to be more appropriate 
than other methods (AHW, MHW and SUTTE). 

For further research, authors suggest that additional optimization using the initial 
parameters is used with Holt-Winters methods. Also, the possible way to improve SUTTE 
method would be to upgrade it by introducing seasonal variations. 
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Abstract: A common application of mathematical programming in microeconomics is solving the 
firm’s cost minimization problem. This is a constrained optimization problem that considers a firm 
minimizing its cost of producing a given level of output. A standard procedure for solving this 
problem is the use of differential calculus, i.e. Lagrange multiplier method. In order to find the 
solution by using calculus, a necessary and sufficient condition needs to be examined. If the 
technology is described by constant elasticity of substitution (CES) production function, the use of 
differential calculus is not trivial.  Therefore, in this paper we provide a new complementary approach 
of obtaining the solution. Our methodology uses only the definition of a minimum and the reverse 
Hölder’s inequality. We show that in case of CES production function our methodology provides an 
easier way of obtaining solution than the method based on calculus.  
 

Keywords: microeconomics, cost minimization, CES production function, constrained optimization, 
reverse Hölder’s inequality, without calculus 
 
1 INTRODUCTION 
 
One of the classical microeconomic problems in theory of the firm is the cost minimization 
problem with constant elasticity of substitution (CES) production function. This is a typical 
example of a constrained optimization problem, where the cost is to be minimized over the 
positive amounts of two inputs, while the constraint in equality form represents a firm’s 
desired level of produced output. In many microeconomic textbooks the case of two inputs is 
solved and discussed by means of differential calculus, i.e. Lagrange multiplier method (see 
for instance [2]). The use of calculus is justified by imposing assumptions that input 
quantities are continuous (real) variables and that CES production function is a real 
continuous function. Although in theory this assumption of continuity is very useful, it does 
not correspond to the real world practice. In practice, input amounts are very often discrete 
variables and therefore the production function is not a continuous function but a sequence. 
Thus, if we look at the problem of the cost minimization as the problem of discrete 
optimization, the use of calculus becomes questionable and it gives rise to some new 
questions: can we solve this problem with some other tool that does not use calculus? If so, 
will the solution of the problem change or remain the same? Would that another method be 
easier to apply than calculus? The purpose of this paper is to answer these questions. We 
claim that the cost minimization problem with the CES technology can be solved without 
calculus, using only the definition of a minimum and a certain mathematical inequality, i.e. 
the reverse Hölder’s inequality (the use of mathematical inequalities as alternative methods 
for solving other microeconomic problems can be found for example in [3], [4] and [5]). 
Although the cost minimization problem with CES production function can be formulated as 
the problem of several variables (inputs), here we consider only n=2 inputs (the analysis of 
the case of n>2 inputs is beyond the scope of this paper and it is left for further research). 

The structure of this paper is as follows. After the introduction, the notation that we use is 
given in the second section. The third section presents the Hölder’s and the reverse Hölder’s 
inequality. In the fourth section, first we treat the problem by using the Lagrange multiplier 
method and then we solve the problem by using the reverse Hölder’s inequality. We discuss 
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the arguments in favour of the reverse Hölder’s inequality approach in comparison to the 
calculus approach. The fifth section concludes the paper. 
 
2 NOTATION  
 
In this paper, we use the same notation as in [2], which is as follows:  
 

2
ˇ     2 2

1 2, : 0, 1, 2ix x x i    ˇ ˇ    
  2

1 2,x x x   ˇ   vector of inputs (amount of input i is xi, i=1,2) 
  2

1 2,w w w  ˇ   vector of prevailing market prices at which the firm can buy 
inputs  1 2,x x x  

y > 0 given amount of firm’s output 
1 20, 0     positive constants such that 1 2 1      

 ,1 \ 0    substitution coefficient 
 
3 HÖLDER’S AND REVERSE HÖLDER’S INEQUALITY 
 
Here we state the Hölder’s and the reverse Hölder’s inequality, which are essential for the 
method that we propose in this paper.  
 

Theorem 3.1. (Hölder’s inequality) If 0, 0k ka b   for k = 1, 2,…, n, and 1 1 1
p q
   with 

p>1, then  

 
1 1

1 1 1

n n np q
p q
k k k k

k k k
a b a b

  

   
   

   
   ,    (1) 

with equality holding if and only if p q
k ka b   for k = 1, 2,…, n, where   and   are real 

nonnegative constants with 2 2 0   . 
Proof. See [6]. 
 

Theorem 3.2. (Reverse Hölder’s inequality) If 0, 0k ka b   for k = 1, 2,…, n, and 1 1 1
p q
   

with p<0 or q<0, then  

 
1 1

1 1 1

n n np q
p q
k k k k

k k k
a b a b

  

   
   

   
   ,    (2) 

with equality holding if and only if p q
k ka b   for k = 1, 2,…, n, where   and   are real 

nonnegative constants with 2 2 0   . 
Proof. The reverse Hölder’s inequality follows from Theorem 3.1. Here is the sketch of the 
proof (for details see [6]). Assume that p<0 and let P = p/q, Q = 1/q. Then 1/P + 1/Q = 1 
with P>0 and Q>0. Therefore, according to (1) we have 

 
1 1

1 1 1
,

n n nP Q
P Q
k k k k

k k k
A B A B
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where 0kA   and 0kB   for k = 1, 2, …, n. The last inequality for q
k kA a  and q q

k k kB a b

becomes (2). Q.E.D. 
Corollary 3.3. (Reverse Hölder’s inequality for n=2) If 0, 0k ka b   for k = 1, 2, and 
1 1 1
p q
   with p<0 or q<0, then  

    
1 1

1 2 1 2 1 1 2 2
p p q qp qa a b b a b a b    ,    (3) 

with equality holding if and only if 1 2

1 2

p p

q q

a a
b b

 . 

 
4 PROBLEM FORMULATION, ANALYSIS AND MAIN RESULTS 
 
Let us first formulate the problem as it is presented in [2]. Suppose the firm’s technology is 
represented by the two-input CES production function. Its cost-minimization problem for a 
given level of output y can be formulated as  
 

 
1 2

1 1 2 20, 0
min

x x
w x w x

 
    (4) 

  
1

1 1 2 2s.t. x x y     ,   (5) 

where the function    
1

1 2 1 1 2 2,f x x x x    
 
from (5) is called the CES production function.  

 
4.1 Lagrange multiplier method approach 
 
Let us first give an overview of the standard approach to solving this problem, which is the 
differential calculus approach, specifically the Lagrange multiplier method (see for example 
[2]). Here it has been implicitly assumed that all the variables as well as the CES production 
function are continuous.  The corresponding Lagrangian function for the problem (4)-(5) is  

    
1

1 2 1 1 2 2 1 1 2 2, ,L x x w x w x x x y     
 

     
 

.   (6) 

The first order conditions lead to the following two conditions: 

 
1

1 1 1

2 2 2

w x
w x









 
   

 
 ,  (7) 

  
1

1 1 2 2y x x     .   (8) 

Solving (7) for x1, substituting in (8), and rearranging gives  

 

1

1
1 2

2 1 2
2 1

wy x
w

 


 



 

       
  

 

.   (9) 

From (9) and (7) we get solution for x1 and x2: 
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1
1

1 1 1
* 1 1 1
1 1 2

1 1 2

,w w wx y

  
  

 
  



  
 

               
      

 

   (10a) 

 

1
1

1 1 1
* 2 1 1
2 1 2

2 1 2

.w w wx y

  
  

 
  



  
 

               
      

 

  (10b) 

To prove that  * *
1 2,x x  from (10a) and (10b) is the unique minimizer for the problem (4)-(5), 

the sign of the bordered Hessian determinant of the Lagrangian function (6) must be 
examined, which is not trivial (see for instance [1], where authors examined the properties of 
the CES production function with multiple inputs using differential calculus). However, it 
can be proved that  * *

1 2,x x , given by (10a) and (10b), is the unique minimizer of the problem 
(4)-(5), with corresponding minimum cost given by  

 

1
1 1

1 1
* * 1 2

min 1 1 2 2 1 2
1 2

w wc w x w x y w w




 

 



 
 

            
    

 

 . (11) 

 
4.2 Reverse Hölder’s inequality approach 
 
Let us present the method for solving problem (4)-(5) by using the reverse Hölder’s 
inequality approach. Note that the method does not assume the continuity of variables and 
the CES production function and therefore is valid for discrete case as well.  

From (5) we have  

 
1

1
2 1

2 2

yx x
 



 

 
  
 

 .  (12) 

Using (12), we transform the problem (4)-(5) into the following unconstrained problem: 

  
1

1

1
1 1 1 2 10

2 2

min
x

yg x w x w x
 



 

 
   

 
 ,  (13) 

where g is a real function of a real variable. Let 
1

2
1 1

1

a w




 
  

 
, 2 2a w , 

1

1
1 1

2

b x




 
  
 

, 

1

1
2 1

2 2

yb x
 



 

 
  
 

, 
1

p 





, q  . Note that 1 1 1 1 1

p q


 


    . Furthermore, note that 

for all ,0    the inequalities 0<p<1 and q<0 hold, while for all 0,1   we have p<0 
and 0<q<1. Thus, in any of these two cases we can apply Corollary 3.3. on (13): 
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2

1 1 2

1 1 1

2 1 1
1 1 1 2 1

1 2 2 2

11
1 1

2 1 1
1 2 1 1

1 2 2 2

1
1

1
1

1

a

a b b

q q qp p

p p

yg x w x w x

yw w x x

wy w

  


  




  

   

  

   





     
       

     

      
                        
                

 
  

 

1
1

1
1

1
1

.ww











 

     
  

 

  (14) 

Equality in (14) holds if and only if  1 2

1 2

p p

q q

a a
b b

  , which is equivalent to  

 

1 1

2
1

1 1
2

1
1

11
2 21

2

q

q

w
w

y x
x









 







  






 
  
  
  

 


    
  
  
 

 .  (15) 

From (15) we get  

 

1
1

1 1 1
1 1 1

1 1 2
1 1 2

w w wx y

  
  

 
  



  
 

               
      

 

, (16) 

and by combining (16) and (12) we get   

 

1
1

1 1 1
2 1 1

2 1 2
2 1 2

w w wx y

  
  

 
  



  
 

               
      

 

 .  (17) 

Thus, from (14) it follows that  

  

1
1 1

1 1
1 1

1 1 1
1 1

w wg x y w w




 

 



 
 

         
    

 

  (18) 

for all 1 0x  , where equality in (18) holds if and only if x1 is given by (16). By definition, this 
means that the function g has a global minimum which is achieved at the unique minimizer 
given by (16). Thus, we observe that the results (14), (16) and (17) obtained by the reverse 
Hölder’s inequality are equivalent to (11), (10a) and (10b). Therefore, this approach gives the 
same results as Lagrange multiplier method, but unlike the differential calculus, our method 
is appropriate for the discrete case as well. Moreover, in comparison to differential calculus, 
the reverse Hölder’s inequality does not require examining the first and the second order 
conditions, which are quite complicated in case of the CES production function. Note that, 
unlike the Lagrange multiplier method, the method based on the reverse Hölder’s inequality 
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immediately obtains the value of the global minimum for the problem (4)-(5).   
 
5 CONCLUSION  
 
In this paper, we treat a standard and a very important microeconomic problem of firm’s cost 
minimization problem with the CES production function in case of two inputs. We present 
and compare two approaches to solve this problem: calculus approach, i.e. Lagrange 
multiplier method, and reverse Hölder’s inequality approach. The use of differential calculus 
demands non-trivial examination of the first and the second order condition in order to prove 
that the global minimum and unique minimizer exist. On the other hand, by using the reverse 
Hölder’s inequality, the problem can be solved in two steps only, where the values of the 
global minimum and the unique minimizer are obtained immediately (there is no need for 
complicated calculation required by the calculus method). Moreover, if the firm’s inputs are 
given as discrete variables, the cost minimization problem becomes a problem of discrete 
optimization, so formally the calculus cannot be applied. However, the reverse Hölder’s 
inequality approach does not require the continuity of the inputs as variables, making it an 
appropriate method for the discrete case. 
 
References 
[1] Avvakumov, S. N., Kiselev, Yu. N., Orlov, M. V., Taras’ev, A. M. (2010). Profit maximization 

problem for Cobb-Douglas and CES production function. Computational Mathematics and 
Modeling, 21 (3): 336-378. 

[2] Jehle, G. A., Reny, P. J. (2011). Advanced Microeconomic Theory. Third Edition. Pearson. 
[3] Kojić, V. (2015). A non-calculus approach to solving the utility maximization problem using the 

Cobb-Douglas and CES utility function. Croatian Operational Research Review, 6: 269-277. 
[4] Kojić, V. (2017). Solving the consumer’s utility-maximization problem with CES and Cobb-

Douglas utility function via mathematical inequalities. Optimization Letters, 11 (4): 875-884. 
[5] Kojić, V., Lukač. Z. (2018). An alternative approach to solving cost minimization problem with 

Cobb-Douglas technology. Central European Journal of Operations Research, 26 (3): 629-643. 
[6] Mitrinović, D. S. (1970). Analytic Inequalities. Berlin: Springer-Verlag. 
 
 
 

598



ON THE PROPERTIES  
OF THE SATO PRODUCTION FUNCTION 

 
Vedran Kojić, Zrinka Lukač and Krunoslav Puljić 

University of Zagreb, Faculty of Economics & Business, Department of Mathematics 
Trg J. F. Kennedyja 6, HR10000 Zagreb, Croatia 
vkojic@efzg.hr, zlukac@efzg.hr, kpuljic@efzg.hr 

 
Abstract: Production function with only one output plays one of the key roles in the theory of the firm. 
Some of the common examples of production functions in the main microeconomic literature are, for 
example, CES, Cobb-Douglas or Leontief production function. In order to be a production function, a 
given mathematical function must satisfy certain properties. Various properties of the CES, Cobb-
Douglas and Leontief production functions are proved and very well known in general. However, one 
of the not so common production functions is the “Sato function”. In this paper, we prove that Sato 
function satisfies the necessary assumptions for a function to be a production function. These 
requirements are continuity, strict monotonicity, strict quasiconcavity and that a positive amount of 
output requires positive amounts of some of the inputs. To the best of our knowledge, our results are 
new and unknown in the microeconomic literature. 
 
Keywords: Sato production function, continuity, strict monotonicity, strict quasiconcavity 
 
1 INTRODUCTION 
 
According to [7], Ryuzo Sato proposed a new production function with one output given by 
the following expression: 

  
2 2

3 3, , 0, 0,K LY F K L a b
aK bL

   


   (1) 

where Y is the total output, K is the capital, and L is the labor. In his paper “On the Stability of 
Growth Equilibrium” presented at the 1963 meeting of the Econometric Society, Sato used the 
function (1) to illustrate the stability conditions of the growth equilibrium. The production 
function (1) can also be found in some more recent research, such as in [6]. However, in order 
to be a production function, mathematical function must satisfy four fundamental assumptions. 
Referring to [3], it is known that the production function : nf  ˇ ˇ  has to be continuous, 
strictly increasing, strictly quasiconcave and  0 0f  . However, to the best of our knowledge, 
there are no rigorous mathematical proofs that the Sato function satisfies the four assumptions 
mentioned previously. Hence, the purpose of this paper is to give the strict and rigorous proofs 
of the Sato function properties.  

The structure of this paper is as follows. After the introduction, in the second section we 
present the notation. The third section contains preliminary mathematical facts that we use in 
the rest of the paper. The fourth section presents the main results, while the fifth section 
presents the conclusion and outlines the further research. 
 
2 NOTATION  
 
We use the following notation:  
 
x the amount of the first input (capital, for example) 
y  the amount of the second input (labor, for example) 
a, b positive real numbers, a>0, b>0 

ˇ  the set of all non-negative real numbers 
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n
ˇ     1 2, , , : 0, 1, 2, ..., ,n n

n ix x x x i n    ˇ ˇ  nĄ    
x y   , 1,2,...,i ix y i n  , where    1 2 1 2, ,..., , , ,...,n nx x x x y y y y    
x y   , 1,2,...,i ix y i n  , where    1 2 1 2, ,..., , , ,...,n nx x x x y y y y    

int K interior of the set K 
 
3 PRELIMINARY FACTS 
 
Instead of the function (1), we treat the function    2: 0,0f S   ˇ ˇ , 

  
 

2 2

3 3 , for , ,
,

0 , for 0,

x y x y S
f x y ax by

x y




 
  

    (2) 

where 
        

2 22 5 4 2 3 3 5 2 4 3 3 2 2, : 2 0, 2 0, 0S x y bxy ax y ax by ax y bx y ax by x y
 

         ˇ   (3) 

Notice that here we use the notation x instead of the capital K and the notation y instead of the 
labor L. Furthermore, in economics, the set S is called the “economic region of production”. 
Economic region of production is the set of all inputs (x,y) where the isoquants are downward-
sloping. According to [1], uneconomic region of production is “the region of upward-sloping 
or backward-bending isoquants. In the uneconomic region, at least one input has a negative 
marginal product, i.e. MPK<0 or MPL<0 (in our notation, MPK is fx and MPL is fy).  

 

   
Source: Authors.  

Figure 1: Sato function with a=3, b=1; a=b=1 and a=1, b=3. Economic region is dark colored. 

     
Source: Authors.  

Figure 2: Sato function isoquants with a=3, b=1; a=b=1 and a=1, b=3. Economic region is colored. 

A firm that wants to minimize its production costs should never operate in a region of upward-
sloping or backward-bending isoquants.“ This is the main reason why the domain of the Sato 
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function needs to be   0,0S , instead of 2
ˇ . The graph of the Sato function with a=3, b=1; 

a=b=1 and a=1, b=3 can be seen in Figure 1. Figure 2 illustrates the corresponding economic 
regions in these three cases. Since 
 

  
   

 
5 4 2 2

3 3
2 23 3 3 3

0

2, 2x
bxy ax y xyf x y by ax
ax by ax by




   

 
 , and   (4) 

  
   

 
5 2 4 2

3 3
2 23 3 3 3

0

2, 2y
ax y bx y x yf x y ax by
ax by ax by




   

 
,    (5) 

the set S becomes 

          2 3 3 3 3 2 3 3
2, \ 0,0 : 2 ,2 , \ 0,0 :

2
a aS x y by ax ax by x y x y x
b b 

  
        

  
ˇ ˇ .   (6) 

It is trivial to prove that   0,0S  is a convex cone. Now we present several well-known 
mathematical facts that we use in the rest of the paper. 
 
Theorem 3.1. (Inequality between arithmetic and geometric mean – AG-inequality) 
For all real numbers 0, 0x y  , the following inequality holds: 

 
2

x yxy 
 .    (7) 

Equality in (7) holds if and only if x=y. 
Proof. Inequality (7) is equivalent to  

2
0x y  , which is obviously true.  Equality holds 

if and only if x y , which is equivalent to x=y. Q.E.D. 
 
Theorem 3.2. Let 2: ff D  ˇ ˇ  be a differentiable function on the open set Df. If 

 , 0xf x y  for all  , fx y D , then the restriction 
   fy D

f
ˇ of the function f is strictly 

increasing on    fy Dˇ for all fixed y such that  , fx y D . 
Proof. This is the consequence of Lagrange’s Mean Value Theorem. The proof is analogous to 
the proof of the similar statement in case of the one-variable function, which can be seen, for 
instance, in [4].  Note that analogous statement holds for partial derivative fy. Q.E.D.  
 
Theorem 3.3. Any convex subset of nˇ is path connected and hence connected. 
Proof. See [5]. 
 
Assumption 3.4. (Properties of the production function) The production function, 

: nf  ˇ ˇ , is continuous, strictly increasing, strictly quasiconcave on n
ˇ , and  0 0f  . 

(See [3].) 
 
4 MAIN RESULTS 
 
In this section we prove that Sato function f given by (2) satisfies all properties from 
Assumption 3.4. 
Proposition 4.1. Sato function is continuous and  0 0f  . 
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Proof. Sato function f satisfies  0 0f  by definition (see relation (2)). Furthermore, since f is 
a rational function of two variables, it is of the class C on S (in fact, it is of the class C on 

  2 \ 0,0ˇ ) , and therefore it is continuous on S . It remains to prove that Sato function is 
continuous in the point (0,0). Hence, we have to prove that relation (8) holds: 
 

 
   

   
2 2

2 2
3 3

for all 0 there exists 0 such that for all , ,

0 0 0 .

x y S

x yx y
ax by

   

 

   

      


    (8) 

For any arbitrary but fixed 0  , let 2 2 ab   . Since 2 2 2 2x y ab    , we have 

 
2 22 2 2 2 2 2

3 3 3 2 3 2

1 2 2
22 2 2 2 2 2 2

AG AGxy x yx y x y x y ab
ax by ab x y ab ab ab ab




 
     

 
.    (9) 

This completes the proof. Q.E.D. 
 
Proposition 4.2. Sato function is strictly increasing. 
Proof. We prove that for any two points       1 1 2 2, , , 0,0x y x y S the following implication 
holds: 
        1 1 2 2 1 1 2 2, , , ,x y x y f x y f x y  .         (10) 

Since   0,0S  is convex cone in 2ˇ , according to Theorem 3.3.,   0,0S  is connected.  

Hence, there exist finite number of points       , 0,0 , 1,2,..., ,i j S i p   

 1,2,..., , ,j q p q Ą , 1 1 2 2px x        and 1 1 2 2qy y       , such that 

            1 1 1 1 2 2, , , , , ,s t u v p qx y x y              , (11) 

where for any two adjacent points  ,s t   and  ,u v   in (11), inequality    , ,s t u v     
implies that ,s u t v     , or ,s u t v      (see Figure 3).  
 

     
Source: Authors.  

Figure 3: Examples of three paths between points (x1, y1) and (x2, y2). 

Therefore, without the loss of generality, it is sufficient to prove the case where 
     1 1 1 2 2 2, , , , ,x y x y x y S  (see Figure 4) implies  
        1 1 2 2 1 1 2 2, , , ,x y x y f x y f x y  .         (12) 
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Since    , 0, , 0x yf x y f x y  for all  , intx y S , by Theorem 3.2., we have 
 
        1 1 1 2 1 1 1 2, , , ,x y x y f x y f x y   ,  (13) 
and 
        1 2 2 2 1 2 2 2, , , ,x y x y f x y f x y   .  (14) 

Combining (13) and (14), we get (12), which completes the proof. Q.E.D. 
 

    
Source: Authors.  

Figure 4: Two paths between points (x1, y1) and (x2, y2). 

Proposition 4.3. Sato function is strictly quasiconcave. 
Proof. Let us first note that in 1969 Geithman and Stinson in [2] commented on diminishing 
returns of Sato function. However, they did not show that Sato function is strictly 
quasiconcave. Now, let us prove this proposition. Since   0,0S is a convex set, it is 
sufficient to prove that the determinant of the bordered Hessian of function f in any point 
 , intx y S  is positive, i.e. 

   2 2

0
det , 2 0

x y

f x xx yx x y xy x yy y xx

y xy yy

f f
H x y f f f f f f f f f f

f f f
     . (15) 

For the Sato function we have 

 
   

5 4 2 5 2 4

2 23 3 3 3

2 2, ,x y
bxy ax y ax y bx yf f
ax by ax by

 
 

 
  (16) 

 
 

 

 

 

2 2 6 2 6 3 3 2 2 6 2 6 3 3

3 33 3 3 3

2 7 2 7
, ,xx yy

y a x b y abx y x a x b y abx y
f f

ax by ax by

   
 

 
 and (17) 

 
 

 

2 6 2 6 3 3
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2 7
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ax by

  



  (18) 
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After long calculation we find 

  
 

   
 

4 4 2 6 3 3 2 6 2 10 4
2

5 53 3 3 3

0

2 7 2det , 7 1f

x y b y abx y a x a x yH x y t t
ax by ax by



  
    

 
,  (19) 

where 
3

3

byt
ax

 . From (6) we get  

 
3

3

1 12 , 2 .
2 2

by t
ax

 
    

 
  (17) 

Since 2 7 1 0t t     for all 7 3 5 7 3 5 1, , 2
2 2 2

t    
   

 
, (19) implies that  det , 0fH x y  , 

which completes the proof. Q.E.D. 
 
5 CONCLUSION AND FURTHER RESEARCH 
 
In microeconomic theory, every production function must satisfy four assumptions: (i) 
continuity, (ii) strict monotonicity, (iii) strict quasiconcavity and that (iv) a positive amount of 
output requires positive amounts of some of the inputs. In this paper, we proved that the Sato 
function satisfies these assumptions indeed. To the best our knowledge, our results are new 
and unknown in the microeconomic theory literature. We emphasize that only after the analysis 
provided by our results Sato function can be called “Sato production function”. For further 
research, we will investigate the same properties of the generalized Sato production function 
with at least two inputs. Moreover, one of the future goals is to solve a very important 
microeconomic problem which is the cost minimization problem with Sato production 
function. 
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Abstract: Nowadays business environment is very unstable, complex and requires a quick response 
from the companies, with a better allocation of their scarce resources, and a clearer strategic focus. The 
Lean Manufacturing requires that companies make the best use of their resources eliminating wastes. 
In this research, in order to evaluate the level of implementation of Lean tools in the companies located 
in the North of Portugal, an online survey was conducted.  Results show that the 5S and TPM methods 
are the ones that have higher progress of implementation, and the Kanban tool has a lower level.  
 

Keywords: Lean Management, 5S, Kanban, Kaizen, Just in time 
 
1 INTRODUCTION 
 
The instability of the business market and the growth of companies supply chain has been 
improved the organization's performance to become more efficient, flexible and faster to 
answer first to the changes in the business environments.  

Lean Manufacturing plays an important role in supporting companies to overcome 
environmental, social and economic impacts attributed to the production processes, which has 
been a major concern for the industrial sector lately.  

The Lean philosophy promotes efficiency and elimination of waste, focusing on a high 
customer service level. Based on that, Lean tools have been adopted by many companies to 
best improve their operations. Implementation of Lean manufacturing tools in any type of 
organizations can bring many benefits, such as waste reduction and improving operating 
efficiency [2]–[6]. This shows that Lean is not limited to one type or size of the company, but 
rather all types, sizes and industries that attempt to increase their competitive advantages, 
operations and profits in the regional and global markets [2]. However, in the literature, some 
studies were made suggesting that the implementation of the Lean Manufacturing concepts in 
industries are different in function of their dimension.  

In this research, to evaluate the level of implementation of Lean tools in different types and 
dimension companies, an online survey was conducted with a set of companies from the North 
of Portugal.  Then, Lean issues and practices such as Kaizen philosophy, 5S (Sort/Set in 
order/Shine/Standardize/Sustain), Total Productive Maintenance (TPM), Kanban, Just in time 
(JIT), stock reduction, Kaizen circles and collaboration with suppliers were analysed. 
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2 LITERATURE REVIEW 
 
Lean Manufacturing is focused on the reduction of waste and improvement of operational 
efficiency using a set of different tools to get these objectives. Many of these tools can be 
successfully used in isolation, which makes it much easier to get started, but on the other hand, 
the benefits will propagate as more tools are used, as they do support and reinforce each other.  

In the literature, some studies demonstrate the influence of the application of the Lean 
methods and tools in different performance indicators: Belekoukias et al.[9] have analysed the 
impact of Lean methods and tools on the operational performance of manufacturing 
organisations and the results indicate that JIT and Autonomation have the strongest 
significance on operational performance while Kaizen, TPM and value stream mapping (VSM) 
seem to have a lesser, or even negative, effect on it. More recently Garza-Reyes et al. [10] 
investigate the effect of the same five essential Lean methods, i.e., JIT, Autonomation, 
Kaizen/continuous improvement, TPM and VSM, on four commonly used indicators for the 
compliance of environmental performance, i.e., material use, energy consumption, non-
product output, and pollutant releases.  

Regarding the implementation of the Lean tools based on the companies’ dimension, the 
large amount of research was focused on large scale organizations. More recently, the research 
on Lean concepts applications in Small, Medium Enterprises (SME) is increasing ([2], [12], 
[13]), due to the existence of a large number of these organization in the global territory [8]. 

There are many Lean methods and tools that can be used to improve the organization's 
performance. One of these consists in the JIT method [14]; the authors suggest that JIT is 
playing a significant role to achieve a high service level at a minimum cost. As mentioned, the 
TPM and Kaizen/continuous improvement methods also have a huge impact on the 
organization's performance. Different tools are used to implement these methods. The 5S, for 
example, is a simple tool which develops discipline and cleanliness at the workplace, 
maximizing efficiency and productivity. 

Another important aspect related to Lean implementation is related to the close relationship 
between human resources and all the supply chain elements (suppliers, partners, and clients). 
The involvement of the top managers and the engagement of the workers in the implementation 
process is very important to get the performance objectives intended [15]. 

To evaluate the level of implementation of Lean tools in different companies dimension, in 
the North of Portugal, a survey was developed. It was implemented to a sample of 120 
organizations, from micro to large scale dimension, focusing in a specific group of 9 methods 
and tools identified as Engagement of workers, Continuous Improvement, 5S, TPM, Kanban, 
JIT, Stock Reduction, Kaizen Circles, and Suppliers Relationship. 

 
3 METHODOLOGY  
 
To study the level of implementation of lean procedures in a set of Portuguese companies, a 
survey was conducted. The questionnaire was designed based on the work developed by 
Jabbour et al. [16]. The questionnaire consisted of two parts; the first contains general questions 
about the characterization of the companies, such as dimension, number of employees related 
to logistics, and turnover. The second part, the main one, consists of nine Lean attributes (Table 
1). Each company was asked to rate their level of implementation of lean practices, with each 
item on a five-level Likert scale, from 1 (Not implemented) to 5 (Completely implemented). 

The sample taken is a convenient one due to time and budget constraints. Companies were 
asked their willingness to fill out the questionnaire, published online through Google Docs 
forms, and 102 answers were obtained from multisector companies. 
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Table 1: Level of "Lean Management" practices 

Question Description 
LM1  Engagement of workers  
LM2 Continuous improvement  
LM3 5S (Sort/Set in order/Shine/Standardize/Sustain) 
LM4 Total productive maintenance (TPM) 
LM5 Kanban (pull system) 
LM6 Just in Time (JIT) 
LM7 Stock reduction 
LM8 Kaizen Circle (discussion groups to improve processes) 
LM9 Collaboration with suppliers 

 
4 ANALYSIS OF THE RESULTS 
 
An analysis and discussion of the results were made, using a statistical approach through the 
software IBM SPSS version 24. 
 
4.1 Sample characterization  
The selected companies had a large spectre of characteristics, as summarized in Table 2. The 
results showed that the dimension of the companies related to the number of workers is very 
heterogeneous. More than 50% of the companies had a micro or small dimension, meeting the 
Portuguese business fabric.  

Regarding the number of employees associated with the logistics area, it is possible to 
observe that a large number of companies had up to three workers associated with this field. It 
should be noted that the companies inquired are multisector, so this value is within the 
expected. Besides, a great number of companies had a turnover, by year, more than five million 
euros (36.3%). 
 

Table 2: Technical record of participating companies 

Dimension on  
the company 
(number of employees) 

Percent  Number of employees 
associated with 
logistics 

Percent  Turnover  
(in euros) 

Percent 

Micro (up to 10) 32.4  [0;3[ 34.3  [0;100k[ 13.7 
Small (10-50) 25.5  [3;6[ 20.6  [100k; 250k[ 10.8 
Medium (50-250) 16.7  [6;9[ 5.9  [250k 500k[ 9.8 
Large (more than 250) 25.5  [9;12[ 9.8  [500k; 1M[ 10.8 
   [12;15[ 2.0  [1M; 5M[ 18.6 
   15 or more 27.5  5M or more 36.3 

 
4.2 Lean management practices 
 
Lean management practices should be implemented by managers, who are trained in lean 
concepts, and they are passed on throughout the organization. To understand the level of Lean 
procedures in Portuguese companies, there were pointed out nine questions. Table 3 compiles 
some descriptive statistics related to these procedures. For all items, the five points Likert scale 
achieve the highest score (five), meaning that the level of implementation of the environmental 
practices is unequal between companies. 
For the case of practices LM3 and LM4 are the ones that have higher means values, meaning 
more progress of implementation. On the other hand, the lowest means values are related to 
the procedures LM5 and LM1. This could be explained by the fact that the 5S tool and the 
TPM method are considered hard lean practices which are more extensively used than soft 
Lean practices (Engagement)[15]. Also, the 5S is a simple implementation tool which allows 
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rapid results with high visual impacts, consisting on the first tool to use for clean and straighten 
the workplace. 
 

Table 2: Descriptive statistics for Lean management practices 

Environment managment practices  Min Max Mean St. Dev. 
LM1 1 5 2.49 1.481 
LM2 1 5 3.12 1.381 
LM3 1 5 3.20 1.328 
LM4 1 5 3.42 1.238 
LM5 1 5 2.25 1.369 
LM6 1 5 2.65 1.426 
LM7 1 5 3.16 1.241 
LM8 1 5 2.63 1.400 
LM9 1 5 3.06 1.296 

 
Figure 1 shows the boxplots for all questions. This graphic is according to Table 3, giving 
information about the use of the entire scale. Besides, 50% of inquired companies, partially 
implemented (level 3) the practices LM6 to LM9. All these practices are related to Production 
Pull System which requires the collaborations with the suppliers and the implementation of JIT 
method, getting stocks reduction. The enterprises that are trying to implement the Pull System 
should implement all these methods and tools at the same time, on the same level. In contrast, 
practice LM5 has a lower level of implementation, where 50% of companies selected levels 1 
(not implemented) or 2 (starting to implement). The methods like Kanban, JIT are used by 
large companies and international groups generates a certain fear and barrier [7] Another 
curiosity is that only 25% of the companies have selected the full achievement/implementation 
of these practices. 
 

 
 

Figure 1: Boxplots of Lean management practices 
 

In order to understand how these practices are correlated, Table 4 is presented. The correlations 
between items are not very high. However, the item LM4 stands out to the correlation with 
LM2 and LM3. TPM supports the predictive, preventive and corrective maintenance activities 
to achieve efficient production equipment and relies on tools such as 5S, single minute 
exchange of die (SMED), overall equipment effectiveness (OEE), planned, autonomous and 
quality maintenance and initial control before starting production [10]. 

Another important question related to this theme, is the level of implementation of Lean 
practices, according to the numbers of workers. According to Matt and Rauch [7], the Lean 
production methods and instruments are not equally applicable to large and small companies. 
Consequently, the level of accomplishment of Lean procedures was also analyzed, taking into 
consideration the dimension of the company.  
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Table 3: Matrix correlation between environment management practices [For all values, correlation is 
significant at the 0.01 level (2-tailed)]. 

Item LM1 LM2 LM3 LM4 LM5 LM6 LM7 LM8 LM9 
LM1 1         
LM2 0.591 1        
LM3 0.625 0.576 1       
LM4 0.572 0.671 0.696 1      
LM5 0.558 0.518 0.555 0.491 1     
LM6 0.660 0.464 0.675 0.489 0.655 1    
LM7 0.572 0.532 0.600 0.607 0.454 0.586 1   
LM8 0.528 0.633 0.530 0.537 0.587 0.385 0.581 1  
LM9 0.398 0.560 0.505 0.435 0.388 0.338 0.407 0.695 1 

 
The results presented in Figure 2, show from the consulted companies, micro and small 
companies have the lowest levels of implementation of Lean procedures, which can be justified 
by the fact that these companies do not feel the need to implement these systems to be 
productive. Another explanation is related to the challenge of the implementation of some 
integrated Lean production systems due to specific knowledge and money spent. 
 

 

 
 

Figure 2: Average level of environment management practices, by companies’ dimension 
 
5 CONCLUSIONS 
 
In this work, it was possible to analyze the implementation level of Lean practices in the North 
of Portugal. Despite being an initial analysis, the results showed the 5S and TPM methods are 
the ones that have higher progress of implementation, and the kanban tool has a lower level of 
implementation, in general. It is also possible to conclude that micro and small companies have 
the lowest levels of implementation of Lean procedures. 
 
 

0

0,5

1

1,5

2

2,5

3
LM1

LM2

LM3

LM4

LM5LM6

LM7

LM8

LM9

Micro

0
0,5

1
1,5

2
2,5

3
3,5

4
LM1

LM2

LM3

LM4

LM5LM6

LM7

LM8

LM9

Small

0
0,5

1
1,5

2
2,5

3
3,5

LM1

LM2

LM3

LM4

LM5LM6

LM7

LM8

LM9

Medium 

0,5
1

1,5
2

2,5
3

3,5
4

4,5
LM1

LM2

LM3

LM4

LM5LM6

LM7

LM8

LM9

Large 

609



Acknowledgement 
This research was supported by the FCT – Fundação para a Ciência e Tecnologia, through the 
project UID/EMS/04005/2019 (Silva); the project UID/CEC/00319/2019 (Alves); and the 
project UID/MAT/04106/2019 (Rodrigues).  
 
References  
[1] M. A. Lewis, “Lean production and sustainable competitive advantage,” Int. J. Oper. Prod. 

Manag., vol. 20, no. 8, pp. 959–978, Aug. 2000. 
[2] A. Alkhoraif, H. Rashid, and P. McLaughlin, “Lean implementation in small and medium 

enterprises: Literature review,” Oper. Res. Perspect., no. December, p. 100089, 2018. 
[3] N. Cardoso, A. C. Alves, M. Figueiredo, and A. Silva, “Improving workflows in a hospital through 

the application of lean thinking principles and simulation,” “Proceedings Int. Conf. Comput. Ind. 
Eng. CIE,” no. October, pp. 11–13, 2017. 

[4] V. Resende, A. C. Alves, A. Batista, and Â. Silva, “Financial and human benefits of lean 
production in the plastic injection industry: An action research study,” Int. J. Ind. Eng. Manag., 
vol. 5, no. 2, pp. 61–75, 2014. 

[5] J. A. Garza-Reyes, V. Kumar, S. Chaikittisilp, and K. H. Tan, “The effect of lean methods and 
tools on the environmental performance of manufacturing organisations,” Int. J. Prod. Econ., vol. 
200, 2018. 

[6] I. Belekoukias, J. A. Garza-Reyes, and V. Kumar, “The impact of lean methods and tools on the 
operational performance of manufacturing organisations,” Int. J. Prod. Res., vol. 52, no. 18, pp. 
5346–5366, Sep. 2014. 

[7] D. T. Matt and E. Rauch, “Implementation of Lean Production in small sized Enterprises,” 
Procedia CIRP, vol. 12, pp. 420–425, 2013. 

[8] A. D. Jewalikar and A. Shelke, “Lean Integrated Management Systems in MSME Reasons, 
Advantages and Barriers on Implementation,” in Materials Today: Proceedings, 2017, vol. 4, no. 
2, pp. 1037–1044. 

[9] I. Belekoukias, J. A. Garza-Reyes, and V. Kumar, “The impact of lean methods and tools on the 
operational performance of manufacturing organisations,” Int. J. Prod. Res., vol. 52, no. 18, pp. 
5346–5366, 2014. 

[10] J. A. Garza-Reyes, V. Kumar, S. Chaikittisilp, and K. H. Tan, “The effect of lean methods and 
tools on the environmental performance of manufacturing organisations,” Int. J. Prod. Econ., 2018. 

[11] A. K. Möldner, J. A. Garza-Reyes, and V. Kumar, “Exploring lean manufacturing practices’ 
influence on process innovation performance,” Journal of Business Research, 2018. 

[12] A. Pearce, D. Pons, and T. Neitzert, “Implementing lean—Outcomes from SME case studies,” 
Oper. Res. Perspect., vol. 5, pp. 94–104, 2018. 

[13] M. Almanei, K. Salonitis, and Y. Xu, “Lean Implementation Frameworks: The Challenges for 
SMEs,” Procedia CIRP, vol. 63, pp. 750–755, 2017. 

[14] S. Abdul, R. Khan, D. Qianli, and Y. Zhang, “A Survey Study : Important Factors in Just-in-Time 
Implementation,” Traffic Transp. Eng., vol. 2, no. 5, pp. 74–80, 2017. 

[15] Y. Larteb, A. Haddout, and M. Benhadou, “Successful Lean Implementation: The Systematic and 
Simultaneous Consideration of Soft and Hard Lean Practices,” Int. J. Eng. Gen. Sci., vol. 3, no. 2, 
pp. 1258–1270, 2014. 

[16] A. B. L. de S. Jabbour, C. J. C. Jabbour, W. R. de S. Freitas, and A. A. Teixeira, “Lean and green?: 
evidências empíricas do setor automotivo brasileiro,” Gestão & Produção, vol. 20, no. 3, pp. 653–
665, 2013. 

610



COOPERATIVENESS IN DUOPOLY FROM AN EVOLUTIONARY 
GAME THEORY PERSPECTIVE  

 
Ilko Vrankić, PhD 

University of Zagreb, Faculty of Economics and Business, Trg J. F. Kennedyja 6, Zagreb, Croatia 
E-mail: ivrankic@efzg.hr 

 
Mirjana Pejić Bach, PhD 

University of Zagreb, Faculty of Economics and Business, Trg J. F. Kennedyja 6, Zagreb, Croatia 
E-mail: mpejic@efzg.hr 

 
Tomislav Herceg, PhD 

University of Zagreb, Faculty of Economics and Business, Trg J. F. Kennedyja 6, Zagreb, Croatia 
E-mail: therceg@efzg.hr 

 
Abstract: In a duopoly analysis companies can partake in different mutual relations. In case when the 
quantity of production is a decision variable, the equilibria can be of either Cournot, Stackelberg or 
cartel type. In these market structures, companies pick different behavioural patterns, thus making 
different profits. In cooperative equilibrium, both companies have an incentive to cheat since a 
unanimous move can improve their own profit, but since it lowers competitor’s profits in the same time, 
this equilibrium collapses to Cournot equilibrium where profits are lower. In Stackelberg equilibrium, 
a dominant company yield greater profits at the expense of the lower follower’s profit and the total 
industry profit in Cournot equilibrium. Therefore this paper is looking for the best long-term behaviour 
pattern of a company, using a new perspective unifying microeconomic analysis of market structures  
and evolutionary game theory; it is assumed that companies pick, with certain probabilities, either 
cooperative, reactive or dominant strategies. Companies in time adapt their choices by increasing the 
choice probability of those strategies which fitness is greater than the average profit, applying the 
replicatory dynamics. The paper also demonstrates that the decision-making of companies strongly 
depends in the long run on the starting set of strategies. 
 

Keywords: Evolutionary game theory, duopoly, cooperative strategy, dominant strategy, reactive 
strategy, the tit-for-tat strategy 

 
1 INTRODUCTION 
 
Duopolistic market structures in the case when quantity is decision variable can be based on 
several strategies which lead to Cournot (reactive), Stackelberg (dominant) or cartel 
equilibrium (cooperative). In most literature, Cournot players are considered to be naïve since 
they keep behaving as if their peer would never change their mind. However, a different insight 
is offered by [4] who shows that best survivors are not always those who maximize their profit, 
at least in the short run.  

Definition of the long run is a time in which no variable is fixed. The other possibility to 
define long run is a time at which partakers on the market have enough time to adapt. In that 
period of time, players can adapt their decisions and evolve to a new way of behaviour. This 
kind of thinking is, among others, described in detail in [5] under the replicator dynamics 
concept, developed under evolutionary game theory concept. In that analysis, a probability of 
choices is analysed and brought into relation with the payoffs for each strategy. When a 
probability growth rate of each strategy is observed, one can identify to which strategy would 
players evolve (in other words, they learn which strategy is more lucrative to be picked) in the 
long run, reaching stability.  

Stability of the static points of the system of expected payoffs is tested using a Stability of 
nonlinear systems theorem [6]. This method uses eigenvalues of Jacobi matrices of probability 
growth rates and gives a precise result where the system tends to in the long run. The other 
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similar analyses (like [3]) do not offer a full-scale stability check, which is, therefore, a 
contribution of this paper. 

This paper first analyses cooperative and reactive strategies only, yielding a result where 
reactive strategies are more likely to be picked in the long run. After that, a dominant strategy 
is introduced, and a completely different result is obtained. Even though it might seem like a 
deficiency of the model, it is actually its power – it would show that when players realize a 
wider spectrum of options, their expected decisions change. These analyses then open a wide 
spectrum of combinations and different strategies that might arise in heads of decision makers, 
making a model very dynamic, but far reaching in its thinking. These findings would then 
confront two contradictory views of Cournot-Nash equilibrium since if an evolution brought 
companies to Cournot point, who ca be brave enough to call evolution naïve? 
  
2 COMPANY STRATEGIES AND PAYOFF MATRICES 
 
A linear demand is assumed,  𝑝 = 𝑎 − 𝑏𝑌 = 𝑎 − 𝑏(𝑦1 + 𝑦2), where p is a price of a good, Y 
total quantity of production, y1 and y2 produced quantities of the 1st and the 2nd company 
respectively, a is a reservation price and b is a price reaction to a unit quantity increase, a and 
b being real number parameters. It is also assumed that marginal costs are constant and equal 
for both companies, c, where reservation price, a, is greater than marginal cost.  

In the perfectly competitive equilibrium in the long run, companies have only normal profits 
where p = c and equilibrium quantity is 𝑌𝐶 = 𝑎−𝑐

𝑏
. In Cournot duopoly each, company sets their 

production quantity by which it maximizes their profit taking the competitors quantity as given. 
Therefore, firstthe  company’s residual demand is 𝑝 = (𝑎 − 𝑏𝑦2) − 𝑏𝑦1 and its profit, Π1 =
𝑝𝑦1 − 𝑐𝑦1 = (𝑎 − 𝑐 − 𝑏𝑦2)𝑦1 − 𝑏𝑦1

2. From necessary first order conditions a first company’s 
rea,ction function is deducted, 𝑦1 =

1

2
𝑌𝐶 −

1

2
𝑦2. By analogy, reaction function of the sthe 

econd company is 𝑦2 =
1

2
𝑌𝐶 −

1

2
𝑦1. Cournot or Nash equilibrium is obtained at the intercept 

of reaction functions, where each company supplies 1/3 of the perfectly competitive market is 
𝑦1 = 𝑦2 =

1

3
𝑌𝐶 , or Y= 2

3
𝑌𝐶 . Then their profits are Π1 = Π2 =

𝑏

9
(𝑌𝐶)2.  

In the Stackelberg model of quantitative leadership, a dominant company sets its production 
by which it maximizes its own profit, knowing the reaction curve of the reactionary company 
(follower) which behaves under Cournot assumption. Residual demand of a dominant company 
is 𝒑 = 𝒂 − 𝒃 (𝒚𝟏 +

𝟏

𝟐
𝒀𝑪 −

𝟏

𝟐
𝒚𝟏) =

𝒂+𝒄

𝟐
−
𝒃

𝟐
𝒚𝟏 and its profit is 𝚷𝟏 = 𝒑𝒚𝟏 − 𝒄𝒚𝟏 =

𝒂−𝒄

𝟐
𝒚𝟏 −

𝒃

𝟐
𝒚𝟏
𝟐. First order necessary conditions for dominant company profit maximization it follows 

that a dominant company supplies half of the perfectly competitive market, 𝒚𝟏 =
𝟏

𝟐
𝒀𝑪. 

Stubbing it in a reaction curve of a reactionary company (follower) it is obtained that the 
follower supplies half-of-the-half, or a quarter of the market, 𝒚𝟐 =

𝟏

𝟒
𝒀𝑪. Therefore, their profits 

are (or vice versa, if they switch leader – follower roles) 𝚷𝟏 =
𝒃

𝟖
(𝒀𝑪)𝟐;  𝚷𝟐 =

𝒃

𝟏𝟔
(𝒀𝑪)𝟐.  

In cooperative equilibrium companies maximize total instead of individual profit, 𝚷𝟏 =
𝒑𝒀 − 𝒄𝒀 = (𝒂 − 𝒄)𝒀 − 𝒃𝒀𝟐. From necessary first order conditions it follo,ws that they jointly 
cover half of the perfectly competitive market, Y= 𝟏

𝟐
𝒀𝑪, providing, in a symmetric cooperative 

equilibrium: 𝒚𝟏 = 𝒚𝟐 =
𝟏

𝟒
𝒀𝑪. In that case their profits ,are 𝚷𝟏 = 𝚷𝟐 =

𝒃

𝟖
(𝒀𝑪)𝟐. 

Unanimous change in production in the cooperative equilibrium a company can, at least in 
the short run, increase their own profit at the expense of a large fall in price, followed by a 
large fall in profits of a cheated co-operator. In case when the first company remains 
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cooperative, but the second becomes reactive, then its production is 𝒚𝟐 =
𝟏

𝟐
(𝒀𝑪 − 𝒚𝟏) =

𝟑

𝟖
𝒀𝑪. 

It rises overall production, thus lowering the price and the profit of the cooperative company, 
but rising the profit of a reactive company to 𝚷𝟏 =

𝟔𝒃

𝟔𝟒
(𝒀𝑪)𝟐 𝒂𝒏𝒅 𝚷𝟐 =

𝟗𝒃

𝟔𝟒
(𝒀𝑪)𝟐. 

In case when both companies behave dominantly, they both produce for ½ of the 
competitive market which lowers price to p = c causing normal profits for both companies. 
These data provide the following pay-off matrix:  

    Company 2   
   cooperative reactive dominant  
 cooperative  

(
𝟏

𝟖
,
𝟏

𝟖
) (

𝟑

𝟑𝟐
,
𝟗

𝟔𝟒
) (

𝟏

𝟏𝟔
,
𝟏

𝟖
) 

 

Company 1 reactive  
(
𝟗

𝟔𝟒
,
𝟑

𝟑𝟐
) (

𝟏

𝟗
,
𝟏

𝟗
) (

𝟏

𝟏𝟔
,
𝟏

𝟖
) 

 

 dominant  
(
𝟏

𝟖
,
𝟏

𝟏𝟔
) (

𝟏

𝟖
,
𝟏

𝟏𝟔
) (𝟎, 𝟎)  

 

Figure 1: Pay-off matrix for cooperative, reactive and dominant strategies 
 

 
Figure 2: Cooperative and Cournot equilibria 

 
Figure 1 reveals that in cooperative equilibrium both companies can improve their profits 
switching from cooperative to a reactive strategy ( 𝟗

𝟔𝟒
>
𝟏

𝟖
), but in time, companies would adapt 

and shift to Cournot equilibrium (Figure 2). It can be deduced that cheating increases profit in 
the short run, but after sequential adjustments, both companies earn less in Cournot 
equilibrium. 
 
3 REPLICATOR DYNAMICS 
 
Under Cournot assumption, each company announces its own profit maximizing production 
level knowing their peers’ production level. In Cournot equilibrium, no company has an 
incentive for a unanimous change in their production level, which is the basic property of the 
Nash equilibrium. In some literature, Cournot companies are described as naïve since they 
believe that competitors would stick to their own choices, but there is no such view of the Nash 
equilibrium, which makes literature incoherent. This paper will try to show, using an 
evolutionary or replicator dynamics, that behaviour of Cournot players is coherent with their 
long-term goals. 
 In order to support this proposition, two first rows and columns of the pay-off matrix 
(Figure 1) are taken. Let P be a probability of the cooperative strategy of a duopolistic company 
(like in [1]). Then the fitness of both companies and the market average are: 

Cournot equilibrium

 , 𝑌𝐶

 ,
 

 
𝑌𝐶

 

 
𝑌𝐶 ,  

𝑌𝐶 ,  𝑦1

𝑦2

 

cooperative
equilibrium

𝑦1 =
 

 
𝑌𝐶 −

 

 
𝑦2

𝑦2 =
 

 
𝑌𝐶 −

 

 
𝑦1
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𝑪 =
𝟑

𝟑𝟐
+

𝟏

𝟑𝟐
𝑷;  𝑹 = 𝟏

𝟗
+

𝟏𝟕

𝟓𝟕𝟔
𝑷 ; 𝑴 =

𝑷𝟐

𝟓𝟕𝟔
+

𝟕𝑷

𝟓𝟕𝟔
+
𝟏

𝟗
 (1) 

Figure 3 shows the fitness of a cooperative and a reactive company. 
 

 
Figure 3: Fitness of a cooperative and a reactive company 

 

Figure 3 shows that for each probability of choice of a cooperative strategy, the profit of the 
reactive company is larger than the profit of a cooperative company. The basic idea of the 
natural selection is that survivors are those with greater payoffs, while those with smaller 
payoffs adapt or die out. Therefore it means that companies would more frequently pick 
reactive as compared to the cooperative strategies until the latter disappears completely. As a 
result of evolutionary dynamics, companies would end up in Cournot equilibrium. This, in turn, 
means that cheating is an evolutionary response of economic subjects although it makes the 
worse off in the long run.  

Even more interesting results could be obtained when the entire pay-off matrix (Figure 1) 
is analysed. Let P1, P2, and P3 be probabilities of choice of cooperative, reactive, and dominant 
strategies responsively. Then the fitness of the cooperative, reactive, and dominant companies, 
as well as the total fitness, are as follows: 
𝑪 =

𝟏

𝟖
𝑷𝟏 +

𝟑

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
𝑷𝟑 =

𝟏

𝟖
𝑷𝟏 +

𝟑

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
(𝟏 − 𝑷𝟏 − 𝑷𝟐) =

𝟏

𝟏𝟔
𝑷𝟏 +

𝟏

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
  

𝑹 =
𝟗

𝟔𝟒
𝑷𝟏 +

𝟏

𝟗
𝑷𝟐 +

𝟏

𝟏𝟔
𝑷𝟑 =

𝟗

𝟔𝟒
𝑷𝟏 +

𝟏

𝟗
𝑷𝟐 +

𝟏

𝟏𝟔
(𝟏 − 𝑷𝟏 − 𝑷𝟐) =

𝟓

𝟔𝟒
𝑷𝟏 +

𝟕

𝟏𝟒𝟒
𝑷𝟐 +

𝟏

𝟏𝟔
  

𝑫 =
𝟏

𝟖
𝑷𝟏 +

𝟏

𝟖
𝑷𝟐 ;  𝑴 = 𝑷𝟏𝑪 + 𝑷𝟐𝑹+ 𝑷𝟑𝑫 =

𝟑

𝟏𝟔
𝑷𝟏 +

𝟑

𝟏𝟔
𝑷𝟐 −

𝟏

𝟏𝟔
𝑷𝟏
𝟐 −

𝟏𝟏

𝟏𝟒𝟒
𝑷𝟐
𝟐 +

𝟗

𝟔𝟒
𝑷𝟏𝑷𝟐  (2) 

Rule of a thumb is that those payoffs which are greater than the average payoff would be 
picked more frequently. According to replicator dynamics, a strategy probability growth rate 
is measured as a difference between the fitness of an observed payoff and total fitness (see [2] 
for similar analysis) : 
�̇�𝟏(𝒕) = 𝑷𝟏(𝒕)(𝑪 −𝑴) = 𝑷𝟏 (−

𝟏

𝟖
𝑷𝟏 −

𝟓

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
+

𝟏

𝟏𝟔
𝑷𝟏
𝟐 +

𝟏𝟏

𝟏𝟒𝟒
𝑷𝟐
𝟐 +

𝟗

𝟔𝟒
𝑷𝟏𝑷𝟐)  

�̇�𝟐(𝒕) = 𝑷𝟐(𝒕)(𝑹 −𝑴) = 𝑷𝟐 (−
𝟕

𝟔𝟒
𝑷𝟏 −

𝟓

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
+

𝟏

𝟏𝟔
𝑷𝟏
𝟐 +

𝟏𝟏

𝟏𝟒𝟒
𝑷𝟐
𝟐 +

𝟗

𝟔𝟒
𝑷𝟏𝑷𝟐)  

�̇�𝟑(𝒕) = 𝑷𝟑(𝒕)(𝑫 −𝑴) = 𝑷𝟑 (−
𝟏

𝟏𝟔
𝑷𝟏 −

𝟏

𝟏𝟔
𝑷𝟐 +

𝟏

𝟏𝟔
+

𝟏

𝟏𝟔
𝑷𝟏
𝟐 +

𝟏𝟏

𝟏𝟒𝟒
𝑷𝟐
𝟐 +

𝟗

𝟔𝟒
𝑷𝟏𝑷𝟐)  (3) 

      
Figure 4: Isoclines for cooperative and reactive strategies when a third strategy is a dominant strategy 

a) Isoclines when �̇�1 =  ; b) Isoclines when �̇�2 =   

 

𝑃  
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Since 𝑷𝟏 + 𝑷𝟐 + 𝑷𝟑 = 𝟏 the last row of (24) can be omitted. In this system of autonomous 
differential equations for each pair (𝑷𝟏, 𝑷𝟐), a vector (�̇�𝟏, �̇�𝟐) indicated a direction in which 
probabilities change. Figure 4 shows isoclines when �̇�𝟏 = 𝟎 & �̇�𝟐 = 𝟎. 
 

     
 

Figure 5: Vector field and probability orbits of cooperative and reactive strategies when the third strategy is 
dominant : a) Vector field; b) Orbits 

 
Based on the analysis of a �̇�𝟏 & �̇�𝟐 sign in the areas which jointly bound the isoclines one can 
determine the direction of the change in the choice probability of cooperative and reactive 
strategies and their orbits (Figure 5). 
 
4 STABILITY OF STATIONERY POINTS 
 

This system has four stationery points: (𝟎, 𝟎), (𝟏, 𝟎), (𝟎, 𝟏) & (𝟎, 𝟗
𝟏𝟏
). This paper introduces 

stability test, applying Stability of nonlinear systems theorem [6].  In order to make such a 
test, a calculation of Jacobian and eigenvalues is in order. Jacobi matrix is: 

𝑱(𝑷𝟏, 𝑷𝟐) = [
−
𝟏

𝟒
𝑷𝟏 −

𝟓

𝟑𝟐
𝑷𝟐 +

𝟏

𝟏𝟔
+

𝟑

𝟏𝟔
𝑷𝟏
𝟐 +

𝟏𝟏

𝟏𝟒𝟒
𝑷𝟐
𝟐 +

𝟗

𝟑𝟐
𝑷𝟏𝑷𝟐 −

𝟓

𝟑𝟐
𝑷𝟏 +

𝟏𝟏

𝟕𝟐
𝑷𝟏𝑷𝟐 +

𝟗

𝟔𝟒
𝑷𝟏
𝟐

−
𝟕

𝟔𝟒
𝑷𝟐 +

𝟏

𝟖
𝑷𝟏𝑷𝟐 +

𝟗

𝟔𝟒
𝑷𝟐
𝟐 −

𝟕

𝟔𝟒
𝑷𝟏 −

𝟓

𝟏𝟖
𝑷𝟐 +

𝟏

𝟏𝟔
+

𝟏

𝟏𝟔
𝑷𝟏
𝟐 +

𝟏𝟏

𝟒𝟖
𝑷𝟐
𝟐 +

𝟗

𝟑𝟐
𝑷𝟏𝑷𝟐

]   (5) 

Jacobian and eigenvalues for points (𝟎, 𝟎), (𝟏, 𝟎), (𝟎, 𝟏) & (𝟎, 𝟗
𝟏𝟏
) are respectively: 

 𝑱(𝑷𝟏, 𝑷𝟐) = [
𝟏

𝟏𝟔
𝟎

𝟎
𝟏

𝟏𝟔

] ;  𝝀𝟏 = 𝝀𝟐 =
𝟏

𝟏𝟔
 ; 𝑱(𝑷𝟏, 𝑷𝟐) = [

𝟎 −
𝟏

𝟔𝟒

𝟎 −
𝟑

𝟔𝟒

] ;  𝝀𝟏 = 𝟎; 𝝀𝟐 = −
𝟑

𝟔𝟒
  (6) 

𝑱(𝑷𝟏, 𝑷𝟐) = [
−

𝟓

𝟐𝟖𝟖
𝟎

𝟏

𝟑𝟐

𝟏

𝟕𝟐

] ;  𝝀𝟏 =
𝟏

𝟕𝟐
;  𝝀𝟐 = −

𝟓

𝟐𝟖𝟖
; 𝑱 (𝟎, 𝟗

𝟏𝟏
) = [

−
𝟓

𝟑𝟓𝟐
𝟎

𝟗

𝟏𝟗𝟑𝟔
−

𝟏

𝟖𝟖

] ;  𝝀𝟏 = −
𝟏

𝟖𝟖
;  𝝀𝟐 = −

𝟓

𝟑𝟓𝟐
 

According to the above mentioned theorem, due to positive eigenvalues, point (0, 0) is 
unstable.  
Since for point (1, 0) one of the eigenvalues is neither positive nor negative (0), one cannot 
determine stability at this point. Intuitively, it is stable if one does not move away from it. 
However, if one does move, there is no way to come back. For point (0, 1) the first eigenvalue 
is positive, hence stationery point is unstable. Finally, for point (𝟎, 𝟗

𝟏𝟏
) eigenvalues are 

negative, therefore stationery point (𝟎, 𝟗
𝟏𝟏
) is asymptotically stable. 

Figure 5 orbits show the evolution of a company in a duopoly which, under certain 
probabilities, can pick cooperative, reactive, or dominant strategies. It can be shown that in 

( ,  )( ,  ) 𝑃1

𝑃2

( ,  )

 ,
 

  

 ,
 

  

( ,  )( ,  ) 𝑃1

𝑃2

( ,  )

 ,
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82% of the cases, companies choose reactive strategies, while in only 18% of the cases they 
behave dominantly. 

 
5 CONCLUSION 
 
Evolutionary game theory offers a different view of the long run. It shows in detail, using 
replicator dynamics, which strategies would be more frequently used after a period of 
adaptation (evolution) in which players learn how the system works. It is also very important 
due to the fact it merges crude mathematic apparatus and the uncertainty of human behaviour, 
which is what the entire economics is all about. 

The system itself is framed by the set of strategies among which players can pick. As this 
set changes, the expected payoffs alter the probability of choices of certain strategies, while 
probability growth rates of these strategies show what players are inclined to do as the time 
goes by. Vector field of this probability growth rates direct system to a steady state, further 
analysed by stability test using eigenvalues, which strengthens the analysis of the replicator 
dynamics in evolutionary game theory. That steady state shows which strategies are more 
likely to be picked in the long run. 

This paper has shown how a choice among several strategies brings different long-run states 
depending on the total set of strategies. At first, only two strategies are introduced – cooperative 
and reactive. Replicator dynamics analysis has shown that in 100% of the cases long run 
equilibrium would lead to an equilibrium where payoffs are lower (Cournot equilibrium) due 
to the fact that it is more lucrative to cheat in the short run.  

After a third strategy is introduced, a dominant strategy, it was found out that in 18% of the 
cases players would choose dominant strategies, while in 82% of the cases their response would 
be a reactive strategy.  This finding is very important – it shows that as the set of strategies gets 
wider, the probability of choice changes due to the fact that players in time recognize the power 
of the chosen strategy. It also shows that Cournot players, which are reactive, are not naïve, 
but evolutionary adaptive. Most of the literature shows Cournot player as a naïve one, even 
though they come to Nash equilibrium which is never referred to as a result of naïve players. 
This finding is crucial since it denounces naïve as a description of Cournot players since their 
choices are evolutionary choices, which nobody dares to call naïve.   

This paper has only made a first step in the analyses of a much wider set of choices. Further 
analyses will introduce tit-for-tat strategy and increase the total number of strategies, showing 
how the system gets more complex, but more interesting when the ingenuity of players 
introduces new strategies they choose from. However, even though this paper analyses only 
two and three strategies, it does not render these analyses less realistic since in real life in many 
cases players short-list their choices to only two or three to make their decisions easier. 
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