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Outsourcing of Information Technology
and Business Processes in Poland: Motivations
and Environmental Factors
Wojciech Piotrowicz
Hanken School of Economics in Helsinki, Finland
wojciech.piotrowicz@hanken.fi

Damian Kedziora
Maria Curie-Sklodowska University in Lublin, Poland
damian.kedziora@gmail.com

The aim of the paper is to summarise the literature focused on Information
Technology and Business ProcessOutsourcing in Poland and to contribute
to understanding ofmotivations and environmental factors driving service
relocations to Central and Eastern Europe. This exploratory study is based
on academic literature and two data sources: government and industry re-
ports, as well as small-scale exploratory survey. The findings confirm the
cost reduction to be themain driver, followed by thewillingness to improve
processes and business performance. The substantial advantage of Poland
is human resources – the availability of highly skilled, well-educatedwork-
force at relatively low cost. Even though the salaries are often higher than
in Asia, it is compensated by the number of graduates and knowledge of
foreign languages.Membership of the EuropeanUnion and political stabil-
ity also plays an important role. This exploratory study, aside of relocation
trends overview, enabled the views among service providers to be captured
and compared with the commercial and governmental reports.
Key Words: information technology, outsourcing, offshoring, business
process, transition economy, Poland, Central and Eastern Europe
jel Classification: m15
https://doi.org/10.26493/1854-6935.16.307-333

Introduction

International service transfers have been a vital part of global economic
transitions and in the past decade its dynamic growth has been observed
in the region of Central and Eastern Europe (cee) (Rilla and Squiccia-
rini 2011; Kedziora, Kraslawski, and Kärri 2016). Nevertheless, the major-
ity of service offshoring studies have been focused on India and China
(Gonzalez, Llopis, and Gasco 2013; Lacity, Khan, and Yan 2010). Focus
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308 Wojciech Piotrowicz and Damian Kedziora

on Asian countries and limited research on cee region does not reflect
current trends.
Therefore, this paper focuses on Business Process Outsourcing (bpo),

together with Information Technology Outsourcing (ito) in the context
of Poland and the wider Visegrad Group (v4) region. Although global
Foreign Direct Investments (fdis) in knowledge-intensive industries de-
creased since the late 2000s at the global level, this trend was not ob-
served in cee (Micek 2015), where we had observed an increase in ser-
vice investments since 2000 (Hardy, Sass, and Fifekova 2011). Between
2001 and 2012, the export of ito/bpo had increased from 17.5 to 34
of total service export (Myszkowska 2014) and the rapid increase in ser-
vices’ relocationswas particularly visible after the v4 countries joined the
European Union in 2004 (Gál 2014; Kedziora, Karri, Kraslawski, and Ha-
lasa 2017). While initially Western companies were transferring to cee
region mainly manufacturing tasks (Collins and Grimes 2011), it had
quickly started to shift onto more advanced functions (Jacoby 2010; Jür-
gens and Krzywdzinski 2009), transitioning the country’s position from
the role of materials and low technology exporter onto the modern ser-
vices delivery hub (Hardy 2007; Association of Business Services Leaders
2017). Foreign investments in Poland, and the entire region, together with
emerging local companies, capable of selling services abroad, influence
socio-economic development and economic convergence. While there
are flows of capital and investments, equally or even more important are
transfers of knowledge and managerial practices, which, in turn, allow
cee-located companies to participate in international business and sup-
ply chain networks. In the mid-term, this triggers changes in the coun-
try’s perception as sourcing destination, attractiveness for further invest-
ments, climbing at the global value chain by delivering more advanced
services.
The paper has been structured as follows: after the introduction,

the definitions and literature on offshoring and ito/bpo are briefly
overviewed; the modern services in Poland are presented and some of
the factors that influence their relocation are analysed. The research is
exploring perceptions of outsourcing motivations in Poland, addressing
two questions:

1. What are the key motivators driving service relocations to Poland?

2. Which environmental factors are influencing Polish outsourcing of
business process (bpo) and information technology (ito)?

Managing Global Transitions
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table 1 Academic Literature Review, Classification of Papers

Offshoring and
Outsourcing in
Business

Alsudairi and Dwivedi (2010), Bharadwaj, Saxena, and Halemane
(2010), Busse et al. (2017), Dibbern, Goles, and Hirschheim (2004),
Fjermestad and Saitta (2005), Gonzalez, Gasco, and Llopis (2006),
Gonzalez, Llopis, and Gasco (2013), Jayaraman et al. (2012), Ka-
mann and Van Nieulande (2010), Kedziora, Klamut, Karri, and
Kraslawski (2017), Kern and Wilcocks (2002), Lacity, Khan, and
Willcocks (2009), Lacity, Khan, and Yan (2010), Lacity, Solomon,
and Yan (2011), Loebbecke and Huyskens (2006), Loebbecke and
Huyskens (2006), Sudan, Ayers, and Dongier (2010), Wiener, Vogel,
and Amberg (2010).

bpo/ito in
Poland and
other transition
economies

Alsudairi and Dwivedi (2010), Capik and Drahokoupil (2011),
Dedrick, Carmel, and Kraemer (2011), Epstein (2014), Gál (2014),
Guzik and Micek (2008), Hardy, Micek, and Capik (2011), Kedziora,
Kraslawski, and Kärri (2016), Liu, Luo, and Liu (2009), Manning
(2014), McNulty and Harper (2012), Micek (2015), Myszkowska
(2014), Piotrowicz (2015a), Prasad and Babbar (2000), Roztocki
and Weistroffer (2008), Roztocki and Weistroffer (2015), Sass and
Fifekova (2011), Soja and Cunha (2015), Tambe and Hitt (2010),
Vrhovec, Trkman, and Kumer (2015).

Motivations to
outsource

Gál (2014), Juvonen (2009), Kedziora, Kraslawski, and Kärri (2017),
Lacity, Khan, and Willcocks (2009), Lacity, Khan, and Yan (2010),
Schwarz (2014), Wiener, Vogel, and Amberg (2010).

Environmental
factors –
selection
criteria

Alsudairi and Dwivedi (2010), Capik and Draho-koupil (2011), Fjer-
mestad and Saitta (2005), Juvonen (2009), Lacity, Khan, and Yan
(2010), Lacity, Solomon, and Yan (2011), Sass and Fifekova (2011),
Sudan, Ayers, and Dongier (2010), Wiener, Vogel, and Amberg (2010).

Literature Review
The literature review stems from information systems discipline, addi-
tionally incorporating papers from journals related to regional studies,
international business and economic geography divided into four main
streams (table 1).

Concepts of Offshoring and Outsourcing
Offshoring in business is to be understood as relocation of some opera-
tional task to another country (Gonzalez, Llopis, and Gasco 2013). Term
nearshoring is often used when geographical and cultural distances be-
tween customer and provider are short, whereas farshoring when they
are far-off (Kamann and Van Nieulande 2010; Busse et al. 2017). Cap-
tive (in-house) offshoring refers to all remote activities that are delivered
within the boundaries of the same company, but in some different coun-
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try (Baier, Rammer, and Schubert 2015). Business Process Outsourcing
(bpo) is a practice of sourcing operational processes with some exter-
nal service providers (Lacity, Solomon, and Yan 2011, 1), across diverse
service lines, such as accounting and finance, customer management,
procurement, human resources and training (Jayaraman et al. 2012). In-
formation Technology Outsourcing (ito) can be understood as a spe-
cial form of process outsourcing, when operations shifted to an external
provider are of Information Technology (it) domain (e.g. assets, infras-
tructure, or coding activities) (Kern and Wilcocks 2002). Other associ-
ated concepts are it services and it-enabled services (Sudan, Ayers, and
Dongier 2010) that include ito, bpo and manufacturing engineering.
More about outsourcing-related terms can be found in the work of Alsu-
dairi and Dwivedi (2010), who identified 42 of its variations. Within it
offshoring it is possible to separate: it, Business Processes andCall Centres
and other customer care/contact centres (Bhalla, Sodhi, and Son 2008).
All such offshore operations of various types and delivery models can be
broadly referred to asmodern business services (Kedziora, Klamut, Karri,
and Kraslawski 2017).
ito can be ‘full’ when all functions are transferred or selectively fo-

cused on certain activities or processes (Loebbecke and Huyskens 2006).
Unlike project-based ito, which mainly allows for testing and adjust-
ment, bpo tends to be run from day one in real-time settings (Bharad-
waj, Saxena, and Halemane 2010). The transaction costs of offshoring are
higher compared to local outsourcing (Dibbern, Goles, and Hirschheim
2004). Nevertheless, there is an increase of it providers from India and
South-East Asia, that competes with Western companies (Gonzalez,
Gasco, and Llopis 2006) taking advantage of wage differences (Fjermes-
tad and Saitta, 2005). It is important to stress that not all outsourcing ini-
tiatives are successful and may end up in it back-sourcing (bringing it
functions back to the incumbent organisation), or it insourcing (keeping
it in-house) (Qu, Oh, and Pinsonneault 2010). ito is a well-established
business phenomenon, experiencing its first wave as early as the 1960s
(Loebbecke and Huyskens 2006), followed by the emergence of service
offshoring in the 1980s (Wiener, Vogel, and Amberg 2010) and finally,
bpo as of the 1990s (Lacity, Solomon, and Yan 2011).

Motivations to Outsource
Reviews (Lacity, Khan, and Yan 2010; Lacity, Khan, and Willcocks 2009)
have synthesised academic literature focused on ito/bpo. The authors
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analysed independent variables which influenced motivations to out-
source, for both ito (20 variables) and bpo (19 variables), as well as
compared differences and similarities. In case of ito, several motivating
factors were identified, including: cost reduction, focus on core capabilities,
access to skills/expertise, business/process improvements, technical and po-
litical reasons, concerns for security/intellectual property, and fear of losing
control. For bpo there was not much difference, as the top four motivat-
ing factors were repeated with a small change in order. A similar study, by
Juvonen (2009), identified cost reduction, access to skills and technologies
as top driving factors, followed by quality improvements, pressure to cut
costs and debt reduction. In many cases, after the transition project trans-
ferring tasks to a new location is over, the operational effort is put on op-
timization and continuous improvement of the service resulting in finan-
cial benefits (Kedziora, Kraslawski, and Kärri 2017). Wiener, Vogel, and
Amberg (2010) has also identified cost reduction as a top financial benefit,
emphasising the quality of it workers at low cost, and the maximisation
of short-term profits.Among strategic benefits, access to skillswas listed as
number one, followed by quality standards and certifications, access to it
workers, focus on core competences, lack of time zones, tax breaks, global
capabilities and proximity tomarkets.While there are differences between
cited papers, there is clear agreement that the leading motivating factors
are: cost reduction, access to skills and expertise, improvements in business
processes (including financial performance) and focus on core capabilities.
Different results were reported by Schwarz (2014) who listed the abil-
ity to access additional capabilities, skills and knowledge as the leading
it outsourcing success factors, with financial benefits listed as the third
factor. Some of the criteria (such as time zone differences) are specific to
offshore sourcing (Lacity, Khan, andWillcocks 2009). Local cee advan-
tages were also discussed byGál (2014).Motivating factors were extracted
from the above literature to be included in the questionnaire used for data
collection part of the present study.

Environmental Factors – Selection Criteria
Environmental variables hardly appeared in ito studies (Lacity, Khan,
and Yan 2010). Alsudairi andDwivedi (2010) noted that social, economic,
political and legal issues are not well explored in the context of ito. A
greater focus on the environment can be found in the bpo studies (Lac-
ity, Solomon, and Yan 2011), where it was possible to distinguish county-
level characteristics such as:

Volume 16 · Number 4 · Winter 2018
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• cultural distance,
• financial attractiveness (including factors such as labour costs, taxes,
regulations),

• human resources (hr) attractiveness (quality of education and avail-
ability of workforce),

• legal and political uncertainties and time zone differences.

Another literature-based analysis listed language, culture and trust as
potentially problematic factors (Juvonen 2009). Cultural differences, lan-
guage, legal and political uncertainty, geographical distance, workforce,
infrastructure and government initiatives were also included in the anal-
ysis of it offshoring byWiener, Vogel, and Amberg (2010). Comprehen-
sive work focusing on country-level competitiveness was completed by
Sudan,Ayers, andDongier (2010), who overviewed and combined several
commercial frameworks used to analyse countries as outsourcing desti-
nations, including elements such as infrastructure, labour pool, or cost-
related issues. Infrastructure and technology, culture, political climate,
taxes and policies were also incorporated in the framework designed by
Fjermestad and Saitta (2005). Outsourcing decisions in e-banking con-
text were also explored by Hanafizadeh and Zare Ravasan (2018).
The motivations for the service fdis were investigated by Capik and

Drahokoupil (2011) who concluded that the main drivers are: low labour
costs, proximity to Western markets and availability of skilled workforce.
They also listed cost effectiveness, quality of infrastructure, access to new
markets, culture, previous experience in the country and investment in-
centives. It should be noted that these drivers were identified for the
whole v4 group, not individual countries, and no ranking was calculated.
Thirty interviews among v4 regionmanagers (Sass and Fifekova 2011) in-
dicated that market access is a leading issue in the horizontal fdis, while
for verticals: cost reduction, availability and cost of labour, followed by
strategic location, infrastructure, political and business environment and
cultural affinity.

bpo/ito Research in Poland and Other Transition Economies

Transitional (or transition) economies include former communist bloc
countries, such as Poland, Czech Republic and Russia. Post-communist
European countries are characterised by a high level of industrialisation
and education, but their political and legal systems are still not at the
level characterised by developed nations (Prasad and Babbar 2000). The
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emergence of market economies in cee region was a notable event in
the world economy (McNulty and Harper 2012), and they are still under-
going multidimensional and intensive transitions in the economic, legal
and social environment (Liu, Luo, and Liu 2009). Research focused on
ito/bpo in transition economies, including v4 (Czech Republic, Hun-
gary, Poland, and Slovakia), is very limited (Roztocki and Weistroffer
2015; Piotrowicz 2015a), despite differences in it implementation and
uses between transition and developed countries (Soja and Cunha 2015).
This is not surprising, as the main role of universities inmany developing
countries is teaching, not research (Roztocki and Weistroffer 2008).
Research focused on ito/bpo in Poland is scarce, despite the rapid

growth of the sector (Gál 2014; Myszkowska 2014). Sass and Fifekova
(2011), Gál (2014), Hardy, Micek, and Capik (2011), Micek (2015) and
Myszkowska (2014) focused on bpo and services offshoring in the v4
and cee region. Poland was also included in the study of software in-
dustry delocalisation (Guzik and Micek 2008; Kedziora, Kraslawski, and
Kärri 2016; Kedziora, Karri, Kraslawski, and Halasa 2017). The process of
services relocation to Visegrad countries was overviewed byMyszkowska
(2014) using secondary data. However, as Myszkowska herself pointed
out, there was a lack of statistics focused directly on offshoring activities.
As a result, other indicators, such as balance of payments, were analysed
in the context of size and structure of the service sector. Findings indi-
cate the sharp growth of service exports since 2002, with Poland being
the regional leader in the value of such exports (Myszkowska 2014). fdis
in business services in v4 countries were analysed by Capik and Drahok-
oupil (2011) who overviewed policies and practices towards a knowledge-
based economy, including fdis in the service sector in each country.
Capik concludes that investments in services are mainly utilising exist-
ing resources, which allows for the development of individual workers
rather than increasing and transforming local knowledge creation.More-
over, Capik and Drahokoupil (2011) offered an overview of services of-
fered by v4 countries: back office, customer contact, common corporate
functions, knowledge services and decision analysis, and Research and
Development (r&d). The presence of fdis in bpo was also investigated
by Micek (2015). The studies on the Kraków region as a location for soft-
ware development (Micek 2008), and offshoring destination (Micek, Dzi-
ałek, and Górecki 2011) were also conducted. The research utilises mul-
tiple data sources, including interviews, and is focused on the links be-
tween offshoring and impact on local markets, such as job creation and
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figure 1 Growth of the Polish Service Offshoring Sector in 2013–2017
(left – number of centres, right – headcount of employees, * estimate;
adapted from Association of Business Services Leaders 2017)

various taxes paid by individuals and organisations (Micek, Działek, and
Górecki 2011). There is also an interview with a bpo expert focused on
the nature of Polish bpo/ito sector (Piotrowicz 2015b), as well as a study
of personal development and leadership perception among employees of
this industry (Kedziora et al. 2018).
As pointed out by Micek (2008), initially the development of com-

panies was not balanced spatially, with majority of them being located
in major agglomerations (Micek 2008), but later secondary locations
were chosen and spatial deconcentration was observed. In such com-
parison, Poland holds a position of a regional leader in cee region, in
the same time being the second largest remote services delivery hub
in Europe. Despite the rapid growth of the offshoring sector, it is im-
portant to remember that the share of knowledge intensive services and
r&d expenditure is rather low in relation to other, developed eu coun-
tries (Capik and Drahokoupil 2011). Moreover, low r&d expenditure re-
sults in underutilisation of available, well-qualified labour (Hardy 2007).
Initially, manufacturers which moved to Poland relocated merely basic,
simple operations, keeping r&d in the West (Jürgens and Krzywdzinski
2009).As a result,multinational corporations are largely controlling r&d
and innovation (Epstein 2014). The Visegrad group, including Poland,
still have low fdis in the service sector compared to Asian countries
(Myszkowska 2014).

State of the ito and bpo in Poland
The sector of modern business services in Poland has been rapidly grow-
ing for the past few years (Kedziora, Kraslawski, and Kärri 2016), and
currently employs nearly 200 000 workers in over 700 delivery centres
(Association of Business Services Leaders 2017), as presented in figure 1.
The offshored delivery centres are owned by global brands, from vari-

ety of sectors. They key types processes executed in those centres are: it:
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User Support/Service Desk, Finance & Accounting (f&a), bfsi: Bank-
ing, Financial and Insurance specific services, Customer Operations, Re-
search & Development, hr (incl. Payroll), Supply Chain Management
& Logistics and Procurement (Association of Business Services Leaders
2017). In general, the years 2000–2016 were associated with the sustained
economic growth in Poland, with increasing income and quality of life
(oecd 2016b), which has changed the overall position of the country. In
2016, Polandmoved up the list of the at Kearney Global Service Location
Index, achieving 10th place in the world; being the highest rank of any
European country (at Kearney 2016). The latest Tholons ranking listed
Kraków as number 8 for ‘top outsourcing destinations’ and two other Pol-
ish cities appear among the top 100; Warsaw at 23 andWrocław at 78 (see
http://www.tholons.com).
This trend is likely to continue as Deloitte (2016) anticipates that the

market will continue to merge services from the perspective of technol-
ogy, process and capability-based models. A global increase in ito/bpo
migrations is not surprising as already in 2010, Poland was expected
to become one of the emerging Knowledge Process Outsourcing (kpo)
economies due to low entry barriers and the availability of a highly skilled
workforce (Jones Lang LeSalle 2010). Documents which target investors
have been used, listing the advantages of Poland such as a large labour
pool, a highly educated workforce, language skills, availability of office
space and close proximity to West European markets (jp Weber/paiiz,
2014). Documents prepared by the Polish Investment and Trade Agency
stress issues such as: scale of economic growth, stability, large number of
graduates, highly qualified staff at relatively low cost and existing r&d
units, as well as improvement in institutional and legal environment
(paiiiz 2014).

Research Design
The research had three main stages: (1) review of academic research, (2)
analysis of the reports, (3) pilot study, and small scale. The issues identi-
fied in the previous ito/bpo research were incorporated into the ques-
tionnaire, secondary data sources, such as reports and statistics, were also
analysed. The survey was developed in electronic format and its distri-
bution has been supported by the Outsourcing Portal, the leading web-
portal dedicated to the growing ito/bpo industry in Poland. A link to
the survey was emailed in a newsletter to the subscribers of theOutsourc-
ing Portal and advertised on its website. From the 70 collected responses,
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after removal of incomplete questionnaires or those with suspicious data,
as well as those completed by non-ito/bpo organisations and individ-
uals, 15 completed questionnaires remained. This represents 3.2 of or-
ganisations operating at the data collection time (2015). The survey was
conducted in English. The questionnaire included Likert-scale answers
and a section requesting information about respondents and their com-
panies (single, multiple answers and open text). The limitations of this
exploratory study are reflected in a non-random and non-representative
sample, but it presents the main structure of ito/bpo. As for the size of
companies examined, the majority (9) of 15 organisations surveyed em-
ployed up to 250 people, two employed between 251 and 1,000 and four
over 2,501. Seven of 15 respondents held managerial positions, while the
rest were employees/specialists. Among them, seven were from Finances
andAccountingDepartments, three fromOperations, three from it, two
fromMarketing and a single respondent from hr and fromManufactur-
ing. In terms of the location of company headquarters, there were four
from the uk, four from the usa, three from Germany, two from France
and one each from Ireland and Poland. Most of the companies offered
services related to transaction processing (13 of 15), query management,
invoice (12), accounts, data and customer administration processing (11).
Most of the surveyed companies operate for the eu market. This is in
line with service exports statistics, which indicate that 70 of exports is
to the eu market (Myszkowska 2014), The majority of respondents were
from the financial sector.

Findings of the Pilot Survey

This section presents the findings. Firstly, motivations to outsource are
listed; then the role of environmental factors in the selection of ito/bpo
destination is presented.

motivations to outsource

The first set of questions addressed the motivation; why, according to re-
spondents, organisations made the decision to use companies located in
Poland. Respondents were asked to rank ‘motivating factors for the out-
sourcing of ito/bpo inPoland’ on a five-point Likert scale, from ‘not im-
portant,’ via ‘neutral/not applicable’ to ‘very important.’ Results (table 2)
indicate that the top four reasons are related to efficiency related drivers:
cost reduction, followed by performance improvement, better cost con-
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table 2 Motivation for outsourcing in Poland

Motivating factor Rank

Cost reduction 

Improve business/process performance 

Increase cost control and predictability 

Ability to focus on core capabilities 

Access to suppliers’ expertise/skills 

Eliminate a burdensome function or process from organisation 

Drive innovation 

Increase ability to adapt to change 

Previous positive experience on the Polish market 

Access new technology offered by suppliers 

Reduce the number of own employees 

Access to the European market 

Answer to the it skills shortage 

Demonstrate success required for promotion 

Access to the Polish market 

Change organisational structure of a company 

trol and focus on core capabilities. The fifth element was ‘access to sup-
pliers’ expertise/skills.’

outsourcing in poland – selection criteria
The second set of questions is related to the selection criteria – why or-
ganisations decided to use Poland as an outsourcing destination. Respon-
dents were asked to ‘rank the importance of the following factors in se-
lecting Poland as an ito/bpo location,’ and again the five-point Likert
scale was used (from ‘not important,’ via ‘neutral/not applicable’ to ‘very
important’). Among the top five aspects, four are related to workforce:
foreign languages, number of graduates, system of education, and, in sec-
ond place, the ‘labour cost’ was listed. The fifth criterion was the level of
ito/bpo maturity (table 3).

Discussion
This section analyses anddiscusses keymotivations formoving to Poland,
comparing them against relevant ito/bpo literature, public sector re-
ports, statistics, as well as commercial publications.
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table 3 Main Criteria Considered during the Selection Process

Criteria for selection Rank

Foreign languages spoken in a country 

Labour costs 

Number of graduates available per year 

System of education 

Level of maturity in it/bp outsourcing 

Number of it and engineering graduates available per year 

Work ethics and motivation among employees 

eu membership 

Political stability 

Location 

Property prices 

Quality of it and telecommunication infrastructure 

Language barrier 

Easy travel (by land or air) 

Lack of time-zone differences 

Cultural similarity 

Transport infrastructure 

Local work regulations 

Government support (tax breaks) 

Special economic zones 

Crime and security 

Availability of information about the country 

Level of taxation 

Level of corruption 

Existing commercial relationships (trade, investments) 

motivation for offshore outsourcing in poland

Firstly, the collation of ranks and weights given to key motivators identi-
fied in the empirical part of this study, compared to the two broad reviews
of outsourcing literature on ito (Lacity, Khan, andWillcocks 2009) and
bpo (Lacity, Solomon, and Yan 2011) shall be presented in table 4.
Across nearly 30 years of academic research, as of the early 1990s,

the offshoring decision-making process had mainly been based on cost-
saving (Mihalache andMihalache 2016). The topmotivator for outsourc-
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table 4 Top Five Motivating Factors Driving it and bp Outsourcing,
Findings vs. Literature

Motivating factor () () () () ()

Cost reduction     

Improve business/process performance   +  +

Increase cost control and predictability   + ** –

Ability to focus on core capabilities   +  

Access to suppliers’ expertise/skills   –  –

notes Column headings are as follows: (1) ranked by respondents, (2) ito literature
(Lacity, Khan, and Willcocks 2009), (3) difference – factor ranked by respondents, (4)
bpo literature (Lacity, Solomon, and Yan 2011). **Not listed.

ing in Poland was listed as ‘cost reduction.’ Previous papers (Lacity, Khan,
and Yan 2010; Lacity, Khan, andWillcocks 2009) concluded that cost re-
duction is a number one motivator in both ito and bpo, and its impor-
tance was also confirmed in other studies (Juvonen 2009; Wiener, Vo-
gel, and Amberg 2010). There have been instances of global sourcing ac-
tivities transferring some operations to more developed and expensive
countries, e.g. internet traffic exchange, but only in case of services with a
high amount of automation or complexity (Alpar 2016). Most frequently
though, the researchers tend to use the outsourcing concept to reflect the
low-cost dimension of (re)location activities (Maskell et al. 2007).
The other two top motivating factors were also identified in the work

by Lacity, Khan, and Willcocks (2009) although there was a difference
in the order. ‘Increase cost control and predictability’ listed as 13th, here
was listed much higher (3rd). ‘Access to suppliers’ expertise/skills’ was
ranked lower (5th) than in other researchers’ reviews (Juvonen 2009; Lac-
ity, Khan, and Willcocks 2009). Many times, companies decide to move
processes offshore to access specialized skillset unavailable at home-
location (Nachum and Zaheer 2005), because partners based in foreign
locations can be particularly knowledgeable in certain activities (Jensen
2009). When the incumbent country environment becomes a pushing
element, for instance when talents in science and engineering (s&e) are
in short or expensive supply, the host country can act as a pull force, pro-
viding innovative solutions to challenges that firms face in home coun-
tries (unctad 2005). In the context of this study, we can argue that
although the Digital Economy and Society Index (desi) of Poland is rel-
atively low, as it currently holds the 23rd place, out of the 28 eu countries
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(see https://ec.europa.eu/digital-single-market/en/desi), it assumes high
scores for stem graduates (Science, Technology, Engineering, Mathe-
matics) and number of enrolled students (oecd 2015). Therefore, size
and quality of Polish tech graduate’s market is still attractive for investors.
Motivation to drive innovation was ranked surprisingly high (7th),

considering the low position of Poland as a place for innovation. Even
though there was constant growth in r&d (a 122.5 increase between
2002 and 2010), this level is below the eu average (2 for eu, 0.74 for
Poland (paiiiz 2014). Likely, the real driver could be the availability of a
highly skilled workforce, which can then create innovation, driven by for-
eign companies. It could be related to the fact that outsourcing in Poland
is in the relatively early stages, so there is a limited number of established
organisations which work in this area. This confirms the observations of
Capik and Drahokoupil (2011) who pointed out that in overall, investors
tend to utilise human resources rather than change innovation systems.
At this point of the industry’s development, this is probably not a keymo-
tivator for some firms, as they may be afraid of losing innovation capa-
bility through unprepared offshoring of high level, knowledge-intensive
activities, acting under pressure of managerial attention (Mihalache et
al. 2012). Moreover, r&d offshoring contracts are often more strategic in
their aims and longer in duration, which applies more to the partner with
whom a company has been cooperating already for many years (Stauss
and Jedrassczyk 2008). Therefore, the offshore investments in cee re-
gion may be shifting onto some more knowledge-intensive and innova-
tion driven in the closer destinations.

Selection Criteria and Environmental Factors of Polish
bpo/ito Industry

This section discusses the importance of the role played by selection crite-
ria and environmental factors in the relocation of ito/bpo services. The
following aspects are critically discussed workforce and its quality, labour
costs, political and business environment, location, it infrastructure, tax
incentives and special economic zones (table 5), compared to the two sig-
nificant reviews of outsourcing literature on bpo (Lacity, Solomon, and
Yan 2011) and ito (Lacity, Khan, and Willcocks 2009).
Top selection criteria and environmental factors influencing it and

bp Outsourcing, findings vs. literature (Lacity, Khan, and Willcocks
2009; Lacity, Solomon, and Yan 2011)
Workforce – the quality of workforce available in Poland was listed as
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table 5 Top Five Motivating Factors Driving it and bp Outsourcing, Findings vs.
Literature

Selection criteria () () () () ()

Workforce quality *  –  –

Labour costs   –  –

Political and business environment   –  

Location  ** –  +

it infrastructure  ** –  +

Tax and other government incentives  ** – ** –

notes Column headings are as follows: (1) ranked by respondents, (2) ito literature
(Lacity, Khan, and Willcocks 2009), (3) difference – factor ranked by respondents, (4)
bpo literature (Lacity, Solomon, and Yan 2011). * 1, 3, 4, 6, 7 (related aspects), ** not listed.

a driving factor for the majority of respondents. Those included issues in
six of the top ten criterions, namely:

• Foreign languages spoken in a country (1st)
• Number of graduates available per year (3rd)
• System of education (4th)
• Number of it and engineering graduates available per year (6th)
• Work ethics and motivation among employees (7th)

The quality of workforce has also been highly valued in the litera-
ture review of ito: 3rd position, and bpo: 2nd position (Lacity, Khan,
and Willcocks 2009; Lacity, Solomon, and Yan 2011). This also partly
confirms the work of Micek (2015) who listed the availability of a well-
educated workforce as a leading factor, as well as Capik and Drahokoupil
(2011), who listed them as the third leading motivator. The importance
of education and its role in attracting investments is also in line with
other works, pointing out that human capital is a strong advantage of
the entire cee region (Association of Business Services Leaders 2017).
As pointed out by Sass and Fifekova (2011), the region has knowledge ad-
vantagewhen compared to other, lower cost, destinations. The role of ed-
ucation goes beyond practical skills; it also allows transfer of knowledge,
habits and shared values (Assar, Amrani, and Watson 2010). However,
it should also be noted that it and codification of knowledge enables
the transfer of knowledge between organisations and regions (Maskell
and Malmberg 1999), providing Poland with the knowledge which was
not present in local companies. Moreover, there are already cases where
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knowledge is created locally (Filippov 2014). However, to attract higher
value and more advanced services, there is a constant need for a highly
skilled workforce (Hardy, Micek, and Capik 2011). This indicates an im-
portant role of it-related and language education as the driver of coun-
try level and regional development. The availability of graduates from
the engineering sciences, such as mathematics and it was listed as an
advantage (6th) together with language skills (1st). As we can see from
the responses, languages, numbers of graduates, including graduates in
engineering, were all ranked high in the Polish context. Such drivers
are confirmed as leading factors by reports such as those prepared by
the Association of Business Service Leaders (2017). However, Manning
(2014) indicated that there were communication problems between us
and Polish companies. As Gál (2014) pointed out, the cee region at-
tracts organisations offering talented and skilled labour, so the low wages
are not the main driver. Competition based on a skilled workforce was
made possible due to changes in the education system. oecd (2016a) re-
port indicated, the strong growth in the number of adults who attained
a tertiary degree, from 17 in 2005 to 28 in 2015 (oecd 2016). Pol-
ish university sector is also growing, with around 1 665 300 students in
2015, which had direct impact of the development of the ito/bpo in-
dustry (see http://ec.europa.eu/eurostat). Another factor which likely in-
fluences the quality of labour is obligatory exams in mathematics for all
secondary school leavers (paiiiz 2010). It is likely that a good quality
educated workforce will be available in the near future, since the pisa
report (oecd 2012), which measured skills among 15-year old children,
listed Poland at 14th place in theworld inmathematics, statistically signif-
icantly above the oecd average, with similar results achieved in reading
and science. Countering this, however, Poland has an ageing population
(see http://ec.europa.eu/eurostat).
Labour costs – respondents listed labour costs as the second most im-

portant factor, which is also reflected in the analysed ito and bpo liter-
ature review, being the top important factor (Lacity, Khan, andWillcocks
2009; Lacity, Solomon, and Yan 2011). The same in the work of Capik and
Drahokoupil (2011), who pointed out that labour costs are the leading is-
sue, and elaborated on the linkages between quality, availability and costs.
Based on the responses we can observe that labour costs, together with
the highly valued workforce quality, point on an actual value of work-
force as a composite notion: the balance between quality of workforce,
labour costs and work ethics. The investors are aiming to get good value
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for money and rank it as a leading factor. This was in line with Sass and
Fifekova (2011), as well as Guzik and Micek (2008), who mentioned the
mix of cost and quality as one of most influential aspects for the v4/cee
region. Micek (2008) listed two leading issues for foreign software devel-
opment in Poland that are cost of service and availability of skilled grad-
uates, which was also observed by Wiener, Vogel, and Amberg (2010) in
an international context. Guzik and Micek (2008) also found that for the
Polish it subcontracting sector, the skillset and expertise was a leading
factor, not the low cost (without specifyingwhat costs are included). They
have also pointed out that in the cee region, it is possible to achieve simi-
lar productivity as inWestern Europe, but at lower cost (due to differences
in salaries). Nevertheless there are already cases where costs in Poland
are getting close to those in theWest, so the quality of workforce needs to
compensate for this cost factor (Guzik and Micek 2008). Monthly Salary
levels in Warsaw (per fte) is estimated at the level of 950–4940 eur
gross/month in ito and 900–4730 eur gross/month in bpo (Associa-
tion of Business Services Leaders 2017). However, there are differences
in salary levels between cities and regions (Micek 2008). For instance,
the values in Lodz are at the level of 760–4690 eur gross/month in ito
and 760–4260 eur gross/month in bpo (Association of Business Ser-
vices Leaders 2017). According to the 2013 salary report (Hays 2013), the
monthly salary for .net/c#Developer was between 9000 and 12000 pln
gross, and financial analysts between 7000 and 9000 pln gross (Hays
2017).
Political and business environment – in this work, respondents ranked

political stability and eu membership highly (8th and 9th place respec-
tively), just behind the factors related to workforce. It is similar to the
referenced literature review of ito and bpo, where it has assumed 9th
position (Lacity, Khan, and Willcocks 2009; Lacity, Solomon, and Yan
2011). Importance of political stability and regulatory frameworks was
confirmed by Hansen, Mena, and Aktas (2018). In the paper of Sass and
Fifekova (2011), this factor was mentioned by 50 of respondents from
v4 countries. The importance of political (and fiscal) stability, together
with eu membership was also listed as important by Guzik and Micek
(2008), importance of the eu accession for fdi flows was also stressed
by Medve-Bálint (2014), as in fact in many cases decisions to enter the
market are based on cultural linkages, not no cost-benefit calculations.
Additionally, Poland canbe considered, due to its social structure, close to
the ‘terrorism-free zone’ (Mareš 2011), unlike some of other regions. For
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Poland, both nato and eu membership increased stability, however the
situation in Ukraine remains unresolved (although from the other hand,
such situation reduces the risk that companies will relocate from Poland
to Russia or Ukraine). However, the time of data collection came prior to,
and thus could not account for, the increasing migration problems in the
eu, so as the Brexit decision in the United Kingdom.
Location – in contrast toCapik andDrahokoupil (2011) who concluded

that access and proximity toWestern markets was one of the leading fac-
tors, location was ranked by respondents at 10th place, which was also
of lower importance for the v4 countries. In the analysed bpo litera-
ture review, it has been listed on 31th place that is much lower (Lacity,
Solomon, and Yan 2011). Sass and Fifekova (2011) and Guzik and Micek
(2008) found that it was in the last of five analysed factors. Similarly,
Micek (2008) listed proximity to customers as the fifth leading issue. In
contrast, Gál (2014) pointed out that geographical proximity was among
the highest ranked aspects. While location was important, surprisingly it
was not among top factors, contrary to some earlier findings. This can
be related to the fact that most services are offered online, which re-
duces transportation time and costs. Also, since most customers were lo-
cated in the eu, the lack of time-zone differences was not highly ranked
(15th).
it infrastructure – similar to location, it and telecommunication in-

frastructure was not listed as a top issue in research by Sass and Fifekova
(2011), but over 50 of respondents mentioned this factor (12th place) in
the present study, as well as the bpo literature (Lacity, Solomon, and Yan
2011), where it has assumed 29th position. This could be due to recent
improvements and large investments in infrastructure, often supported
from eu funds, which allowed the reduction of the gap between West-
ern eu countries and Poland in this area. Poland demonstrated a bal-
anced digital development path (Cruz-Jesus, Oliveira, and Bacao 2012),
however it is not classified as a ‘digital leader’ in ict.
Tax incentives and special economic zones – the findings confirmed

those reported by Sass and Fifekova (2011), who suggested that among
companies, government incentives were not listed as key issues (ranked
19th and 20th). This is in line with Medve-Bálint (2014) who pointed out
that the necessity of such incentives was based on the perception of local
government; as a result some of the reductions are not in line with the
eu recommendations for free competition. Despite this finding there are
various mechanisms and incentives available for investors, for example,
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special economic zones, with corporate tax reductions or exceptions (As-
sociation of Business Services Leaders 2017).

Conclusions and Recommendations
The paper addressed the dynamic growth of service offshoring sector in
Poland and the entire cee region, which has been observed in the past
decade. The results showed that the strongest advantage of Poland as off-
shore destination is the value of its workforce, which combines: low costs
(but still higher than in some Asian locations), language spoken, high
number of graduates, good level of education (including engineering sci-
ences), and work ethics. What was surprising, considering the scale of
such initiatives, was that government incentives, such as tax reductions,
were not highly ranked. To maintain its competitive attractiveness, the
region needs to remain focus on issues such as quality of labour and level
of accumulated knowledge (Collins and Grimes 2011). Further develop-
ments should allow not only for transferring knowledge into the region,
but also for its creation and dissemination, especially since the cee re-
gion has a history of earlier technological advances (Filippov 2014). The
findings show that motivations for service outsourcing are not much dif-
ferent to those already reported in the literature, such as cost reduction
and increased cost control, drive to improve processes and focus on core
capabilities, with the exception of ‘Increase cost control and predictabil-
ity,’ which was listed much higher than in the work of Lacity, Khan, and
Willcocks (2009).
From the literature point of view, Poland and other v4 countries,

are almost unexplored in the research on modern offshored services of
ito/bpo type, therefore academic debate is unable to follow the changes
in business practices, nor drive such changes. There are broad opportu-
nities for both quantitative and qualitative work for comparative studies
(within and across the regions and sectors), and this can be done with
the cooperation of Polish academics. Another stream could be the work
focused on education in Poland, as it drives regional advantage. Top-
ics which need further investigation include the impact of ito/bpo on
employment and foreign exchange reserves (Walsham and Sahay 2006),
analysis of emerging regional specialisation among urban centres and
regions (Maskell and Malmberg 1999) and development of secondary re-
gions and cities as ito/bpo hubs. Moreover, the limitation of this study
was that the data was gathered from a selected number of actors. For
achieving broader point of view, further research on the more represen-
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tative sample of managers is recommended to compare and carefully
support the conclusions based on it. In the past decade, the research on
sustainable entrepreneurship has become one of the most vibrant sub-
domains that reflects the surge of solutions to social and environmen-
tal problems (Stubbs 2017). Therefore, the authors would like to recom-
mend further study on how assumed microeconomic actions applied on
the companies’ level in the service offshoring industry may support the
global pillars of sustainable development.
As for the recommendations for practice and policy, the authors would

first like to address the role of ito/bpo-driven education. The current
system needs to be investigated, and compared with foreign-based solu-
tions, to capture positive and negative lessons. The country level policy
needs to understand and respond to the ito/bpo industry’s demand, by
investing in the life-long education in foreign languages and the areas
of ‘hard’ subjects such as math, coding and engineering. The success of
a knowledge-intensive r&d offshoring, depends very much of national
culture enhancing innovation (Hahn and Bunyaratavej 2010). Therefore,
the authorities of Poland and the entire cee region should respond to
this demand by offering more investor-friendly incentives, supporting
and facilitating the innovative, knowledge-intensive operations. Such ini-
tiatives need to go beyond the largest urban/academic centres and could
be co-funded by the state, such as putting extra resources toward edu-
cation in smaller urban centres – attracting investors by lower infras-
tructure and average salary costs, at the same time providing quality of
workforce comparable to large agglomerations. It is necessary to avoid
unsustainable regional development and polarisation between largest ag-
glomerations and rest of the country. As large agglomerations, due to its
fast development pace attract talent at expense of smaller urban centres.
Increasing r&d capabilities also appears to be a necessity, to avoid be-
ing locked into a dependence upon foreign knowledge and technologies,
which will suppress further development, especially capital and knowl-
edge accumulation among local companies. In addition, Poland, which
has already partially done this, shouldmarket itself as a high value, skilled
location, which is not competingmerely in costs, but offers high value for
reasonable price in a stable political environment, climbing up the global
value chain, and ready to deliver more complex services. This would al-
low reducing risk of reshoring ito/bpo centres after increase in costs
(mainly labour costs). However, at present, the structure of services ex-
ports, comparing to other markets, suggests that Poland is still ready for
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further ito/bpo investments. Even though this might put pressure on
salaries, especially in prime locations, as was already observed by Micek
(2008), it could be reduced by the development of secondary locations,
compensated for by further investments in the level of workforce edu-
cation, as well as close cooperation between companies and educational
establishments. Another important factor strengthening the competitive-
ness of the region shall be the centralization, sorting and robotics automa-
tion of processes (Kedziora and Kiviranta 2018). Such initiatives are lately
growing on popularity among substantial offshore players, aiming for ad-
ditional facilitation of operations, creating best practices at the source and
cultural work-environment platform. Such initiatives should be consid-
ered by more and more offshore delivery centres in the region.
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This paper examines the effect of economic globalization, energy intensity,
urbanization, industrialization and growth on per capita co2 emissions
of Bangladesh employing techniques of Johansen co-integration, Vector
Error-Correction Models (vecm) and vec Granger Causality Tests. To
analyse the impacts of innovations in all variables on co2 emissions, this
study additionally employs variance decomposition (vdc) for robust find-
ings. The result of long run and causality test postulates that growth stim-
ulates energy consumption and consequently causes co2 emissions. vdc
result posits that in the long run, energy intensity, urbanization, industri-
alization and growth contribute more than 60 of the co2 emission in
Bangladesh. On the other hand, effect of economic globalization becomes
stronger in the long run but in explaining fluctuations in co2 emissions it
contributes only 9. To avoid adverse effect of growth implementations of
energy conservation policies are needed.
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urbanization, industrialization
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Introduction
Since the last few decades of the preceding century there has been rising
concern on the impact of economic growth spurring from energy con-
sumption and its effect on environment. The synergy between the co2
emissions, economic development and globalization is wide-ranging.
United Nations Convention on Climate Change postulates that by 2030
seventy five percent population of this planet will live in urban areas.
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The Intergovernmental Panel on Climate Change (ipcc Report 2013)
divulged that carbon dioxide absorption had increased by 40 percent
since pre-industrial times, primarily from fossil fuel emissions and sec-
ondarily from net land use change emissions. The report included the
global trends toward greater urbanization as one of the several impor-
tant types of land use and land cover change. Besides, it brought to the
fore that land use change had also contributed almost 30 percent of total
anthropogenic co2 emissions since 1850. The Paris Climate Conference
agreement also declared limiting emissions following national level en-
vironment policies which augmented an increase in the study regarding
carbon emission, energy consumption and environmental pollution. In
this backdrop, the prime objective behind exploring this study in the con-
text of Bangladesh is that this kind of nexus has got immense potential
to play on contemporary disputes on environmental conservation and
sustainable development.
Bangladesh is one of the fastest growing emerging economies in Asia;

averaging around 7.1 annual gdp growth and industrial sector is mak-
ing themost impact on this projected growth (see https://www.bb.org.bd).
According to Bangladesh Bureau of Statistics (see http://bbs.gov.bd) the
contribution of industrial sector to the gdp is 33.71 percent that grew ro-
bustly by 11.1 percent in fy16, buoy by power, gas and water supply, and
mining and quarrying subsectors. Available statistics further demon-
strates that urban population of the country is 35.8 of total popula-
tion (2017) and rate of urbanization is 3.19 (2015–2020 estimated). The
rapid speed of urbanization and industrialization has led to serious en-
vironmental consequences for the developing economy like Bangladesh.
Natural resource depletion due to urbanization, industrialization, en-
ergy consumption and growth and their subsequent pollution produce
has elevated the spectre of environmental dilapidation threatening sus-
tainable economic growth. A strong interactive connection between eco-
nomic growth and energy supply and demand can be observed since
Bangladesh’s entrance to the global market. In any economy, sustainable
economic growth could be achieved by sustainable environment devel-
opment.
Climate change could spring frommany environmental issues (i.e. an-

thropogenic pollutants emission from sulphur dioxide, oxides of nitrogen
etc.), but this study focuses on co2 emission related problems that spur
global warming. The general assumption is that intense energy consump-
tion by city residents causes more fossil fuel burn and therefore causes
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large-scale of co2 emission. But the theories of ecologicalmodernization
and urban environmental transition clearly indicates that urbanization
can have both positive and negative impacts on the environment despite
the difficulties encountered in determining the net effect a priori. The
compact city theory, on the other hand, emphasizes that urbanization im-
proves the environmental quality. Be that as it may, since Bangladesh is
still in the first stage of economic development, so it is highly likely that
urbanization would lead more co2 emission, like other countries at this
stage (Sadorsky 2014, 147).
The government of Bangladesh initiated an environmental policy in

1992 to control environmental degradation with sustained level of eco-
nomic growth. The main objective of the National Environmental Policy
was to protect, conserve and restore environment. As stated earlier that
grasping the relationship between energy consumption and co2 emis-
sion is significant not only for resolving the energy sector crises, but also
for long term sustainable development of the country. This paper intends
to provide some policy options based on the study findings which relates
to the country’s national energy policy for sustainable development (Min-
istry of Power, Energy and Mineral Resources 2004). The policy postu-
lates that energy should be for sustainable economic growth ensuring
environmentally sound sustainable energy development program caus-
ingminimumdamage to environment. This study has taken into account
most of the sustainable development issues for instance, climate change,
energy, urbanization (captures social development), environment with
global concerns.
In this era of globalization, economies augment their interdependence

through international cooperation. In order to reap the benefits of glob-
alization, each economy needs to accelerate its growth to keep pace with
global economy through trade, industrialization and social collaboration.
Existing economic theories proclaim that trade between economies with
different levels of environmental safeguard could lead pollution-intensive
industry.Developing countries as they aspire for speedy growth have flex-
ible environmental regulations compared to developed countries. Against
this backdrop, the moot question is whether Bangladesh will be able to
sustain economic growth using resources efficiently without ruining the
environment?
In order to answer the question posed above this research have tied

various issues like growth, energy intensity, urbanization, industrializa-
tion and economic globalization in a common thread and tries to find
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out the short and long-run relationships of energy intensity, urbaniza-
tion, industrialization, per capita gdp growth (hereafter, growth) and
economic globalization on co2 emissions. Thus the study has attempted
to examine the causal relationships among energy intensity, urbanization,
industrialization, growth and economic globalization on co2 emissions
of Bangladesh as well.
One avenue of empirical researchwhich remains unscathed for Bangla-

desh economy relates to the fact of possible asymmetries existing in the
context of globalization, industrialization, energy and growth relation-
ship. This study, probably for the first time contributes to the existing
literature as it tries to see the effect of industrialization and economic
globalization along with other variables on co2 emissions. Most impor-
tantly no prior study has been conducted on this issue specifically in
the context of Bangladesh. The results may vary from country to coun-
try as the nature and comparative significance of energy sources of each
economy is unique. Besides, the technological advancement may permit
economies to enhance the use of environment friendly energy options
over the time.
In order to keep the tenor of the abovementioned discourses this study

is organized as follows: Introduction is presented in the first section. The
next section briefly reviews the empirical evidence from the literature.
The third section describes objectives of the study, the fourth section
examines data sources and time series properties, the fifth section rep-
resents econometric methodology. Empirical results are analysed in the
sixth section. The final section draws conclusion and policy recommen-
dations.

Existing Empirical Evidence
The literature on carbon emissions and economic growth is abundant and
ample numbers of studies have attempted to analyse the link between en-
ergy consumption, growth and co2 emissions that examine the causal
relationship among these variables. The recent stream of research has
emerged, which examines the long-run co-integrating relationship and
short-run dynamics among co2 emission, growth and energy consump-
tion.
Stern (2000) investigated the relationship among income, energy use,

labour, and capital stock in the us for the period 1948–1994 applying
co-integration and vector error correction modelling. Findings suggest
that there is mutual causality between energy consumption and gdp in
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the us. The study of Hossain (2011) included urbanization, co2 emis-
sions, gdp (economic growth), energy consumption and trade of nine
newly industrialized countries (Brazil, China, India, Malaysia, Mexico,
Philippines, South Africa, Thailand and Turkey). The result specifies that
higher energy consumption is causing more co2 emissions. But in re-
spect of gdp, trade openness and urbanization the environmental quality
are stable in the long-run. In their study of bric countries, Pao and Tsai
(2010) found bidirectional causal relationship between pollutant emis-
sions and energy consumption, and gdp and energy consumption in the
long runbut unidirectional causal relationship between energy consump-
tion and gdp in the short run.
The study of Sharma (2011) found that urbanization has negative and

significant impact on carbon emissions for a panel of 69 countries but this
impactwas considered insignificant in view of the size of the income-level
group. Employing a stirpat model, Sadorsky (2014) examined the ef-
fect of urbanization on co2 emissions in 7 emerging economies. Using
ardl model he illustrates that augment in affluence, population, or en-
ergy intensity raise co2 emissions in the long-run. A study by Azam et al.
(2015) on three asean countries i.e. Indonesia, Malaysia, and Thailand
spanning from 1980 to 2012 found that urbanization growth has signifi-
cant positive effect on energy use for Thailand and Indonesia, while, pop-
ulation growth rate has significant positive impact on energy consump-
tion in the case of Malaysia. The foregoing analysis reveals that urbaniza-
tion growth may contribute to higher emissions, energy use through ur-
banization’s links with industrialization process, where inhabitants move
from agriculture sector to industry and services sectors. This transforma-
tion of people from rural to urban areas causes extensive energy use in
many ways.
Further, the econometric estimation of Halicioglu (2009) and Zhang

and Cheng (2009) includes trade, urbanization, and human development
in order to avoid omitted variable bias. In the study of Zhang and Cheng
(2009) the results show that neither carbon emissions nor energy con-
sumption leads economic growth for China. York (2007) and Cole and
Neumayer (2004) found a positive relationship betweenurbanization and
co2 Emissions for a panel of 86 countries but Chen, Jia, and Lau (2008)
and Liddle (2004) found that urbanization and urban density helps to
increase the efficiency of public infrastructure use lowering energy con-
sumption and emissions. Soytaş, Sari, and Ewing (2007) examine the ef-
fect of energy consumption and output on carbon emissions in theUnited
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States. The findings suggest income does not Granger cause carbon emis-
sions in the us in the long run, but energy use does. Hence, income
growth by itself may not become a solution to environmental problems.
Employing the co-integration technique, Pao and Fu (2013) found

unidirectional causal relationship between economic growth and en-
ergy consumption for Brazil from 1980 to 2010. Soheilakhoshnevis and
Bahram (2014) examine the long and short run relation among carbon
emissions, energy consumption, economic growth, urbanization, finan-
cial development and trade openness in Iran employing ardl tech-
nique. Furthermore, Shahbaz and Lean (2012) incorporate the Vector
Error Correction model and the findings holds the feedback hypothe-
sis for Pakistan. Additionally, Shahbaz, Khanb, and Tahir (2013) exam-
ined the causal relationship between energy consumption and economic
growth of China and finds energy consumption causes economic growth.
The study of Shahbaz et al. (2013) supports the feedback hypothesis for
Indonesia as well. Yang and Zhao (2014) used Granger causality tests and
found that energy consumption causes carbon emissions and economic
growth, but there is bidirectional causal link between co2 emissions and
economic growth.
Few studies investigated the relationship among energy or electricity

consumption and economic growth in the context of Bangladesh. Using
time series data of South Asia including Bangladesh from 1972 to 2004
and applying ardl technique, Khan and Qayyum (2007) found, both in
the long and short-run the causality running from energy consumption
to gdp in all concerned economies. Similarly, Asaduzzaman and Billah
(2008) found positive relationship between energy consumption and eco-
nomic growth for Bangladesh using data spanning from 1994 to 2004 and
reported that higher level of energy use led to higher level of growth. Tak-
ing time series data from 1971 to 2008,Ahamad and Islam (2011) examines
the energy consumption-growth nexus of Bangladesh applying the Vec-
tor Error Correction Model and found a bidirectional relationship run-
ning from electricity consumption to economic growth in the long-run.
Recently Azam and Khan (2015) using stirpat model for 4 South Asian
countries i.e. Bangladesh, India, Pakistan, and Sri Lanka from 1982 to
2013 found that urbanization has negative impact on co2 emissionwhich
leads to environmental improvement.
Above mentioned findings of different studies is a clear testimony that

there exists relationship among economic growth, energy consumption
and the other drivers of economic growth. Some observations deem eco-
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nomic growth as the prime mover of energy consumption. Others put
emphasis on the significance of energy as an indispensable factor of pro-
duction and consequently recommend that energy is necessary for eco-
nomic growth. Some other analyses put forward that both energy con-
sumption and economic growth affects each other. Finally, some postu-
lates that there is no causal relationship between energy consumption and
economic development.
To sum up from the above it can be concluded that available findings

are not undisputed comparing their outcomes which direct to a conven-
tional conclusion keeping it open to diverse rationalization. This study
endeavours to examine the relationships among energy intensity, urban-
ization, industrialization, economic growth, economic globalization and
co2 emission in the context of Bangladesh.We expect findingswill carry a
significant reference for the government of Bangladesh as well as to other
developing economies to formulate their long-term energy policies for
environmental sustainability without endangering their economic devel-
opment.

Objectives

The prime objective of this study is to empirically examine the impact of
energy intensity, urbanization, industrialization, economic globalization
and per capita gdp growth on per capita co2 emissions of Bangladesh.
The specific objectives are:

• To investigate the long-run and short-run relationships among en-
ergy intensity, urbanization, industrialization, economic globaliza-
tion and per capita gdp growth on per capita co2 emissions; and

• To look into the causal relationships among the variables.

Data Sources and Time Series Properties

data description

This paper uses time series dataset of Bangladesh from 1980 to 2014
as the existing data period of World Development Indicator related to
co2 emission and energy intensity is from 1980 to 2014. Compared to
other available sources, it is the more reliable and easily accessible data
source; in addition our key variables are co2 emission and Energy in-
tensity. Annual data of all the variables except for economic globaliza-
tion have been obtained from the World Development Indicators (see
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www.worldbank.org). Economic Globalization (eg) data have been col-
lected from kof. The kof Index of Globalization (http://globalization
.kof.ethz.ch) is a ranking of the most global countries based on three di-
mensions of globalization: economic globalization, social globalization
and political globalization. The descriptions of variables with measure-
ment are presented in the following paragraphs (all data are in the form
of natural logarithm of the numbers hence their first differences approx-
imate their growth rates):
• co2 is per capita carbon emissions (metric tons per capita)
• y indicates gdp per capita (constant 2010 us$),
• ei signifies energy intensity (measured as energy consumption kg
of oil equivalent per capita divided by gdp per capita),

• u denotes urbanization (urban population  of total),
• i is industrialization (industry, value added as  of gdp) and
• eg represents economic globalization.
Correlation matrix between variables of this study (table is not given

to save space) show the highest co2 emissions correlation (99) with ur-
banization followed by (97) with per capita gdp and followed by Eco-
nomic globalization (94) and industrialization (93) respectively. co2
emission correlates negatively with energy intensity but has positive cor-
relation with per capita gdp growth, industrialization, urbanization and
economic globalization.

stationary feature of the data
To observe some salient features of the data i.e. trend, structural breaks,
seasonality and stationary quality, the graphical manifestation of the data
taking natural log of both level and first difference data are used. A sta-
tionary time series of the graph always demonstrates a process of fluc-
tuating around its mean whereas non-stationary series exhibits different
mean in different periods (figures are not given to save space). From the
graphs, it is evident that the variables are not stationary at level but af-
ter first differencing they become stationary and regarding the data point
given the size of the observation there is no structural break. Later unit
root test also confirm the same.

Research Methodology
The model specification to investigate the effect of economic globaliza-
tion, energy intensity, growth, industrialization and urbanization on co2
emissions of Bangladesh in the log-linear form is given below:
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lnco2 = α+β1(lnei)+β2(lneg)+β3(lni)+β4(lnu)+β5(lny)+μt , (1)
where co2 is the dependent variable andEnergy Intensity (ei), Economic
Globalization (eg), Industrialization (i), Urbanization (u) and Per Capita
gdp Growth (y) are explanatory variables. Theoretical expectation of the
model is β1 > 0, β2 > 0, β3 > 0, β4 > 0 and β5 > 0.
Several steps are followed to estimate the link among the variables of

this study. Firstly, Augmented Dickey-Fuller (adf) (Dickey and Fuller
1979) unit root tests are carried out to test the stationarity of the series to
get rid of spurious results. The adf test has been carried out based on:

Δyt = μ + βt + σyt−1 +
k∑

j=1
αjΔyt−j + εt, (2)

where Δ is the difference operator, t is the time trend, ε is the error term
considered as a white noise error, yt is the series and k is the number of
lags. Secondly, after doing the adf test, var lag order selection criteria
are carried out to find out the number of lags selected by the criterion.
Thirdly, co-integration tests are performed based on adf test results

using Johansen multivariate co-integration techniques proposed by (Jo-
hansen 1988) and (Johansen and Juselius 1990) to investigate the exis-
tence of long-run relationships among the variables. Fourthly, as co-
integration is confirmed among the variables, Vector Error Correction
Model (vecm) is used to see both the short run and long-run effects.
The vecm specifications are as under:

Δlnco2 t = α1 +
p∑

i=1
β11ilnco2 t−1 +

p∑

i=1
β12iΔlneit−1 +

p∑

i=1
β13iΔlnegt−1

+

p∑

i=1
β14iΔlnit−1 +

p∑

i=1
β15iΔlnit−1 +

p∑

i=1
β16iΔlnut−1

+

p∑

i=1
β17ilnyt−1 + γectt−1 + ε1t (3)

Δlneit = α2 +
p∑

i=1
β21ilnco2 t−1 +

p∑

i=1
β22iΔlneit−1 +

p∑

i=1
β23iΔlnegt−1

+

p∑

i=1
β24iΔlnit−1 +

p∑

i=1
β25iΔlnit−1 +

p∑

i=1
β26iΔlnut−1

+

p∑

i=1
β27ilnyt−1 + γectt−1 + ε1t (4)
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Δlnegt = α3 +
p∑

i=1
β31ilnco2 t−1 +

p∑

i=1
β32iΔlneit−1 +

p∑

i=1
β33iΔlnegt−1

+

p∑

i=1
β34iΔlnit−1 +

p∑

i=1
β35iΔlnit−1 +

p∑

i=1
β36iΔlnut−1

+

p∑

i=1
β37ilnyt−1 + γectt−1 + ε1t (5)

Δlnit = α4 +
p∑

i=1
β41ilnco2 t−1 +

p∑

i=1
β42iΔlneit−1 +

p∑

i=1
β43iΔlnegt−1

+

p∑

i=1
β44iΔlnit−1 +

p∑

i=1
β45iΔlnit−1 +

p∑

i=1
β46iΔlnut−1

+

p∑

i=1
β47ilnyt−1 + γectt−1 + ε1t (6)

Δlnut = α5 +
p∑

i=1
β51ilnco2 t−1 +

p∑

i=1
β52iΔlneit−1 +

p∑

i=1
β53iΔlnegt−1

+

p∑

i=1
β54iΔlnit−1 +

p∑

i=1
β55iΔlnit−1 +

p∑

i=1
β56iΔlnut−1

+

p∑

i=1
β57ilnyt−1 + γectt−1 + ε1t (7)

Δlnyt = α6 +
p∑

i=1
β61ilnco2 t−1 +

p∑

i=1
β62iΔlneit−1 +

p∑

i=1
β63iΔlnegt−1

+

p∑

i=1
β64iΔlnit−1 +

p∑

i=1
β65iΔlnit−1 +

p∑

i=1
β66iΔlnut−1

+

p∑

i=1
β67ilnyt−1 + γectt−1 + ε1t (8)

Here, co2, ei, eg, i, u and y represents co2 emissions, energy in-
tensity, economic globalization, industrialization, urbanization and per
capita gdp respectively. The symbolΔ signifies first differences and ect
indicates error correction terms and the coefficients of ect determine
the speeds of adjustment. The sign α1 to α6 are intercepts and p refers to
lag lengths.
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table 1 adf Unit Root Test

Variables Level st Difference

() () () () ()

lnco2 .
(.)

–.
(.)

–.
.)

–.
(.)

I()

lny .
(.)

.
(.)

–.
(.)

–.
(.)

I()

lnei –.
(.)

–.
(.)

–.
(.)

–.
(.)

I()

lnu .
(.)

–.
(.)

–.
(.)

–.
(.)

I()

lni –.
(.)

–.
(.)

–.
(.)

–.
(.)

I()

lneg –.
(.)

–.
(.)

–.
(.)

–.
(.)

I()

notes Column headings are as follows: (1) intercept, (2) intercept and trend, (3) order
of integration. p-values in parenthesis.

In the fifth step, vec Granger Causality/Block Exogeneity Wald Tests
are employed to see the causal relationship among the variables. Granger
(1988) implies that if two time-series variables are co-integrated, then at
least one-directional Granger causation exists. Granger causality test be-
tween the variables is examined using the equations (3) to (8).
Finally, innovation accounting methods for instance, forecast error

variance decomposition (vdc) is carried out. Furthermore, to determine
rigorousness and stability of the estimation Breusch-Godfrey Serial Cor-
relation lm test, Heteroskedasticity test, Jarque-Bera Normality test, Sta-
bility Diagnostic tests and Inverse Roots of ar are carried out.

Empirical Results and Discussion

Augmented Dickey-Fuller (adf) (Dickey and Fuller 1979) technique is
used to validate the unit root property of the series since usually the time
series data provide spurious results. The adf test is carried out both at
level and at first difference. Table 1 exhibits the results:
The results presented in the table above show that all the variables are

found to be non-stationary at level but after first difference all the vari-
ables become stationary and found to be integrated in the same order. At
5 percent level of significance the order of integration is I(1) implying that
all series has to be differenced once in order to be stationary.
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table 2 var Lag Order Selection Criteria

Lag logl lr fpe aic sc hq

 . na . –. –. –.

 . .* . –. –.* –.

 . . .* –.* –. –.*

 . . . –. –. –.

notes Endogenous variables: lnco2, lnei, lnu, lni, lny, lneg. lr: sequential modified
lr test statistic (each test at 5 level), fpe: final prediction error, aic: Akaike informa-
tion criterion, sc: Schwarz information criterion, hq: Hannan-Quinn information cri-
terion. * Indicates lag order selected by the criterion.

table 3 Unrestricted Co-Integration Rank Test (Trace and Maximum Eigenvalue)

Trace Maximum Eigenvalue

() () () () () ()

None* . . None* . .

At most * . . At most * . .

At most * . . At most * . .

At most * . . At most  . .

At most * . . At most * . .

At most  . . At most  . .

notes Column headings are as follows: (1) hypothesized number of ce(s), (2) statistic,
(3) probability. * Denotes rejection of the hypothesis at the 0.05 level.

The first step in the construction of a var model is to determine the
appropriate lag length using multivariate information criterion. Table 2
summarizes the results of var lag order selection.
Table 2 shows that most of the criteria chooses lag 2, hence it was in-

corporated throughout this study as selected by fpe, aic and hq.
The results of co-integration test of the pertinent variables are dis-

played in table 3.
Johansen Co-integration Trace statistics test results identifies five co-

integrating equations and maximum Eigen value results show three co-
integrating equations at 5 levels of significance. As a result, the null hy-
pothesis of no co-integration is rejected. This indicates that there have
indeed long-run co-integrations in the model. The co-integration results
also indicate the existence of error correction term in the model. For
goodmeasure, the long-run co-integration should be checked. Sign is re-
versed in the long-run in the normalization process. The significant pos-
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itive relationship also implies there is truly long-run relationship among
the variables and vecm long-run equation also gives the same result.
As there is co-integration vecm needs to be tested to see the short

as well as long-run dynamics of the co-integrated series. The error cor-
rection model shows the speed of adjustments to reach equilibrium. The
term error-correction, relates to the fact that last period deviation from
long-run equilibrium influences the short-run dynamics of the depen-
dent variable.
Conventional vecm for co-integrated series is given below:

Δyt = β0 +
n∑

i=1
βiΔyt−1 +

n∑

i=0
δΔxt−1 + ϕzt−1 + μt . (9)

Results of vecm long-run and short-run are demonstrated in table 4.
Estimated vecm with co2 as target variable:

Δlnco2 t = −1.69ectt−1 + 0.65lnco2 t−1 + 0.44lnco2 t−2 − 1.93lneit−1
− 0.87lneit−2 + 3.21lnut−1 − 2.09lnut−2 − 0.89lnit−1
− 0.04lnit−2 − 2.61lnyt−1 + 0.17lnyt−1 + 0.15lnegt−1
+ 0.08lnegt−2 + 0.029,

where ectt−1 = ϕ = 1.69 and β0 = 0.029. ϕ is the speed of adjustment
towards long-run equilibriumwhich is significant and negative. The eco-
nomic interpretation is that as being negative it implies that if there is
a departure in one direction the corrections will have to pull back to the
other direction to ensure the equilibrium. vecm with co2 as target vari-
able shows about 169 of the departure in the long run is corrected each
period. As the coefficient is negative and significant it indicates the pro-
cess will converge in the long run. It can also be said that depending on
the speed of adjustment the explanatory variables granger causes the de-
pendent variables.
Long-run model is given below:

ectt−1 = 1.0000lnco2 t−1 − 1.51lneit−1 − 1.56lnut−1 − 0.10lnit−1
− 0.69lnyt−1 − 0.09lnegt−1 + 9.517.

The outcome of the normalized co-integration coefficients of the
vecm long-run model indicates energy intensity, urbanization, indus-
trialization, economic globalization and per capita gdp growth have
significant positive relationship with per capita co2 emissions. In the
short-run urbanization, growth and economic globalization is positively
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table 4 vecm Long-Run and Short-Run Output

Variables Coefficient Std. error t-statistics

Long-run lnco2(–) .

lnei(–) –. . –.

lnu(–) –. . –.

lni(–) –. . –.

lny(–) –. . –.

lneg(–) –. . –.

c .

Short-run CointEq –. . –.

d(lnco2(–)) . . .

d(lnco2(–)) . . .

d(lnei(–)) –. . –.

d(lnei(–)) –. . –.

d(lnu(–)) . . .

d(lnu(–)) –. . –.

d(lni(–)) –. . –.

d(lni(–)) –. . –.

d(lny(–)) –. . –.

d(lny(–)) . . .

d(lneg(–)) . . .

d(lneg(–)) . . .

c . . .

related whereas, energy intensity and industrialization is negatively re-
lated with per capita co2 emissions.
To analyse the short-run and long-run causal relationship, Granger

Causality in the vecm framework is estimated and table 5 illustrates the
outcomes of causality test based on vecm framework. Significance at
10 level is also considered for causality test.
The existence of co-integration among the series implies that causal-

ity must be present at least in one direction. The result of the short-
run causality shows energy intensity, industrialization, has unidirectional
causal relationship; whereas per capita gdp has bidirectional causal rela-
tionship with co2 emission. The unidirectional causal flow from energy
intensity to co2 emission, industrialization to co2 emission suggests en-
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ergy intensity and industrialization lead to co2 emission. The long-run
causality on the other hand is supported by the lagged error correction
termwhich is negative and statistically significant in per capita co2 emis-
sion [Δ(lnco2)], and per capita gdp [Δ(lny)] equation. This result im-
plies that economic growth stimulate energy consumption and conse-
quently causes co2 emissions for Bangladesh.
To analyse the impacts of innovations in all variables on co2 emis-

sions, this study employs variance decomposition (vdc) to get some use-
ful insights about the short run. Variance decompositions trace out the
proportion of the movements in the dependent variables that are due to
their own shocks versus shocks to the other variables (Brooks 2014, 342–
343). The variance decomposition is useful in evaluating how shocks re-
verberate through a system due to external shocks to each economic vari-
able showing relative importance. Forecast from error variance decom-
positions helps to determine the proportion of variation of the dependent
variable explained by each of the independent variables in the same var
system. The variance decompositions are summarized in table 6.
The forecast horizon is yearly in the table 6. The influence on past co2

emission shocks dominates in the short-run but eventually becomes less
dominant in the long-run. In the long-run energy intensity, urbaniza-
tion, industrialization and growth contribute more than 60 of the co2
emission in Bangladesh. Economic globalization becomes stronger in the
long-run but in explaining fluctuations in co2 emissions it contributes
only 9.
Finally, in order to verify rigorousness of themodels, Breusch-Godfrey

Serial Correlation lm test, Heteroskedasticity test, Jarque-Bera Normal-
ity test, Stability Diagnostic tests (cusum and cusum of Squares) and
Inverse Roots of ar are carried out (table 7). From the diagnostic tests
no anomalies are found. Residuals are normally distributed; there is no
evidence of serial correlation and the model is dynamically stable.

Conclusion and Policy Recommendations
This paper empirically examines the relationships among co2 emissions,
energy intensity, urbanization, industrialization, economic globalization
and growth in a multivariate setting. Findings postulates economic glob-
alization, industrialization, urbanization, growth and energy intensity
causes co2 emissions resulting in global warming and consequently cli-
mate change. Furthermore, it is also a widely accepted fact that energy
intensity, urbanization, industrialization, economic globalization and
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table 7 Diagnostic Tests

Breusch-Godfrey Serial Correlation lm Test F-statistic .

Prob. F(2,16) .

Prob. Chi-Square(2) .

Heteroskedasticity Test: Breusch-Pagan-Godfrey Prob. F(18,13) .

Prob. Chi-Square(18) .

Prob. Chi-Square(18) .

Jarque-Bera Normality Test Jarque-Berra .

Prob. .

cusum and cusum of Squares Test Stable

Inverse Roots of ar Satisfactory

growth are the principal forces driving the increase in energy demand;
this increase in energy demand has profound effect on growth of co2
emission leading to global warming. Findings of the study also confirm
the same result therefore it is assumed that in the long run, energy in-
tensity, urbanization, industrialization and growth contribute more than
60 of the co2 emission in Bangladesh. Besides, causality test result pos-
tulates energy intensity, urbanization, globalization and growth are rai-
son d’être for co2 emission. Therefore, this study opens up new insights
for policy makers to formulate a comprehensive economic, financial and
trade policy for continuation of growth, industrialization and urbaniza-
tion by improving the environment quality. As a result, there is relatively
more scope for energy conservation measures as a feasible policy for
Bangladesh.
To rise above unpleasant situation of the contemporary debate of global

warming and climate change, the government of Bangladesh needs to be
cautious in formulating its national energy development policies, empha-
sizing the environment and the sustainability of energy resources. For op-
timal utilization of energy and to lessen co2 emissions the country could
do the following. The country has many options for energy policy reform
for a sustainable energy use. It is imperative to comprehend the vast hu-
man and economic potential of this country with a more balanced con-
cern of political and economic criteria as most of the eye-catching energy
options are the cause of higher carbon emissions.Hence, the composition
of energy use and technological innovation should be carefully chosen for
preservation of environment.
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Moreover, in recent past there was a global tendency of depending
more on the use of fossil fuels and non-renewable energy sources causing
co2 emissions. In this backdrop, to ensure the accessibility of green and
affordable energy sources has been deeply acknowledged globally keep-
ing energy as the seventh Sustainable Development Goal (sdg) of the
United Nations. Thus, use of cleaner energy sources i.e. solar, water, bio-
gas, tidal and wave power and nuclear energy instead of fossil fuels could
help decreasing co2 emissions but further research on viable composi-
tion of energy sources in the country context is needed for efficient energy
use. In particular, the country could extend bio-energy usage practice for
as a cleaner energy option, which can augment energy supply and reduce
the trouble of waste disposal and solid waste management.
Sustainable, clean and affordable energy as a part of the sdgs, the

country might preferably consider viable energy options that will con-
tribute not only to its macroeconomic indicators but also establish har-
mony with the ecosystem reducing co2 emissions consequently global
warming. Emerging economies like Bangladesh are on the trajectory
of increasing growth. Hence, for energy efficiency, pricing on polluters
could help maintaining equilibrium both in growth and environmental
preservation. Finally, to facilitate the transition towards cleaner options,
government’s firm intervention is needed to finance the projects and the
development of the country’s energy infrastructures. Encouragement of
urbanization with decentralization of urban population with low-carbon
urban infrastructure and transportation system is desirable to reduce
co2 emissions. Economic growth of the country could be accelerated
through globalization and proper utilization of global technological ad-
vancement and innovation in energy sector for preserving the environ-
ment.
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The paper examines environmental responsibility threshold effect on the
financial performance of jse sri’s firms for the period 2008–2014. Em-
ploying bootstrap dynamic panel threshold estimations, the paper con-
firms the existence of triple threshold in all the regression relationship. Fur-
thermore, the study established a nonlinear (invertedU-shape) association
between environmental initiative, measured by energy usage intensity and
return on sale, and a linear (inverse U-shape) relationship between carbon
input intensity and market value of equity deflated by sale. We also found
that return on sale decreases by –0.08868 when environmental responsi-
bility, measured by energy usage intensity ratio exceeds 0.00093. The re-
sults however showed that an increase in energy usage intensity ratio at
any point increases equity returns.
Key Words: emissions intensity, energy usage intensity, financial
performance, threshold effect, South Africa
jel Classification: q5, q56
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Introduction

Since their seminal presentations on capital structure effect on firms’ fi-
nancial value (Miller and Modigliani 1958; 1963) a great deal of time has
been devoted to studying factors influencing financial value of firms from
shareholder perspective (Margaritis and Psillaki 2010; Ebaid 2009). More
recently researchers in the subject area have examined financial implica-
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tion of environmental responsibility amidst global warming and fossil-
energy depletion.
Capitalmarkets and rating agencies have therefore recognised that car-

bon emission possesses current and future risks to corporate valuation
and competitive advantage (Barley 2009).
The claims suggest that corporate environmental performance is criti-

cal in the determination of risks profile, potential liabilities and long-term
valuation. Notwithstanding, as to whether there exist a linkage between
corporate ‘environmental pro-activeness’ and its ‘bottom line’ becomes
an important question. This is because there is a belief among some re-
searchers that ethics has no place in business, and that businesses only
need to appear ethical in the quest to achieving corporate objectives and
preserving their legitimacy (Wagner et al. 2002; Friedman 1970).
A research question worth asking is that, is there not a ‘tipping point’

of firms’ ‘environmental responsibility’ beyond which corporate finan-
cial performance retards or improves significantly? This study focused on
providing answers to the question of environmental responsibility ‘tip-
ping point’ beyond which financial performance retards. The paper is
meant to promote internal corporate carbon policy, through the provi-
sion of an integrated guide to improve managerial decisions in creating
a balance between fossil energy usage, emissions reduction and finan-
cial performance in a more sustainable manner. We extended sustain-
ability accounting research by applying bootstrap methodology and dy-
namic panel threshold techniques, using data from jse’s sri manufac-
turing and mining firms for a period 2008–2014.
We confirmed the existence of triple threshold in the regression rela-

tionship, and lack of linear relationship between the intensity of energy
usage and return on sale, but a linear (inverse u-shape) relationship be-
tween the intensity of energy usage and equity market value deflated by
sale. It was again found that return on sale decreases by –0.08868 when
environmental responsibility, measured by energy usage intensity ratio
exceeds 0.00093. On the contrary, increase in energy usage intensity ra-
tio at all levels increase equity returns.

Literature
Sustainability accounting research in the past few decades has examined
environmental responsibility effect on firm financial performance, and
has thus far provided mixed and conflicting findings. For example, Orl-
itzky (2001) asserted that firm’s that have exhibited higher social respon-
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sibility experience lower financial risks and concluded that ‘social respon-
sibility’ and ‘financial risk’ appears to be one of ‘reciprocal causality.’
Makni, Francoeur, and Bellavance (2009) argued that there exist no

significant relationships between corporate social responsibility and fi-
nancial performance except for market returns. Clarkson, Overell, and
Chapple (2011) studied the impact of environmental approaches on finan-
cial performance, and found a causal relationship between environmental
performance and financial resources and management capability.
Salama (2005) examined effects of ‘sustainability performance’ on fi-

nancial performance of British companies, applying median regression,
and found stronger relationship between factors when outliers and un-
observed omitted variable are accounted for.
Qi et al. (2014) examined ‘direct effect’ of industrial sustainability

pro-activeness on financial performance and ‘indirect effects’ of ‘in-
dustrial munificence and resource slack’ on environmental and finan-
cial performance link, and demonstrated that improvement in corpo-
rate ‘industrial-level environmental performance’ significantly influences
corporate economic performance, with ‘resource slack’ significantly re-
flecting environmental and financial performance link. Nakao et al.
(2007) cited that corporate sustainability performance positively affect
financial performance and vice versa. In another related research by
Gallego-Alvarez, Segura, andMartínez-Ferrero (2014; the effect of carbon
emission variations on firm performance was evaluated after consider-
ing extraneous variables such as size, legal, growth; results indicated that
improved financial performance is related to firm’s carbon reduction.
Horvathova (2012) found a negative effect of environmental perfor-

mance on financial performance if environmental performance is lagged
by 1 year, but a positive effect if environmental performance is 2 years lag.
Ki-Hoon, Byung, and Keun-Hyo (2015) demonstrated that carbon emis-
sions decreases ‘firm value.’ Examining the effect of chemical emissions
measured by ‘aggregated toxic risk’ on ‘sale’ and ‘return on asset,’ Fujii
et al. (2012) found a significant relationship between firm’s sustainability
improvement and return on asset.
Nishitani et al. (2011) assessed ‘emissions reduction’ effect on corporate

financial performance in Japan, and found that companies that reduced
‘pollution emissions’ increased their financial performance through in-
crease in demand for the firms’ products. Lioui and Sharma (2012) exam-
ined effect of social responsibility, measured by ‘strengths and concerns’
on financial performance, measured by return on asset and Tobin’s q, and
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found that there exist a negative effect of ‘strengths and concerns’ on re-
turn on asset and Tobin’s q. After accounting for the ‘interaction’ between
‘environmental effort and research’ the paper demonstrated that the result
was no different.
On how ‘environmental responsibility engagement’ affects corporate

financial performance, Wahba (2008), Wingard and Vorster (2001), Sen,
Roy, and Pal (2015), and Sambasivan, Bah, and Jo-Ann (2012) showed that
there exist a positive association between ‘environmental engagements’
with financial performance. After controlling for ‘omitted variable bias,’
Muhammad et al. (2015) also found a positive association between envi-
ronmental initiative and financial performance.
On the contrary,Gonzalez-Benito andGonzalez-Benito (2005) demon-

strated that certain ‘environmental engagement types’ produce nega-
tive effects on corporate financial performance. Chien and Peng (2011)
showed that firms that invest more in ‘pollution prevention’ financially
perform better compared with counterparts who are more engaged with
corrective measures after pollution has occurred.
Exploring how ‘eco-innovation’ impacts ‘accounting-based’ measures,

Przychodzen and Przychodzen (2014) showed that ‘eco-innovators’ gen-
erally enhance ‘return on asset,’ equity returns, but lowers ‘earnings re-
tention.’ On how ‘sustainability pro-activeness’ improves firms’ return on
sale, Telle (2006) showed that there exist a positive relationship between
‘sustainability performance’ and return on sale. When the paper controls
for firms’ ‘specific effect,’ the results showed an insignificant relationship
between the factors prompting a conclusion that an ‘estimated positive
effect’ could have been due to ‘omitted variable bias.’
On how ‘operations strategy’ affect return on asset, return on equity

and earnings per share, Klingenberg et al. (2013) cited that there exists
no consistent relationship between return on asset, return on equity and
earnings per share and ‘operations strategy.’
An important research question worth asking is, is there not a ‘tipping

point’ in firms’ environmental responsibility beyond which financial per-
formance retards or improves significantly? We therefore hypotheses as:
h0 There is no environmental responsibility threshold effect on financial

performance of jse’s sri manufacturing and mining firms.

Methods and Materials
This paper examined environmental responsibility threshold effect on the
financial performance of jse’s sri manufacturing and mining firms for
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the period 2008–2014. Hansen (1999) argued that in order to confirm the
existence of threshold effect, it is vital to analyse the threshold signifi-
cance. Hansen (1999) therefore applied fixed effect for analysing short
time dimension and larger cross sectional data.
On the contrary, Chudik et al. (2015) applied panel with large ‘cross sec-

tional dimension’ and ‘time dimension.’ Dang, Kim, and Shin (2012) ar-
gued that Generalised Method of Moments in short dynamic panel anal-
ysis. Seo and Shin (2014) however applied dynamic threshold estimation
and presumed ‘slope homogeneity’ using ‘instruments’ to cater for ‘endo-
geneity’ by first-differencing.
We applied bootstrap methodology and dynamic panel threshold ap-

proach in the attempt to determining statistical significance of ‘environ-
mental responsibility threshold effect’ on the financial performance of
jse’s sri firms. And we specified our dynamic threshold models follow-
ing Seo and Shin (2014) as:

yit = (1, x′it)Φ11(qit ≤ γ) + (1, x′it)Φ21(qit > γ) + εit , i,= 1, . . . , n;
t = 1, . . . ,T, (1)

where εit is the regression error, consisting of the error components:

εit = ai + νit, (2)

where ai is the ‘individual and unbiased fixed effect’ and νit is a ‘random
disturbance.’ νit is the ‘martingale difference.’
Nickell (1981) cited ‘downward biasness’ of the linear dynamic panels’

fixed effect estimation of autoregressive parameters. Hence, we estimate
the ‘correlation of independent variables’ as in the dynamic panel thresh-
old regression equation (1), applying Arellano-Bond (1991) dpd estima-
tion, and considered the first-difference transformation of equation (1)
as:

Δyit = β′Δχit +′ χ′it1it(γ) + Δεit , (3)

where Δ is the first difference operator,

β

k1x1
= (Φ12, . . . ,Φ1,k1 + 1),′

ö
k1 + x1

= Φ2 − Φ1
Extending equations (2) and (3), we re-specified our threshold regression
as:

yit = (1, x′it)Φ11(qit ≤ γ) + (1, x′it)Φ21(qit > γ)
+ (1, x′it)Φ31(qit > γ) + ai + vit . (4)
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In model (4), when environmental responsibility, measured by emissions
intensity is used as a transition variable, we used environmental respon-
sibility, measured by energy usage intensity and the financial measure,
growth as regressors. Alternatively, when environmental responsibil-
ity,measured by if energy usage intensity is used as the transition variable,
we utilised both the environmental responsibility,measured by emissions
intensity and growth as regressors. Thus, we introduced growth
into the model to allow for effect of changes in growth opportunities. We
employed 4 indicators to proxy financial performance: (i) roa – return
on assets, (ii) ros – return on sale, (iii) eqrtns – return on equity, and
(iv) mve/s – market value of equity deflated by sales. While environ-
mental responsibility is proxy by (i) emsint – emissions intensity and
(ii) engint – energy usage intensity.
We compiled environmental responsibility data from the Carbon Dis-

closure Project, uk based company database. While the market and
accounting-based performance measures data were compiled from Tick-
datamarket, a French-based company, and from respective companies’
database. The panel consists of 14 jse’s sri firms who have consistently
reported annual performances (i.e. financial and sustainability) for at
least 7 years, (i.e. Anglo American Plc, Anglogold Ashanti, ArcelorMittal
SouthAfrica, bhp Billiton, Exxaro Resources, Gold Fields Ltd, Harmony
Gold Mining Ltd, Lonmin Plc, Merafe Resources, Murray and Roberts,
Pretoria Portland Cement Ltd, Sabmiller Plc, Sappi Ltd, Sassol) covering
an annual data for the period 2008–2014.

Empirical Results
The paper examined ‘environmental responsibility’ threshold effect on
the financial performance of jse’s sri firms for the period 2008–2014.
Financial performance is measured by return on assets (roa), return on
sale (ros), equity returns (eqrtns) and market value of equity deflated
by sales (mve/s). Alternatively, ‘environmental responsibility’ is mea-
sured by energy usage intensity (engint) and carbon emissions intensity
(emsint).
Employing dynamic panel threshold regressions the study allowed se-

quentially for zero, single, double, and triple thresholds. Statistics results
for f1, f2 and f3, critical values and p-values appear in Table 1.
From f1, f2 and associated critical values, we could not reject the null

(h0) for the single threshold f1, and double threshold f2. The test for
the third threshold f3 rejects the null (h0) at 0.05 significant level with a
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table 1 engint Threshold Effect on roa

f .

P-value .

Critical values .,.,.

f .

P-value .

Critical values .,.,.

f .

P-value .

Critical values .,.,.

notes cvs at 10, 5 and 1.

table 2 engint-roa Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

table 3 Estimated Coefficients of roa

Coeff. Value Std. error White t-stat.

Φ1 . . . .

Φ2 . . . .

Φ3 . . . .

Φ4 –. . . –.

bootstrap p-value of 0.023. We therefore confirmed the existence of triple
threshold in the regression relationship.
Table 2 shows the thresholds and confidence intervals, which are

0.0009, 0.0001 and 0.0001. Thus, four classes of companies are ‘low en-
ergy usage firms,’ ‘medium energy usage firms,’ ‘high energy usage firms’
and ‘very high energy usage firms.’ Table 3 reports the regression slope
coefficients, standard errors, the standard errors, t-stats and four regimes.
We expressed our estimated model from our findings as:

if qit−1 ≤ 0.00013,
if 0.00013 < qit−1 ≤ 0.00017,
if 0.00017 < qit−1 ≤ 0.00093,
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table 4 emsint Threshold Effect on roa

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values .,.,.

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

if qit−1 > 0.00093.

In the first regime (low energy usage firms) where the engint ratio
is less than 0.00013, the estimated coefficient Φ1 is 0.14421. This indi-
cates that roa increases by 0.14421 with 1 increase in the engint ra-
tio. In the second regime, i.e. medium energy usage firms, where the en-
gint ratio is between 0.00013 and 0.00017, the estimated coefficient Φ2
is 0.17430. This similarly shows that roa increases by 0.17430 with 1
increase in the engint ratio. In the third regime, i.e. high energy usage
firms) where the engint ratio is between 0.00017 and 0.00093, the co-
efficient Φ3 is 0.29772. This also shows that roa increase by 0.29772 in
with 1 increase in the engint ratio. The last regime, i.e. very high en-
ergy usage) where the engint ratio exceeds 0.00093, the estimated co-
efficients Φ4 is –0.08868. This indicate that roa decreases by –0.08868
with 1 increase in the engint ratio. The results indicate that any time
the engint ratio improves beyond 0.00093 roa tends to decline by –
0.08868.
The study also estimated the number of thresholds in the carbon out-

put intensity (emsint)–roa relationship estimating equation (4), em-
ploying dynamic panel. Based on the test statistics (f1, f2) and critical
values the study could not reject the null (h0) of no threshold for the sin-
gle threshold f1, and double threshold f2. The test for the third threshold
f3 rejects the null (h0) at 0.05 significant level with a bootstrap p-value of
0.03. The statistics indicate the presence of triple threshold in the regres-
sion relationship (table 4). Hence, the rest of the study uses triple thresh-
old estimation.
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table 5 emsint-roa Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

table 6 Estimated Coefficients of roa

Coeff. Value Std. error White t-stat.

Φ1 . . . .

Φ2 –. . . –

Φ3 . . . .

Φ4 . . . .

Our estimations appear in table 5. The point estimates are 0.00015,
0.00016 and 0.00053. These point estimations represents the ‘low emit-
ting firms,’ ‘medium emitting firms,’ ‘high emitting firms’ and ‘very high
emitting’ firms. Table 6 reports the regression slope coefficients, standard
errors, standard errors, t-stat and for four regimes. We expressed our es-
timated model from the findings as:

if qit−1 ≤ 0.00015,
if 0.00015 < qit−1 ≤ 0.00016,
if 0.00016 < qit−1 ≤ 0.00053,
if qit−1 > 0.00053.

In the first regime (low emitting firms)where emsint ratio is less than
0.00015, the estimated coefficient Φ1 is 0.19622, indicating that roa in-
creases by 0.19622 with 1 increase of in emsint ratio. In the second
regime (i.e. medium emitting firms) where emsint ratio lies between
0.00015 and 0.00016, the estimated coefficient Φ2 is –0.32231. This in-
dicates that roa decreases by –0.32231 with1 increase in emsint ra-
tio. In the third regime (i.e. high emitting firms) where emsint ratio
is between 0.00016 and 0.00053, the coefficient Φ3 is 0.15745, indicat-
ing that roa increases by 0.15745 with 1 increase in emsint ratio. In
the last regime (i.e. very high emitting firms) where emsint ratio ex-
ceeds 0.00053, the estimated coefficientsΦ4 is 0.51799. This indicates that
roa increases by 0.51799 with 1 increase in emsint ratio. The results
further showed that roa decreases when the emsint ratio is between
0.00015 and 0.00016.
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table 7 engint Threshold Effect on ros

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

table 8 engint-ros Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

table 9 Estimated Coefficients of ros

Coeff. Value Std. error White t-stat.

Φ1 . . . .

Φ2 . . . .

Φ3 –. . . –.

Φ4 –. . . –.

To determine the number of threshold in the carbon input intensity
(engint)–return on sales (ros) relationship, equation (4) is estimated
by a dynamic panel estimation. The Null (h0) is rejected at 0.01 in the
case of f1, f2, and f3, with associated p-values showing significant p-
values of 0.00 in each case. The authors concluded that the relationship
contains three thresholds.
Table 8 presents the triple threshold approach with resulting estima-

tions as 0.00017, 0.00093, and 0.00119, representing the ‘low energy usage
firms,’ ‘medium energy usage firms,’ ‘high energy usage firms’ and ‘very
high energy usage firms.’
Table 9 reports the regression slope coefficients, standard errors, the
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table 10 emsint Threshold Effect on ros

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

standard errors, and t-stat and for four regimes. Our estimated model
from the findings is written as:

if qit−1 ≤ 0.00017,
if 0.00017 < qit−1 ≤ 0.00093,
if 0.00093 < qit−1 ≤ 0.00119,
if qit−1 > 0.00119.

In the first regime where engint ratio is less than 0.00017, the esti-
mated coefficientΦ1 is 0.1170. This indicates that ros increases by 0.1170
with an increase of 1 in engint ratio. In the second regime where en-
gint ratio lies between 0.00017 and 0.00093 the estimated coefficient
Φ2 is 0.2413. This means that ros increases by 0.2413 with an increase
of 1 in engint ratio. In the third regime where engint ratio is be-
tween 0.00093 and 0.00119, the coefficient Φ3 is –3.0147. This indicates
that ros decreases by –3.0147 with 1 increase in engint ratio. In the
last regime where engint ratio exceeds 0.00119, the estimated coeffi-
cientsΦ4 is –0.3467. This showed that ros decreases by –0.3467 with 1
increase in engint ratio. The results suggest that the relationship be-
tween engint and ros varies in accordance with different changes in
engint, exhibiting a nonlinear relationship (inverted u-shape).
The study similarly determined the number of thresholds in the car-

bon output intensity (emsint)–Return on sales (ros) relationship esti-
mating equation (4) by dynamic panel estimation allowing for zero, one,
two and three thresholds. Test statistics f1, f2 and f3, critical values, and
bootstrap p-values are reported in table 10. The null hypothesis (h0) is
rejected at 0.01 in the case of the single threshold f1, 0.05 in the case of
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table 11 emsint-ros Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

table 12 Estimated Coefficients of ros

Coeff. Value Std. error White t-stat.

Φ1 . . . .

Φ2 –. . . –.

Φ3 . . . .

Φ4 . . . .

double threshold f2, and 0.01 in the case of triple threshold f3, with boot-
strap p-values of 0.00 for f1, 0.035 for f2, and 0.00 for f3. We conclude
that the relationship contains three thresholds.
Table 11 shows the threshold estimations, which are 0.00026, 0.00044,

and 0.00061 and these constitute low values in the emsint-ros distri-
bution. The point estimates reflect four categories of firms, which are ‘low
emitting firms,’ ‘medium emitting firms,’ ‘high emitting firms’ and ‘very
high emitting firms.’
Table 12 reports the regression slope coefficients, standard errors, the

standard errors and t-stat. Our estimatedmodel from the findings is writ-
ten as:

if qit−1 ≤ 0.00026,
if 0.0002 < qit−1 ≤ 0.00044,
if 0.00044 < qit−1 ≤ 0.00061,
if qit−1 > 0.00061.

In the first regime where emsint ratio is less than 0.00026 the es-
timated coefficient Φ1 is 0.1944643, indicating that ros increases by
0.1944643 with an increase of 1 in emsint ratio. In the second regime
where emsint ratio is between 0.00026 and 0.00044, the estimated co-
efficient Φ2 is –1.3523797. This shows that ros decreases by –1.3523797,
with 1 increase in emsint ratio. In the third regime, when emsint ra-
tio is between 0.00044 and 0.00061, the coefficient Φ3 is 1.0841738. This
tends to show that ros increases by 1.0841738 with 1 increase in em-
sint ratio. In the last regime where emsint ratio exceeds 0.00061, the
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table 13 engint Threshold Effect on eqrtns

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

table 14 engint-eqrtns Threshold Estimate

Estimate  Confidence Interval

–. [–., –.]

–. [–., –.]

–. [–., –.]

estimated coefficientsΦ4 is 0.0002893. This indicates that ros increases
by 0.0002893 with 1 increase in emsint ratio. The results seem to in-
dicate that emsint negatively affect ros when the emsint ratio lies
between 0.00026–0.00044.
The study also determined the number of thresholds in the carbon in-

put intensity (engint)–Equity returns (eqrtns) relationship, estimat-
ing equation (4), and allowing for zero, single, double, and triple thresh-
olds. Our test statistics f1, f2 and f3, critical values, and bootstrap p-
values are reported in table 12. Based on the test statistics (f1, f2) and the
critical values the study could not reject the Null (h0) of no threshold for
the single threshold f1, and double threshold f2. Test for the third thresh-
old f3 rejects the null hypothesis (h0) of no threshold at 0.01 significant
level with a p-value of 0.003. The study concludes that the relationship
contains a triple threshold.
Table 14 presents the estimations, which are –10.34246, –9.672444 and

–6.555347. These constitute small values in the engint-eqrtns distri-
bution. The estimations were for the following clusters of companies,
‘high energy usage firms’ and ‘very high energy usage firms.’ Regression
slope coefficients, standard errors, the standard errors and t-stat for four
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table 15 Estimated Coefficients of eqrtns

Coeff. Value Std. error White t-stat.

Φ1 . . . .

Φ2 . . . .

Φ3 . . . .

Φ4 . . . .

regimes are reported in table 15. We expressed our estimated model from
the findings as:

if qit−1 ≤ –10.34246,
if –10.34246 < qit−1 ≤ –9.672444,
if –9.672444 < qit−1 ≤ –6.555347,
if qit−1 > –6.555347.

In the first regime (low energy usage firms) where engint ratio is
less than –10.34246, the estimated coefficient Φ1 is 0.04136. This indi-
cates that eqrtns increases by 0.14421 with 1 increase in engint ra-
tio. In the second regime (medium energy usage firms) where engint
ratio lies between –10.34246 and –9.672444 the estimated coefficient Φ2
is 0.08056. This shows that eqrtns increases by 0.08056 with 1 in-
crease in engint ratio. In the third regime (high energy usage firms)
where engint ratio is between –9.672444 and –6.555347 and the coeffi-
cientΦ3 is 0.14173 indicates that eqrtns increase by 0.14173 with 1 in-
crease in engint ratio. In the last regime (very high energy usage firms)
where engint ratio exceeds –6.555347, the estimated coefficients Φ4 is
0.16847 and shows that eqrtns increases by 0.16847 with 1 increase
in engint ratio. The results generally indicate that increase in engint
ratio generally increases eqrtns.
The study again estimated the number of thresholds in the carbon out-

put intensity (emsint)–Equity returns (eqrtns) relationship estimating
equation (4) and sequentially allowed for a zero to triple thresholds. Table
16 presents the statistical tests showing the critical values for f1, f2, and
f3.
Based on the test statistics (f1, f2), and the critical values the study ac-

cepts the Null (h0) of no threshold for the single threshold f1, and double
threshold f2. Test for third threshold f3 rejects theNull (h0) of no thresh-
old at 0.01 level with a bootstrap p-value of 0.00. We therefore conclude
that there exists a triple threshold in the regression relationship.
Our point estimates of the triple threshold togetherwith confidence in-
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table 16 emsint Threshold Effect on eqrtns

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

table 17 emsint-eqrtns Threshold Estimate

Estimate  Confidence Interval

–. [–., –.]

–. [–., –.]

–. [–., .]

table 18 Estimated Coefficients of eqrtns

Coeff. Value Std. error White t-stat.

Φ1 –. . . –.

Φ2 –. . . –.

Φ3 –. . . –.

Φ4 –. . . –.

tervals are also shown in table 17. Our estimates –10.0995, –8.052812 and
–10.0995, which constitute small values in the emsint-eqrtns thresh-
old distribution. The estimations were for the following firm categories:
‘low emitting firms,’ ‘medium emitting firms,’ ‘high emitting firms’ and
‘very high emitting firms.’ Regression slope coefficients, standard errors,
the standard errors and t-stat for four regimes are reported in table 18.
And our estimated model from the findings is written as:

if qit−1 ≤ –10.0995,
if –10.0995 < qit−1 ≤ –8.0528,
if –8.0528 < qit−1 ≤ –10.0995,
if qit−1 > –10.0995.
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table 19 engint Threshold Effect on mve/s

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .
notes cvs at 10, 5 and 1.

table 20 engint-mve/s Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

In the first regime (low emitting firms) where emsint ratio is less
than –10.0995, the estimated coefficient Φ1 is –0.16415, indicating that
eqrtns decreases by –0.16415 with 1 increase in emsint ratio. In the
second regime (medium emitting firms) where emsint ratio is between
–10.0995 and –8.052812 the estimated coefficient Φ2 is –0.13837, indicat-
ing that eqrtns decreases by –0.13837 with 1 increase in emsint ra-
tio. In the third regime (high emitting firms) where emsint is between
–8.052812 and –10.0995 and coefficient Φ3 is –0.16484. This similarly
shows that eqrtns decreases by –0.16484 with 1 increase in emsint
ratio. In the last regime (very high emitting firms) where emsint ratio
exceeds –10.0995 and estimated coefficient Φ4 is –0.35923. This equally
shows that eqrtns decreases by –0.35923 with 1 increase in emsint
ratio. The results generally indicate that improvement in emsint is in-
imical eqrtns growth.
The study similarly determined the number of thresholds in the car-

bon input intensity (engint)–Market value of equity deflated by sales
(mve/s) relationship estimating equation (4) and sequentially allowing
for zero, single, double, and triple thresholds. Our test statistics f1, f2
and f3, critical values, and bootstrap p-values are all reported in table
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table 21 Estimated coefficients of mve/s

Coeff. Value Std. error White t-stat.

Φ1 –. . . –.

Φ2 –. . . –.

Φ3 . . . .

Φ4 . . . .

19. The null hypothesis (h0) is rejected at 0.01 in the single threshold f1,
double threshold f2, and triple threshold f3, with bootstrap p-values of
0.01, 0.00, and 0.00 respectively. We thus conclude that a three threshold
is contained in the relationship.
Table 20 shows the estimations, which are 0.00068, 0.00093 and

0.00110, and these are small in engint-mve/s distribution. The esti-
mations represents the following firm clusters: ‘low energy usage firms,’
‘medium energy usage firms,’ ‘high energy usage firms’ and ‘very high
energy usage firms.’
Table 21 reports the regression slope coefficients, standard errors, the

standard errors and t-stat and for four regimes. And our estimatedmodel
from the findings is expressed as:

if qit−1 ≤ 0.00068,
if 0.00068 < qit−1 ≤ 0.00093,
if 0.00093 < qit−1 ≤ 0.00110,
if qit−1 > 0.00110.

In the first regime (low energy usage firms) where engint ratio is
less than 0.00068, the estimated coefficientΦ1 is –58.098, indicating that
mve/s decreases by –58.098 with 1 increase in engint ratio. In the
second regime (medium energy usage firms) where engint ratio is be-
tween 0.00068 and 0.00093 the estimated coefficient Φ2 is –1493.025.
This indicates that mve/s decreases by –1493.025 with 1 increase in
engint ratio. In the third regime (high energy usage firms) where en-
gint ratio is between 0.00093 and 0.00110, the coefficientΦ3 is 1165.510.
This however shows that mve/s increases by 1165.510with 1 increase in
engint ratio. In the last regime (very high energy usage firms) where
engint exceeds 0.00110 the estimated coefficients Φ4 is 136.104. This
again shows that mve/s increases by 136.104 with 1 increase in en-
gint ratio. The results suggest that the relationship between engint
and mve/s varies in accordance with different changes in engint, with
engint showing a linear relationship (inverse U-shape).
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table 22 emsint Threshold Effect on mve/s

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

f .

P-value .

Critical values ., ., .

notes cvs at 10, 5 and 1.

table 23 emsint-mve/s Threshold Estimate

Estimate  Confidence Interval

. [., .]

. [., .]

. [., .]

The study finally determined the number of thresholds in the car-
bon output intensity (emsint)–market value of equity deflated by sales
(mve/s) relationship by estimating equation (4) sequentially and allow-
ing for zero, single, double, and triple threshold. Our test statistics, f1, f2
and f3, critical values, and p-values are all reported in table 22. The null
hypothesis (h0) is rejected at 0.01 in each of the three cases, i.e. single
threshold f1, double threshold f2, and triple threshold f3, with p-values
of 0.01, 0.00 and 0.00, in each of the regression relationship.We therefore
conclude that the relationship contains a three threshold.
Table 23 contains the estimates, which are 0.00053, 0.00055, and0.00061;

these values are small in the emsint-mve/s distribution. Our classes of
firms as exhibited by point estimates are ‘low emitting firms,’ ‘medium
emitting firms,’ ‘high emitting firms’ and ‘very high emitting firms.’ Table
24 reports the regression slope coefficients, standard errors, the standard
errors and t-stat and for four regimes. In addition, we expressed the esti-
mated model from the findings as:

if qit−1 ≤ 0.00053,
if 0.00053 < qit−1 ≤ 0.00055,
if 0.00055 < qit−1 ≤ 0.00061,
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table 24 Estimated Coefficients of mve/s

Coeff. Value Std. error White t-stat.

Φ1 –. . . –.

Φ2 . . . .

Φ3 –. . . –.

Φ4 –. . . –.

if qit−1 > 0.00061.
In the first regime (low emitting firms) where emsint ratio is less

than 0.00053, the estimated coefficient Φ1 is –126.2427, indicating that
mve/s decreases by –126.2427 with 1 increase in emsint ratio. In the
second regime (medium emitting firms) where emsint ratio is between
0.00053 and 0.00055, the estimated coefficient Φ2 is 476.1397. The result
indicates that mve/s increases by 476.1397 with 1 increase in emsint
ratio. In the third regime (high emitting firms) where emsint ratio is
between 0.00055 and 0.00061, the coefficient Φ3 is –3515.8567. This in-
dicates that mve/s decreases by –3515.8567 with 1 increase in emsint
ratio. In the last regime (very emitting firms) where emsint ratio ex-
ceeds 0.00061, the estimated coefficientsΦ4 is –121.7860. This also shows
that mve/s decreases by –121.7860 with 1 increase in emsint ratio.

Discussions and Conclusion
Our results showed a decline in the financial performance, measured by
return on asset and return on sale by –0.08868 and –3.0147 respectively
as energy usage intensity ratio exceed 0.00093. On the contrary, when
energy usage intensity ratio is in the range of 0.00017–0.00093, these
firms are able to maximise return on asset and return on sale. With re-
turn on asset showing an increase of 0.29772, and return on sale of 0.2413.
Market value of equity deflated sale (mve/s) on the other hand increases
when energy usage intensity ratio exceeds 0.00093, and a higher increase
when energy usage intensity ratio is in the range of 0.00093–0.00110.
Equity returns also at its highest when energy usage intensity ratio ex-
ceeds –6.555347. The results again showed that return on asset exhib-
ited the highest performance when the emissions intensity ratio is above
0.00053, showing an increasing of 0.51799. Return on sale also showed
an increase of 1.0841738 when emissions intensity ratio is between the
range of 0.00044–0.00061. Similarly, Market value of equity deflated sale
showed an improvement at the point when the emissions intensity ratio is
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in the range of 0.00053–0.00055. A decline in equity returns isminimised
when emissions intensity ratio is between –10.0995 and –8.052812.
The study has demonstrated the importance of threshold analysis in

determining financial implications of carbon emissions reduction.Which
it’s believed could contribute to internal corporate carbon policy through
the application of threshold analysis to help determine the level of car-
bon reduction that might be economically feasible and/or worthwhile to
maintain a permissible level of carbon at a tolerable economic level for a
firm’s economic capacity. The threshold assessment should be able to di-
rect management as to what level they should swing into action regarding
carbon abatement management.
The assessment could also inform policy on carbon reduction invest-

ment commitments, and signal management as to where to stop or con-
tinue with carbon improvement activities and investments, to help en-
hance internal policy on carbon reduction in a more sustainable compet-
itive manner. Given the controversies surrounding the carbon emissions
reduction effect on corporate financial performance much work remains
to be done to help understand the dynamics and fundamentals of the car-
bon emissions reduction effect on firms’ general financial performance.
Conventional managerial performance evaluation is normally based

on financial and other non-financial measures which excludes environ-
mental variables such as greenhouse gas and fossil energy consumption.
But results from this studymakes it evident that managerial performance
evaluation needs transformation to include environmental ratios such as,
emissions intensity, energy usage intensity to the traditionally adopted
internal managerial performance measures against divisional investment
and/or earnings.
As climate change policies trigger unprecedented emergence in inter-

nal corporate carbon policies, and companies are increasingly develop-
ing ambitious carbon reduction agendas in all activities. Yet, one of the
setbacks amongst others is how to determine which of the corporate ac-
tivities that have significant influence on corporate carbon levels (Kjaer
et al. 2015). The findings support the stakeholder and institutional the-
ories as the results indicated the extent to which firms manage fossil-
energy resources to create balance between environmental responsibil-
ity and financial gains to preserve their legitimacy. The results further
seemed to indicate why companies institute integrated and multifaceted
programmes and activities in the attempt to enhancing corporate inter-
action with the natural environment.
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The goal of this paper is to analyse the advantages of today’s marketing
technologies, marketing channels and marketing metrics and to identify
the difficulties which companies face in navigating them. Modern tech-
nologies in all industries are drastically changing human lifestyle, inter-
actions and expectations from the brands. Companies are directing more
of their marketing investment into online, mobile, as well as combined
online and retail channels, while traditional marketing channels become
less effective. New retail and mobile technologies offer many possibili-
ties for interaction with consumers and planning of an effective market-
ing strategy. A variety of marketing analytics tools helps the companies
to measure digital marketing performance. The conclusion of the paper is
that new marketing technologies, channels and metrics dictate new stan-
dards for managing of company’s marketing in the 21st century market.
Research methodology includes study of literature, scientific articles and
online sources related to digital marketing, technology and consumer be-
haviour.
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Introduction
Today’s technology is developing so rapidly that its continuous improve-
ments are getting increasingly difficult to keep the pace with. It is chang-
ing the society and vice versa – the society is affecting the development
of the technology and directing where it wants the technology to go, to
match the needs of average consumers and improve their every-day life.
Yet, some companies still fail to understand the significance which the
technology has on the lives of the consumers and how important it is
to design a memorable consumer experience and relevant personalized
content which will attract them. The increased use of technology by con-
sumers has led tomarket and product differentiation (Ampountolas 2018,
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14) and there is a widespread assumption that recent advances in Internet
technologies have transformed the previous pattern of human commu-
nication (Bannor, Asare, and Bawole 2017, 343) which has consequently
led to a drastic change in personal interactions, relationship and lifestyle
in general. With Internet as the first point of contact between companies
and consumers, andmobile channel accounting for 57 of Internet traffic
(Leuman 2018), companies today are affecting consumers’ beliefs about
the brand or the product by providing them interesting online/mobile
consumer experience.
For the past 15 years digital transformation has been taking place in all

aspects of businesses across all industries.Digitalization is one of themost
significant on-going transformations of contemporary society and en-
compasses many elements of business (Hagberg, Sundstrom, and Egels-
Zandén 2016, 694). Companies which have invested inmodern technolo-
gies and which update them regularly, have set a new level of doing busi-
ness as a standard for other players in their industry. Understanding and
using new marketing technologies helps companies improve consumer
experience in all marketing channels and at every point of contact with
the brand. Companies which utilize them can achieve competitive ad-
vantage and plan a more effective marketing strategy. New online it so-
lutions and applications allow the tracking of marketing activities in on-
line environment through marketing dashboards by providing easy and
transparent measurement of their effectiveness.
The purpose of this paper is to analyse new marketing technologies,

marketing channels and marketing metrics, to outline their positive ef-
fects on today’s companies business and to identify some of the difficul-
ties which companies face in navigating them. Researchwas conducted in
the period from July 2018 to January 2019 through methods of collecting
and studying of open access literature and scientific articles found in Li-
braryCatalogue of ZagrebUniversity Faculty of Economics and Business,
Emerald Insight database and Hrčak Portal of Scientific and Professional
Journals. For this purpose the following areas were researched: marketing
strategy, marketing channels, online advertising, mobile marketing, mar-
ketingmetrics, marketing effectiveness, marketing performance, market-
ing measurement, multi-channel marketing, omni-channel marketing,
retail marketing, digital displays, marketing technologies, mobile chan-
nel, and similar. However, not many sources provide overview of new
marketing channels which have developed owing to modern technology
possibilities and new metrics of marketing activities conducted through
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those channels. Additionally, practical suggestions and implications on
how to use new technologies to improve specific dimensions and metrics
of marketing activities can seldom be found in books and other profes-
sional papers. Therefore, the author had to include in the research also
Internet sources such as recently published online articles and YouTube
videos which cover these narrowed research areas. The majority of found
sources deal with the influence of modern-day technology on consumer
behaviour patterns, which have radically changed in the past fifteen years
which has affected traditional marketing in all aspects and the way of do-
ing business in general. Therefore, as a source of information for some
cases mentioned in the paper was author’s knowledge gained at Market-
ingManagement postgraduate study at ZagrebUniversity Faculty of Eco-
nomics and Business. Also, author’s own experience from working at po-
sitions ofMarketing Investment Officer in Samsung Electronics andMar-
keting Analytics Manager in Microsoft, present a foundation for express-
ing some personal viewpoints and for making general conclusions.
Even though online has been the first point of contact with the brands

for the consumers around the world, mobile communication channel is
gradually taking over. Mobile is becoming the leading channel because
unlike other channels, through it the companies are able to reach the con-
sumers directly and communicate with them in real time, providing them
benefits such as unique brand experience and opportunity for interaction
with the brandwhenever andwherever theywant. Apart from interaction
with the brand they are interested in, consumers look for unique brand
experience so companies which know how to provide a memorable con-
sumer experience via any marketing channel, don’t face as many obsta-
cles in gaining high positions in consumers’ perception. Companies are
challenged to provide compelling consumer experience across offline and
online touch points (Hilken et al. 2018, 510). With so many brands in the
marketplace fighting for consumers’ attention, it is essential that brands
ensure solid recognition in consumers’ minds. To do that, they need to be
different and better in all aspects of business, especially their approach to
consumers. The objective of the paper is to attract attention of managers
to competitive advantage possibilities which can be achieved by combin-
ing new technologies with marketing channels and greater possibilities
than ever before for measuring marketing performance and return on
investment.
The contribution of this paper in relation to previous published papers

which have beenwritten on similar subjects can be recognized in the form
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of its progressive character where the authors is pushing of the ‘pre-set
boundaries’ by analysing marketing-related terms and subtopics which
had not previously been addressed often by too many other authors. In
this paper the readers will be able to engage in progressive thinking about
the future of marketing, combined with the vast possibilities which new
technologies bring to humanity, opening awhole newworldwithmodern
marketing channels and consumer targeting possibilities.
This paper is structured in seven sections. After the Introduction, in

the second section main concepts and terminology used in the paper are
defined. Separate sections cover three main research areas of this paper,
discussing marketing technologies, marketing channels and marketing
metrics. The end of this paper contains sections concerning practical im-
plications and conclusions.

Main Concepts and Terminology Definition
The term ‘digital marketing’ refers to promotion of products or brands
via electronic media, digital marketing channels and methods (sas Soft-
ware 2014). The term ‘marketing technology’ is used to describe a blend of
two separate disciplines –marketing and technology – and defines all the
technology which companies use to perform marketing activities in the
second decade of 21st century. Since it would not be possible to conduct
modern marketing activities without the use of technology, today these
two concepts are bound together within the term ‘marketing technology,’
often also referred to as ‘MarTech.’ Except for online and mobile market-
ing technologies, there aremany other types of digital technologies which
have to do with retail marketing possibilities or outdoor advertising and
consumer interaction via displays. The term ‘marketing channels’ encom-
passes all the routes, channels or platforms which companies use to reach
the consumers. Marketing channels are a set of people, activities and in-
termediary organizations that play a role in the process of transferring
the ownership of goods/products from point of production to the point
of consumption. They are interdependent on each other and interact with
each other (Bhasin 2018). The term ‘omni-channel’ is used to describe a
form of retailing that allows customers not only to shop across channels
but also to interact with the brand anywhere and at any time, provid-
ing them with a unique, complete and seamless shopping experience that
breaks down the barriers between virtual and physical stores (Mosquera
et al. 2018, 64). Omni-channel marketing allows the customer to experi-
ence a ‘holistic’ shopping experience, one in which a customer’s buying
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journey is smooth and seamless, irrespective of the channels used (Payne,
Peltier, and Barger 2017, 189). The term ‘multi-channel’ means using two
or more synchronized marketing channels (Payne, Peltier, and Barger
2017, 186) to deliver company’s marketing message to the consumers and
by doing so, to support the distribution of company’s goods or services.
As a result of technological advance, a new multi-device consumer has
emerged, who uses several channels simultaneously (Mosquera et al. 2017,
65). The term ‘marketing metrics’ refers to numerous measures of mar-
keting efficiency, effectiveness and success of performance of undertaken
marketing activities of a company. The speed and immediacy of digital
combined with advanced analytics make it possible to measure, monitor,
and test digital campaign performance, to learn what works and what
doesn’t work, which helps companies achieve higher roi and improve
customer experience (sas Software 2014).

Marketing Technologies
It is a fact that an average consumer uses five different technological
devices in a day, including: one or two smartphones, desktop com-
puter/laptop at work, personal laptop, tablet and even Smart tv screen
(Digital Marketing Institute 2016). The idea is not about seizing this op-
portunity and simply targeting prospects directly through all devices and
all channels available (companies doing so are often perceived as intru-
sive or annoying, and are therefore ignored by consumers). The goal is to
attract consumers’ attention and interest and find away to keep them for a
longer period of time. This can be done either by engaging the consumers
in a dynamic brand relationship characterized by interesting interaction
and benefits, or by requesting from them to help build the brand with
their recommendations and opinions, which will increase their loyalty
and sense of pride because of their contribution to the world. The most
important thing in marketing management is to remember that brands
exist because of consumers and for the consumers so listening to them
and empathizing with them is essential. It all comes down to the human
note in doing business and the technology today is what can help leverage
a brand-consumer relationship to the next level and make the companies
thrive.
Research shows that in 2012, 65 of consumers had a digital expe-

rience affect a change in their opinion about the brand (Conversation,
llc 2012). In 2014, 30 of consumers were communicating with brands
through their social media profiles (Digital Marketing Institute 2016) In
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2016, 77 of world population owned at least onemobile device andmost
of the users habitually check their mobile device 150 times a day in av-
erage (Digital Marketing Institute 2016). In 2017, 74 of shoppers made
a purchase based on a mobile device search and at the same time 79
of top advertisers didn’t have a mobile optimized site (Prismaxel 2017).
According to Internet World Stats, in June 2017, a 51 of world popula-
tion –more than 3.8 billion people – were actively using Internet (Kostić-
Stanković and Vukmirović 2018, 158). In 2018, social media has become a
hugely important part of company’smarketing communications so retail-
ers which decided to invest in social media strategies perform better than
the competition (Vend 2018). With advanced technology allowing mass
usage of smart communication devices, a change in traditional consumer
purchasing behaviour is affecting the society in a drastic way. Today, in
2019, over 6 billion people use mobile phones daily and mobile devices
are changing purchasing patterns and buyer behaviour which used to ex-
ist over the last century.
Marketing capability requires the use of digital technology as digi-

tal technology determines the organizational capability to research cus-
tomers, competitors and the broader market environment (Foroudi et
al. 2017, 232). Depending on the industry, the aspect of new technolo-
gies in marketing will have a stronger or weaker role in creating a com-
pany’s competitive advantage and better competitive position in the mar-
ket. Digital technology adopted by the organization enhances the abil-
ity to respond positively to customer needs and, at the same time, im-
proves customer-side operations. The most important contribution of
digital technology is that it focuses on the consumers and businesses and
helps drive sales and increase efficiencies by reducing costs (Foroudi et
al. 2017, 239). Technological developments offer opportunities to smes to
achieve growth and innovation, which can be delivered through greater
resources, and help smes to attract and retain more customers (Foroudi
et al. 2017, 242).
Technologies in marketing can be sorted into two groups: must-have

technologies are those technologies which companies have to implement
in order to maintain their existence on the market, most of the competi-
tors have them and most of the consumers expect to find them. Optional
technologies are technologies which can support everyday business and
boost financial results, but are mostly used by large companies which can
afford them. Standardmarketing technologies include various technolog-
ical solutions developed for marketing purposes, which most of today’s
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companies use, including: desktop website, live chat, e-Commerce plat-
forms/web shop, social media marketing, search engine optimization,
Pay-Per-Click advertising, Google display advertising, mobile website
and web shop, mobile device applications, qr (quick response) codes,
social media marketing for mobile devices, in-store Wi-Fi, video walls
and in-store displays. Advanced marketing technologies imply the tech-
nologies which still many companies have not implemented, but which
market leaders are already using, such as: mobile optimized websites and
m-Commerce (mobile shopping) sites, ‘Click & Collect’ service, interac-
tive digital video displays, beacon technology, security cameras with heat
maps, sensors linked via Wi-Fi to consumers’ mobile devices, Near-Field
Communication (nfc) and Bluetooth Low Energy (ble) linked to app on
consumers’ smartphones, crm database on Cloud linked to consumers’
smartphones for in-store ad targeting and linked to consumers’ emails
for invoice sending, outdoor interactive displays/signages, as well as m-
Wallet pos payment solutions and applications, and e-Wallet payment
solutions.

Marketing Channels
Marketing Managers in companies of all sizes are increasingly direct-
ing company’s communication towards digital channels, meaningmobile
and online. At the same time mainstreammedia (television, radio, news-
papers and magazines) are slowly being put in second place because they
are gradually losing their effectiveness (Bannor, Asare, and Bawole 2017,
343) and because new channels are relatively cost-effective compared to
traditional ones and within reach of every business (sas Software 2014).
Traditional media are often too expensive and too complicated for an av-
erage (small or medium-sized) company. Digital marketing leveraging
social media channels provides smes with a new innovative way to in-
teract with customers, providing an alternative, cost-effective and attrac-
tive proposition (Foroudi et al. 2017, 236), a so-called ‘online value propo-
sition.’ However, even more evident reason why companies move away
from traditional marketing channels is because of the evident decrease in
their effectiveness while newmobilemarketingmethods are gettingmore
andmore effective. Newmedia is dominantly used to target younger pop-
ulation and traditional mass communicationmedia will have more effect
with older population (Bannor, Asare, and Bawole 2017, 352). Advertisers
rely less on traditional media and more on Internet advertising, product
placements, using of socialmedia, buzzmarketing, etc. (Kostić-Stanković
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and Vukmirović 2018, 159). It is understood that companies don’t fo-
cus all of their marketing activities in one channel and that the same
marketing message tends to be systematically driven through different
channels.
Successful marketing strategy will prioritize channels most used for

communication, direct contact and interaction with consumers and con-
sumer marketing will be directed through channels which are most con-
venient for the consumers and not the ones which are most convenient
for the company generating the message. Today, the consumers decide
by themselves which channels they wish to use and Marketing Managers
need to align their cross-channel communication programs with brand
messaging strategies that are consistent across consumer touch-points
(Payne, Peltier, and Barger 2017, 186).
Online media today is used to distribute all sorts of valuable infor-

mation to citizens, and not just marketing/sales messages. For an exam-
ple, it allows for health institutions to reach a wider audience and de-
liver health information and health-related issues to patients (Bannor,
Asare, and Bawole 2017, 342). Online as amust-have channel is a medium
through which various campaigns can be conducted which don’t neces-
sarily have to do with marketing and/or sales campaigns but can address
large groups of population, educate them, motivate them to a certain ac-
tion and distribute valuable information which are relevant for various
aspects of their lives. However, even though online channel is the first
point of contact, consumers prefer to use the mobile channel because
smartphones and/or tablets are always within arm’s reach even when con-
sumers are ‘on the go.’ Consumers use smartphones to gather information
anytime, anywhere, from multiple sources, and execute transactions in-
stantaneously, they are personal and handy (Mahapatra 2017, 930). That
is why mobile is becoming the number one marketing channel which is
slowly but surely replacing other traditional channels. Mobile shopping is
a natural extension of e-Commerce and has more advantages when com-
pared to e-Commerce, with accessibility, instant connectivity and access
to real-time information being some of them (Phong, Khoi, and Le 2018,
188). Since online and mobile marketing channel have a lot in common,
a lot can be achieved by combining these two channels. Considering that
desktop andmobile versions have been optimized and adjusted to be used
on various electronic devices, most of the service elements are the same:
website, web shop, social media networks, display ads, live chat, videos,
blogging platforms, email services, etc. The differential advantage of mo-
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bile channel aremobile applicationswhich in combinationwith new tech-
nologies have no limits.
In digital environment, marketing mix consists of five elements – be-

sides product, price, place and promotion, the fifth element refers to peo-
ple. People are an immensely important factor which drives digital mar-
keting strategy, which is why it is essential for companies to take into ac-
count everything related to their consumers, the existing one or the po-
tential ones. Today it is possible to gather and store personal consumer
data in large databases, and the data collected allows the companies to
shape their marketing strategies and tactics better than before. Such data
includes consumers’ personal data, purchasing patterns, details of pur-
chasing transactions, favourite sales channels, purchasing history, list of
complaints, and other demographic, economic, psychographic and be-
haviouristic characteristics of consumer segments. Smart management of
this datawill allow the companies to predict future purchases of each con-
sumer segment and plan production, orders, procurement, sales volume,
forecast revenues and profit. Marketing Managers need to know how to
use the huge potential of big data and information technologies in order
to collect data which is important for the company (da Gama 2012, 219)
including data on consumers’ attitudes and perceptions of the brand, per-
ceived quality of service, appropriateness of prices, distribution channels,
brandposition compared to competition, brand awareness, etc. For an ex-
ample, companies can design the optimal communication strategy based
on consumer data extracted from their databases, afterwards choose the
most appropriate channel and then personalize themarketing message to
a particular consumer segment.
After conducting amarket segmentation and a detailed analysis of con-

sumer segments, a company will find out which segments recognize and
use technologymore and which technologies inmarketing they value the
most. Mobile channel is becoming the leading channel because it allows
companies to get through to consumers directly, providing them bene-
fits such as unique brand experience and greater real-time interaction,
which will subsequently result in greater brand recognition and higher
brand loyalty on consumer side. Even though there are some companies
which are not able to successfully integrate digital online and offline con-
sumer experiences (Hilken et al. 2018, 510), most of today’s large com-
panies implement a multi-channel marketing strategy in order to deliver
a more persuasive message to consumers. Today’s consumers are ready
to embrace the next level newsletters as main direct marketing tool, and

Volume 16 · Number 4 · Winter 2018



388 Petra Leonora Cvitanović

would like direct mailing to be high-tech, more useful than it is and not
so generic. Direct mailing is still considered the best tool for reaching the
consumers directly, especially Generation X consumers (born approxi-
mately 1965–1979) who prefer email communication in general. However,
it has a slightly different effect on older and younger generations of con-
sumers. For an example, Generation Y consumers, so called ‘The Mil-
lennials’ (born approximately 1980–1994), prefer to be reached by text
messages rather than by emails, so email newsletters will not have the
same impact on them. Another modern marketing channel is outdoor
advertising on interactive digital displays and signages in all sizes. Since
Generation Z consumers (born approximately 1995–2015) prefer commu-
nication using photos, videos and other visualmedia, it is understandable
why interactive digital displays appeal to them the most and why we can
expect to see them dominating the streets and shopping centres in the
future.
The efficiency of new technologies in retail marketing can be proved

in real time. New technologies offer a range of possibilities for interact-
ing with consumers at every moment while they are inside of a ‘brick
& mortar’ store. Technologies such as indoor positioning systems based
on ble beacon devices and nfc offer a wide range of opportunities for
reaching consumers via brand’s mobile application in consumers’ smart-
phones. Digital technologies allow the consumers to connect to Internet
through their mobile devices inside of the physical store, which has been
changing the way they shop, the way they gather information about the
products, and their entire in-store shopping behaviour (Hagberg, Sund-
strom, and Egels-Zandén 2016, 697). It is a fact that 70 of consumers use
smartphones while in the store and 79of consumers use smartphones to
help them with shopping (Prismaxel 2017). Tech-savvy consumers bring
their smartphones to every shopping as a shopping companion (StarMo-
bileSolutions 2013).
If a retailer wants to provide a more enjoyable and easier shopping ex-

perience to consumers, more attention will have to be paid to consumers’
needs and suggestions on what should be improved in the stores. Some
consumers probably want to spend more time in-store but are lacking
fun andmotivational elements so they leave the store disappointed. Con-
sumers are ready for next level technologies so retail stores which use
newest and more interesting technologies are perceived as more attrac-
tive. Consumers show an increasing desire to have a more engaging ex-
perience while shopping because they have high level of expectations to-
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wards technology-based innovations able to support them while enter-
taining them at the same time (Papagiannidis et al. 2017, 166). Also, in
order for the retailers to be able to upgrade consumers’ satisfaction and
boost own sales results, they will have to make an effort to find out why
they use mobile devices when they are physically inside their store and
what technology they would like to have at disposal at that moment. Ex-
cept for the goal of reaching the consumers and offering them a certain
product or a service to buy, the retailer might prefer to invest efforts in
providing them information and by doing so, assist them to make a pur-
chasing decision. Perhaps some consumers would like the product tags
(on clothes or shoes) to have qr codes which would help them. For an
example, after scanning the tags with their mobile app, the app would in-
form them if the product is available in other sizes, what quantity of the
same product is available in warehouse, or if the product can be bought
at a lower price in another shop of the same brand. This will make the
consumers happy because it will help them find the information they are
looking for quickly and without having to ask the sales personnel for as-
sistance, or without having to wait in line, which will save them time.
Other group of consumers will appreciate interaction via their mobile
device – for an example, receiving a greeting message when they enter
the store or user specific ads sent to their messaging app as they stroll
down the store aisle. If retailers combine Cloud service, Internet of Things
(iot) technology, mobile applications, positioning systems and smart
home technologies, systems and services (under the assumption that con-
sumers are using them), retailers’ marketing messages will be consistent
and seamlessly delivered to consumers.
In retail, in-store Wi-Fi and digital video displays have become a gen-

eral standard and are the basics of what all consumers expect to see when
they enter the store. Stores which don’t have Wi-Fi are not able to inter-
act with consumers via their mobile devices and because of that the total
buyer experience is perceived as less in quality in the eyes of consumers.
Still, this doesn’t mean that the retailers are not investing in advanced
technologies for their stores because some technologies go unnoticed
by consumers, but are highly valued by retail managers because of their
usefulness for the business. Retail store technology, for instance, beacon
technology allows real-timemonitoring of products on the shelves, which
helps the retailer to find out which products are most popular among
the consumers, and to place new orders on time to keep up with the
demand and avoid possible unexpected stock-out. Some retailers are al-
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ready connecting consumers’ mobile devices to crm database via nfc
and ble. The system can be set up in a way that the database ‘commu-
nicates’ directly to with the consumer, and that no one else has access to
their personal data. In crm database customers’ purchasing history can
be found, customers’ preferences, regular shopping items (or shopping
list), filled out satisfaction questionnaires, complaints list, contact infor-
mation as well as their purchasing patterns. Having at disposal databases,
marketing decision support systems, applications and software can result
with long-term positive effects to marketing function and business be-
cause they allow synthesis and analysis of marketing data and gathered
consumer data (Prismaxel 2017), as well as creation of comprehensive re-
ports on market trends. Without databases, operating and coordinating
marketing activities would be much more difficult for the company.
Next, there are technologies such as sensors which monitor and anal-

yse consumer buying behaviour and patterns of their movement while
they are in store. General visitor data is collected without the consumers
knowing about it, such as their age group, sex, average duration of one
visit to the store, isles (product categories) which certain consumer seg-
ment prefers, their way of moving around the shop, where they spend
most time, how much store do they cover during one visit, how long do
they wait in line, when the consumer again visited the shop and the time
between two visits, etc. The idea is to collect the data on consumer be-
haviour and to adapt future marketing activities and shelf merchandis-
ing activities accordingly (Rieland 2013). Retailers have been collecting
such data for the past five years, inspired by similar data on consumer
behaviour which is continuously being collected in the online channel.
Other technologies used for the same purpose include security cameras
which create heatmaps and in this way identify the best in-store locations
to place products and/or product display stands, andwhich to avoid since
they appear to be ‘blind spots’ for the consumers (Rieland 2013). Except
for devices which allow customers to perform automatic checkout, there
are also technologies that make it easier for customers to locate specific
products quickly in the store (Mosquera 2017, 66).
Consumers like the combination of online/mobile channel and retail

channel because of the convenience it provides them.Many retailers have
adopted delivery innovations such as buy-online-pickup-in-store (Lim,
Jin, and Srai 2018, 308), fashionably referred to as ‘Click & Collect’ ser-
vice. This e-Commerce/m-Commerce & retail trend has been readily
welcomedbymillions of consumers around theworld because consumers
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table 1 New Marketing Technologies per Channel(s)

Marketing
channel(s)

New technologies in marketing

Mobile m-Commerce, Mobile applications, mobile optimized websites and
web shop sites

e-Retail e-Commerce platform (web shop), e-Wallet payment solution

Online/Retail ‘Click & Collect’ service

Retail Interactive digital video displays, beacon technology, security cam-
eras with heat maps, crm database on Cloud linked to consumers’
smartphones for in-store ad targeting

Retail/Mobile nfc and ble linked to app on consumers’ smartphones, sensors
linked via Wi-Fi to consumers’ mobile devices, m-Wallet pos pay-
ment solutions

Direct crm database on Cloud linked to consumers’ emails for invoice
sending

Outdoor ooh interactive displays/signages

like to search for information about the products online when they have
time and order them from home, and then pick them up later at the re-
tail store’s point of collection. After finding the best offer for the product
which can be bought in a particular store in their city, consumers will
also check product reviews, and the research shows that 88 of them will
take action within the same day, be it calling or visiting the store (Star-
MobileSolutions 2013). When it comes to mobile payments applications,
consumers valuemore the usefulness which this payment solution offers,
while at the same time, it doesn’t have to be easy to use, and they will still
use it because of its practicality (Aslam, Ham, and Arif 2017, 171). Digital
retailing, also called Internet retailing, has become a multi-billion pound
industry which continues to experience double-digit growth rates, and is
characterized by intense competition and consumers demanding high-
quality service (Hooley et al. 2017, 352). There are many digital retailers
such that engage only in online trading and are therefore referred to as e-
tailers. Today’s e-tailers place a strong emphasis on delivering a superior
e-service to online consumers which includes the new payment solution
such as digital wallet or e-Wallet. Also, one of the main concerns is how
to communicate effectively by conveying a lot of information (such as
product specifications) in a concise and relevant way and in a consumer-
friendly format (p. 353).
In order to be able to implement specific new marketing technologies
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in chosen marketing channel(s), a company has to have at disposal cer-
tain level of technological prerequisites. Table 1 shows a brief overview of
new technologies in marketing which are used in new marketing chan-
nels and which present the new way of doing business. Even though these
technologies may still be perceived as futuristic bymany business owners
or companymanagers, in several years from now some of these technolo-
gies will be considered outdated and will be replaced by even newer tech-
nologies, which are not yet on the horizon. Another option is that these
technologies will become the basis whichwill only getmore andmore up-
graded in the upcoming years. In any case, companies which are resisting
to implement these new technologies, are only hurting their business in
the long run by doing so.

Marketing Metrics
When consumers use digital channels, they leave behind a huge trail of
data (sas Software 2014). For an example, social networking sites collect
large streams of detailed user data, and to be able to understand it, they
deploy data mining and data analytics tools. These technologies allow for
various behavioural patterns to be discovered and users to be served with
tailored, localized content which is more relevant to them (Jones 2017,
915). When consumers visit certain website or search for certain terms by
using certain search words, their online activity is recorded, stored and
analysed. The term ‘analytics’ often involves finding patterns and corre-
lations in the data which have to do with consumers, their responses or
purchases, in order to produce a deeper understanding of the consumers
(Stone et al. 2017, 218). Besides the latter, companies today have at dis-
posal a variety of marketing analytics tools for they use for tracking of
daily, weekly, monthly, quarterly and yearly online andmobile marketing
performance at chosen markets. A company which integrates marketing
analytics tools and techniques in its strategy, has the advantage of better
forecasting its cash flow dynamics and making necessary adjustments of
marketing efforts in a timelymanner. If company’s cash flow is at a critical
point, sales needs to be boosted in a rather short period of time in order
to attain financial liquidity. In such situation, marketing team will have
to choose the best tactics and direct them towards the right target group
and adjust certain elements of marketing mix. If the company has readily
available actual data about the market, previously gathered and system-
ized, it will know which tactics to use, which sales/distribution channels
to use, which prices to set and how to reach the consumers in the best
possible way.
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Often, investment in marketing is perceived as risky investment due
to insecure return on investment from marketing activities. Because of
that, it is not possible to determine what effect on sales increase mar-
keting activities actually have. In spite of that, modern Marketing Man-
agers manage marketing metrics and marketing investment better than
the previous generation. At the beginning of each calendar year many of
them make reservations of budget for measuring of marketing and de-
termining the effectiveness of marketing activities because by doing so,
they ensure credibility of marketing business function (Marshall 2007).
Development of marketing strategy which will motivate consumers to
buy a certain product, decisions on optimal combination of communica-
tion channels, and profitability calculations should be based on figures.
In order to ensure profitability for the company, customer portfolio has
to be analysed in detail and decisions on marketing investment should
be made in a strategic manner (Beasty 2007). It is recommended that
once in a while companies do a critical review of achieved marketing
goals andmarketing profitability and to examinemarket approach strate-
gies. This is done by marketing effectiveness review, regular marketing
activities control and analysis, and by auditing of the marketing plan.
For Marketing Managers and company management, the areas of mar-
keting profitability and marketing effectiveness are the main marketing
areas of interest (Ferrell and Hartline 2008). A company can learn about
the effectiveness of amarketing strategy by analysingmarketing costs and
by comparing sales results with related marketing costs and profit mar-
gins. By doing this, Marketing Managers will be able to allocate avail-
able financial funds for future marketing activities in a more adequate
way.
There are many standard metrics which can be used to measure the

effectiveness of offline marketing activities. The most important market-
ingmetrics which today’s companies use are: relativemarket share, return
on (marketing) investment, relative price, product availability, ad reach or
campaign reach, total revenue per month, market share, total number of
consumers, relative perceived quality, relative price, customer retention
rate due to brand loyalty, customer satisfaction, customers’ complaints
(Farris et al. 2014; Belch and Belch 2015), brand awareness, product avail-
ability (Hooley et al. 2017), profitability and sales growth (Faridyahyaie,
Faryabi, and Noubar 2012). With the rise of digital technology and dig-
ital marketing, a variety of new marketing metrics have also appeared,
including: traffic on website, number of unique visitors, number of visits,
average time on site, webpage eye tracking, average revenue per lead, total
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table 2 Some of standard marketing metrics vs. some of new marketing metrics

Standard marketing metrics New marketing metrics

Relative market share Traffic on website

Return on (marketing) investment Number of unique visitors

Relative price Number of visits

Product availability Average time on site

Ad reach or campaign reach Webpage eye tracking

Total revenue per month Average revenue per lead

Brand awareness Total revenue per month

Total number of customers Number of impressions

Customer retention rate Advertising exposure time

Customer satisfaction Click-rate

Customer complaints Cost per conversion

notes Adapted from Farris (2014, 13–20) and Belch and Belch (2015, 521).

revenue per month, number of impressions, advertising exposure time,
click-rate, conversion rate, cost per conversion, etc.
Marketing Managers must have a clear understanding of the poten-

tial of information technologies and the best ways to use them, in order
to gather the relevant data which is important for company’s marketing
(da Gama 2012, 219). Collected information about consumers and from
the consumers, should be analysed and synthetized into ‘easy to use’ re-
ports which will guide the management in decision-making process. The
principles of big data allow the companies today to integrate all the col-
lected data and use sophisticated analytics to generate consumer insight
(Stone and Woodcock 2014, 8–9). The term ‘big data’ refers to the ability
to collect, store and use massive volumes of data, some of which arises
from increased use of mobile technology and social media (Stone et al.
2017, 223). Thanking to the widespread and continuous utilization of In-
ternet as the main platform for all digital marketing channels, marketing
dashboard has been developed. This tool enables the analysis of online
activities marketing metrics and a superb overview of them all gathered
in one place. Standard marketing metrics include a number of total web-
site visitors, the ratio of number of visitors who clicked on an ad and
the number of visitors who saw the ad, the ratio of visitors who made
a conversion/purchase transaction online in a certain period and the to-
tal number of visitors in that period, and other analytics which can be
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used to measure effectiveness and strength of implemented marketing
tactics. Another advantage of online marketing is the fact that it allows
even small companies which don’t have many employees, large shops nor
modern it equipment, to conduct marketing activities in certain digital
channels for small amount of investment and successfullymeasure return
on investment for these activities.
Beside the mentioned activities, Internet allows the companies the

insight into competitive digital marketing activities and comparison of
marketing metrics through a variety of available marketing reporting
tools which analyse the content on websites of interest. Many companies
would find it difficult to imagine implementing their digital marketing
strategies without onlinemarketing dashboards which they use on a daily
basis to monitor activities that take place online. Marketing trends and
data analytics platforms such as Google Analytics, Jumpshot, Similar-
Web, sem Rush or Klipfolio are excellent for tracking of digital market-
ing performance through statistical data and trends overview, key perfor-
mance indicators, share, ratios, and various mathematical calculations,
according to company’s needs and preferences. Additionally, these tools
allow Marketing Managers understanding of marketing performance in
a visually attractive and simple way by presenting the data inmany differ-
ent (pre-set) graphic options. Owing to them, Marketing Managers have
a clear knowledge of company’s position when compared to the compe-
tition, which serves them as a basis for making decisions on appropriate
marketing tactics and channels in the shortest period of time. All the
data which refers to online marketing are automatically found, collected
and analysed by the software in a matter of seconds. However, for offline
channels there isn’t a tool or a dashboard which would allow such easy
collection of data in a single place, and marketing metrics for offline ac-
tivities often requireMarketingManagers to have extensive knowledge to
be able to interpret them correctly and accurately. Often such data cannot
be gathered quickly, easily and at low expense of company’s resources so
the companies usually outsource the measurement of offline marketing
activities performance to specialized agencies or companies for measure-
ment and data analytics such as The Nielsen Company. It is a fact that
traditional marketing is getting less effective by the minute.

Practical Implications
For the past few years all companies have been undergoing a digital rev-
olution, a process of transforming their businesses because the outside
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market factors request it. Marketing dashboards provide a convenient
way of tracking marketing investment, monitoring market share, mea-
suring scores in comparison to industry average results, and receiving
a numerical feedback about implemented marketing tactics in the form
of the return on investment. However, if companies want to understand
what makes the strategies of their competitors so successful, they need
to pay more attention to the psychology behind consumer behaviour. In
the future, it will not be enough for marketing to ensure only evident im-
pact on business, but its progress will be mostly noticeable in customer
retention. Successful brands of the future will make it their priority to
continuously keep up with ever changing consumer wants and expecta-
tions, find out consumers’ actual and latent needs, and make an effort
to investigate the underlying beliefs which drive their actions and deci-
sions. Currently there is a need to raise the awareness of companies to the
human aspect of marketing communication and brand interaction since
people are an integrated part of digital marketing strategy of the present
and the future. In the upcoming years the entire concept of running a
business just to achieve profit will have to be changed because the con-
sumers are what keeps any business going so they should be approached
with more respect and not be treated just as statistical figures on a mar-
keting dashboard. Needless to say, if the consumers feel valued by the
brand, they will return and bring with them other, new consumers. It
all comes down to the human note in doing business and the technol-
ogy today is what can help leverage a brand-consumer relationship to
the next level and make the companies thrive. In the future, integrated
multi-channel marketing communicationswill include a seamless flow of
company’s communications through various inter-connected channels.
In a decade from now, revolutionary marketing innovations combined
with technologies that are yet to be developed, will have a significant ef-
fect on society’s behaviour and consumers lifestyle. We can expect future
technological trends to make buyer behaviour incomparable to what it is
today, especially considering the yet unknown consumer behaviour pat-
terns which the new generation of consumers will develop, together with
their future expectations from the brands as well as their marketing mix.

Conclusion
In this paper newmarketing technologies and newmarketing channels in
modern-day business are analysed, together with the possibilities ofmea-
suring marketing performance in digital environment. New channels,
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such as online and mobile, allow the companies increased transparency
of their business and online marketing activities. A successful business
model at 21st century marketplace includes recognizing the value of new
technologies in marketing and implementing them together with pro-
gressive, modern marketing know-how, which will allow companies to
achieve better business results.
Notmany books and scientific articles had beenwritten on similar sub-

ject. However, it is noted that this topic is becoming an interesting re-
search area to other scholars around the world. Previous research shows
that in the previous 15–20 years’ timeframe, Marketing Managers and re-
tailers have observed how modern digital technologies influence the be-
haviour of consumers, their perception of the brand, their purchase in-
tention and their overall shopping experience. When compared with the
research of other authors who mostly focused on a specific subtopic of
digital technologies or marketing channels, this paper offers a bird’s view
of new marketing technologies in regards to new marketing channels, by
mentioning all the relevant terms and by outlining the obvious conver-
gence of digital marketing discipline with technology, it, and ict. Since
managing of digital marketing of today’s companies means among other
the collection and interpretation of big data, the topic of marketing met-
rics had to be explained. This paper offers easy comparison of traditional
marketing metrics with the new ones which refer to digital marketing
activities (online and mobile ones).
Considering that technology is continuously moving forward, compa-

nies which invest their financial resources in up-to-date technological so-
lutions, are bound to stay ahead of their competitors who are not as quick
to adapt. Eventually, they will also have to embrace new technologies if
they want to remain in business. With the technology advancing so fact,
companies don’t have a choice but to digitize and adapt, and the sooner
they do it, the better. In order to successfully reach the consumers, all
companies have to update their outdated technologies and adjust their in-
tegratedmarketing communication in all the channels, including the new
ones. While the choice of communication channels will affect to which
extent will the company stand out from competitors, implementation of
these new technologies will surely contribute to better marketing perfor-
mance and better business results. Companies which own sophisticated
technologies are setting a new standard of doing business and are acting
as benchmarks for other companies in their markets and industries.
Paper limitations include a lack of books and scientific articles on the
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subject of new technologies in marketing, new sales/marketing /distri-
bution channels and new marketing metrics. Further research should
be made on comparison of consumers’ virtual shopping experience with
physical shopping experience. In order to further examine the implemen-
tation of newmarketing technologies, new channels and newmetrics and
their business impact, a suggestion is to conduct on-field research on a
sample of companies from different industries. Business success of these
companies should bemonitored through a longer period of time and then
compared to those of the companies which resist the digital transforma-
tion and prefer to use traditionalmarketing channels andmetrics instead.
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In this paper, we focus on future job profiles at smart factories. We con-
ducted a case study from the Slovene automotive industry, because this
industry is one of the first to adopt the guidelines of Industry 4.0 and has
already started transforming into a smart factory. The method of inter-
viewing a focus group was chosen as the method of data collection. An
interview with focus group experts was done with the aim of getting data
on job profiles and competencies in the future. Our sample included six
participants, managers from automotive company tpv in Slovenia, who
are themost knowledgeable informants, due to their expertise on the topic
of the study. The key theoretical contributions are to be found in the list
of future job profiles, which is under-researched, especially in the field of
smartmanufacturing. Therefore, the identification of those is an important
theoretical contribution of this study.
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Introduction

The research is focused on understanding and exploring the concept of
smart factories in the automotive industry in terms of addressing changes
to job profiles and the emergence of new job profiles. After the review of
domestic and foreign literature, this area was perceived as a rather un-
explored and worthwhile in-depth scientific treatment. There is a small
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amount of research on this topic abroad, whichmainly includes literature
reviews on the subject of Industry 4.0 and not empirical research.

Research Question: How Is the Transformation from a Classical
to a Digital Business Model Changing Job Profiles at
Automotive Smart Factories?

The goal of the paper is to present tomanagers and researchers the strate-
gic framework for establishing jobs at automotive smart factories. To un-
derstand the transition from classicmanufacturing to smart manufactur-
ing, we need to understand the particularities of the fourth industrial rev-
olution. For this reason, the authors begin the paper with the definition of
Industry 4.0 and then continue with human resource trends in Industry
4.0, followed by challenges, according to job profiles, that factories will
face during the transition and post transition phase.

Industry 4.0 and Smart Factories
In 2011, at the Hannover fair, the German government named their new
economic program Industry 4.0. Industry 4.0, i.e. the fourth industrial
revolution, is based on concepts and technologies that include Cyber-
Physical Systems (cps), Internet of Things (iot) and Internet of Services
– (ios) (Möller 2016; Roblek, Meško, and Krapež 2016). Such new con-
cepts force companies to transform their traditional businessmodels into
digital business models, which present a huge challenge for these compa-
nies.
Industry 4.0 in general is seen as the application of cyber physical

systems within industrial production systems, which can be seen as an
equivalent to what has been introduced as ‘industrial internet’ by General
Electric in North America (Posada et al. 2015). Industry 4.0 has become a
major influence on manufacturing, particularly in its focus on creating a
smart environment. The common name for this smart kind of manufac-
turing is the term ‘smart factory,’ while other terms are also common in
other countries, for example, in Italia the term is Fabricca Intelligente, in
Belgium it is Flanders Make, in the usa it is called the Smart Manufac-
turing Leadership Coalition, in China it is Made in China and in India it
is Made in India (Mabkhot et al. 2018).
A smart factory is themain feature of Industry 4.0, and is characterized

‘by self-organized multi-agent systems assisted with big databased feed-
back and coordination’ (Russell andNorvig 2009). The concept of a smart
factory describes the vision of future manufacturing (Wang, Wan, and
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Zhang 2016), a future form of industrial networks (Radziwon et al. 2014).
Following digital and virtual factories (Ivanov et al. 2016), smart factories
represents the next step in the evolution of factories (Lucke, Constanti-
nescu, and Westkämper 2008). Lucke, Constantinescu, and Westkämper
(2008) defined a smart factory as a factory that ‘context-aware assists peo-
ple and machines in execution of their tasks.’ The smart factory can also
be defined as a cyber-physical system,where flexible and agile production
is implemented. It integrates physical objects, conveyers, and products
with information systems. In smart factories, intelligent machines, sys-
tems and products are interlinked, which will consequently make future
production system structures increasingly decentralized (Yoon, Shin, and
Suh 2012).
The Internet of things enables a continuous interaction and exchange

of information in the smart factory (Ghobakhloo andAzar 2018; Yao et al.
2017). While the term artificial intelligence is used to describe a machine
that imitates human cognitive functions, such as learning and problem
solving, within the context of machines communications, artificial intel-
ligence (also machine intelligence) is understand as the intelligence dis-
played by machines, in contrast to the natural intelligence displayed by
humans and animals (Flynn, Dance, and Schaefer 2017). Because of ma-
chine intelligence, smart machines, conveyers and products communi-
cate and negotiate which each other to reconfigure themselves for flexible
production of multiple types of products. The industrial network collects
massive amounts of data from smart objects and transfers them to the
cloud. This enables system wide feedback and coordination based on big
data analytics to optimize system performance and to achieve high effi-
ciency (Yao et al. 2017).
A smart factory can develop products virtually; in current times, com-

panies are able to run virtual experiments on a digital prototype. Within
the modular structured smart factories, cyber-physical systems monitor
physical processes, create virtual copies of the physical world and make
decentralized decisions. Via the Internet of Things, cyber-physical sys-
tems communicate and cooperate with each other and with humans in
real-time both internally and across organizational services offered and
used by participants of the value chain (Flynn,Dance, and Schaefer, 2017).
As such, digital manufacturing and design are influencing careers, prac-
tices, and processes in companies (Crnjac, Veža, and Banduka 2017).
Production organizations have not yet reached the level of develop-

ment required to become a completely smart factory, although many re-
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searchers and practitioners are extensively researching and working on
the topic of Industry 4.0. Current production systems cover some of the
concepts of Industry 4.0, mainly in the field of interoperability (Gruber
2013). In order to make production organizations successful in moving
to a smart factory, an important part is a well-designed strategy, which
incorporates future job profiles.

Future Job Profiles at Smart Factory
Production paradigms are and have always been shaped by different fac-
tors, i.e. sociological, economic and technological (Chu et al., 2016). Sin-
sel et al. (2017) andMagone (2016) found that the main perspective in In-
dustry 4.0 is a technological perspective. A few studies on the economic
valuation of smart factories exist, such as cost-effectiveness analysis (Sin-
sel et al. 2017) and studies on the productivity of smart factories (Madsen
andMikkelsen 2018; Munyai, Mbonyane, andMbohwa 2017). The aim of
smart factories is not only to create an economic effect, such as reducing
costs and increasing productivity, but also to consider human and the so-
ciological aspect of the new paradigm brought by the fourth industrial
revolution (Kang et al. 2016). The development and increasing imple-
mentation of smart technologies in organizational environments brings
about social and economic change, as well as the emergence of new so-
cial and ethical problems. Smart technologies namely: (i) have security
vulnerabilities in sensitive privacy areas, in regards to people and orga-
nizations (business secrets), which can allow hackers to obtain sensitive
personal information in real time; (ii) can create a loss of jobs; (iii) can
cause employee’s to be replaced for different tasks (Meško, Roblek, and
Bach 2017).

Methodology
Aqualitative research approachwas used, which enables in-depth studies
of real-world settings and captures contextual richness and thick descrip-
tions (Yin 2011). Within the qualitative approach, a case study was used
in order to explore and gain understanding of an in-depth, multifaceted,
complex issue that arises in real life. The case study is used in many dis-
ciplines and largely it is used in the field of social sciences (Crowe et al.
2011). The case study is defined as a robust research method, which is
used especially in cases where a comprehensive and in-depth study is re-
quired. It allows the researcher to carefully examine the data in a partic-
ular context. In most cases, a certain geographical area is included in the
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case study or a very limited number of units (individuals) are selected as
the subject of study (Zainal 2017). The case study research was carried
out in the Slovene automotive manufacturing organization, named tpv.
tpv is a development supplier in the automotive industry with exem-
plary corporate practice concerning implementations of new technolo-
gies. Their programs are grouped in three business divisions: Vehicles,
Trailers, and the core business division – AvtoIn. Currently, they have
five production sites in Slovenia and one in Serbia and employ over 1,200
people. In the automotive industry, innovation and continuous develop-
ment are at the forefront and represent the key to the long-term success of
the industry. The automotive industry has always been in the field of the
fastest transformations and the fastest technological development. Not
surprisingly, the first industrial robot was created in General Motors in
1961 (Stamp 2013). Bilas, Franc, and Arbanas (2013) state that, according
to oica (Organization of International Construction Industries), the au-
tomotive industry is the sixth largest industry in the world. It is one of the
largest employers around the world and as such is directly or indirectly
responsible for every ninth job in developed countries (Bilas, Franc, and
Arbanas 2013). The automotive industry is one of the most competitive,
advanced and complex industrial sectors (Weyer et al. 2016). No other
industry invests more into smart factories than automobile manufactur-
ers (Bongardt 2018). The automotive industry has a strong influence on
the economy of a country, it is an industry with a strong tradition, strong
technological and economic impact. Innovation and continuous devel-
opment are at the forefront of the automotive industry and represent the
key to the long-term success of the industry. The market for the automo-
tive industry is global – global change and change in the local markets
require the maintenance of a dynamic balance (Erenda et al. 2018).
The method of focus group interviews was chosen for data collection,

because it generates a wider range of views and ideas than could be cap-
tured through individual interviews (Krueger and Casey 2015). An inter-
view with a focus group consisting of experts was done with the aim of
getting data from on job profiles and competencies. The focus group is a
group of experts selected by researchers in order to discuss and comment
on the chosen topic. Due to the synergistic effect, focus groups are more
productive than individual interviews (Powell and Single 1996). The aim
of the focus group interview is to identify key topics and research issues
that are important for the transition from classical to smart factories. Our
sample included six participants, managers from the automotive com-
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pany tpv in Slovenia, who are the most knowledgeable informants, due
to their expertise on the topic of the study. Focus groups range in size
from six to twelve participants in order to stimulate discussion (Guest,
Namey, and McKenna 2017). Discussion revolved around one question:
What, in your opinion, are the expected job profiles in the future (by
2030), of operative level employees at smart factories in the automotive
industry? Focus group interview lasted about 90minutes. Initially, partic-
ipants were informed about the purpose and given an option of informed
consent.
We structured our analysis with the content analysis method. The con-

tent analysis method enables gaining new knowledge based on primary
data. In addition, elements of grounded theory were used. The inductive
approach requires the theory to be developed after the data is collected, so
the expected cause and effect relations among the variables in the model
are not known prior to the data analysis (Saunders, Lewis, and Thornhill
2009).

Results and Discussion
Our research question wasHow is the transformation from a classical to a
digital business model changing job profiles at automotive smart factories?
In an inductive study of an automotive company, we conducted a coding
procedure, searching for concepts and categories. To increase credibility
– reliability, we use three coders to code interviews. Our analysis revealed
new jobs profiles presented in table 1.
The professions that will be created in the future at smart factories in

the automotive industry are related to the field of design, informatics and
computer science, maintenance, robotics and mechatronics. Embedded
mechatronics will becomeprevalent in future automotivemanufactoring.
A mechatronic engineers will need to become interdisciplinary experts
with understand of the various components and instruments involved in
manufacturing, such as robots, mechanical systems, actuators, sensors,
controllers, computer systems and embedded systems, while at the same
time will be required to understand programming languages necessary to
run these components and instruments (Meek, Field, and Devasia 2003;
Ollero et al. 2006). Mechatronics engineers will also be expected to know
how to design user-friendly environments and systems and be able to de-
velop software and hardware modules (Ollero et al. 2006; Kozák et al.
2018).
Robot assisted production, where robots can be trained, through inter-

Managing Global Transitions



Future Job Profile at Smart Factories 407

table 1 Future Jobs at Automotive Smart Factories

Future jobs Sample quotations

Mechatronics p1: ‘There will be a huge demand for mechatronics.’
p5: ‘There will be professions such as mechatronics . . .’

Robotics p6: ‘Mostly, focus will be on the professions of robotics . . .’

Smart system
designer

p2: ‘In my opinion, there will be smart system designer in demand.’

iot designer p1: ‘Designing for example sw services requires iot designing . . .’

Supervisor of
high-tech
smart systems

p3: ‘A comprehensive digitization of the company (data in the cloud,
real-time data/information analysis, visualization . . .) requires more
and more control. Therefore, the professions related to the control of
high-tech systems will be required.’

Maintenance
of high-tech
smart systems

p4: ‘So called smart technology and systems need to be maintained,
and, in my opinion, future job will be related to maintenance of high-
tech smart systems.’

ict system
maintenance

p4: ‘Important job will be maintaining ict systems.’
p5: ‘In the future, new professions will be related to ict mainte-
nance . . .’

Data analyst
(big data . . .)

p5: ‘We will get experts for big data processing . . .’
p2: ‘Work will be done remotely, data will be collected and managed
in the cloud, which requires suitable analysis and therefore a properly
trained data analyst.’

Programmer p3: ‘The programmers will have extraordinary power. Programming
on the computer, game theory, the need for these professions will be
almost infinite.’
p4: ‘The future jobs are related to computer science.’

A process
analyst

p6: ‘New ones (jobs) will be linked to process analysis.’

notes p1–6: Interviewees 1 to 6.

action with the environment through sensors, will replacemanual labour
in production operations, however it will create a new job called the robot
coordinator. Robot coordinators will also be involved, to varying degrees,
in maintenance and supervisory tasks and machine operators will often
have the potential to be retrained for such tasks (Lorenz et al. 2015).
The interviewees also mentioned that a smart system and iot de-

signer will increasingly be sought after in smart factories, in order to
create smart systems and iot technology architectures, such as the 5c
architecture (connection, conversion, cyber, cognition, and configura-
tion) (Lee, Bagheri, and Kao 2015; Ollero et al. 2006).
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Smart systems, after they are designed and constructed, will in turn
also need someone to supervise them, and as such supervisors of high-
tech smart systemswill also be in demand, where production systems and
their environment will be supervised with the help of various connected
objects (Wang, Törngren, and Onori 2015).
Smart factories make use of several kinds of programming languages,

both visual and textual, object-oriented and non-object oriented. Pro-
gramming of automation systems based on programmable logic con-
trollers (plc) mainly use the International Electrotechnical Comission
(iec) standard, however current programming with iec is mostly non-
object oriented, however efforts have beenmade to extend the functional-
ity of current iec languages to meet the requirements of object oriented
programming, as this wouldmake the programming languagemore suit-
able for large distributed systems (Basile, Chiacchio, and Gerbasio 2012).
Data analysts, especially big data analyst, i.e. analysts of large databases,

will play an important future job profile at smart factories. The concept of
big data and big data analysis encompasses not only the capacity, but also
the technology, tools and skills that enable the capture, manipulation and
interpretation of databases with enormous amounts of data (Waterman
and Bruening 2014), for example data mining, which is a powerful tech-
nique apply to the data for generalisation, characterization, association,
classification, clustering, pattern matching on a fundamental level, high
level, multiple-levels, etc. (Jain et al. 2016).
Finally, according to the interviewees, a process analyst will be sought

after, to findout how current processes in smart factories can be improved
or maintained, for example, with the help of optimization or automation
of processes.

Conclusion
Increased productivity achieved with smart technologies can help to
provide jobs and increase consumer demand with additional income
(compensatory effect), but the use of new production technologies and
processes can also destroy jobs (redundancy effects). There is concern
that Industry 4.0 will lead to long-term technological unemployment
(Hungerland et al. 2015).
In this paper, we focus on an important topic, which is future job pro-

files at smart factories. We have chosen a case study from the Slovene
automotive industry due to the reason that this industry is one of the
first ones to adopt the guidelines of Industry 4.0 and has already started
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transforming some of its companies into a smart factory of Industry 4.0.
Our findings possess important implications for conceptualizing job

profiles in Industry 4.0 and practical implications for managers con-
cerned with human resource management activities. The key theoretical
contributions are to be found in the list of future job profiles that are
under-researched, especially in the field of smart manufacturing. There-
fore, the identification of those is an important theoretical contribution
of this study.
While we believe our study has an important contribution, it has some

limitations. The main limitation derives from the chosen methodology,
qualitative research approach. The case study research method does not
allow statistical generalization to the population. Case studies enable
‘generalizations to theoretical propositions and not to populations or
universes’ (Yin 2003). Other common limitations of qualitative research
are the lack of trustworthiness and credibility. To overcome this limita-
tion, various procedures have been used and the research is presented as
transparently as possible.
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Zunanje izvajanje na področju informacijskih tehnologij
in poslovnih procesov na Poljskem: motivacija
in okoljski dejavniki
Wojciech Piotrowicz in Damian Kedziora

Namen prispevka je povzeti literaturo s področja informacijske tehno-
logije in zunanjega izvajanja poslovnih procesov na Poljskem ter pri-
spevati k razumevanju motivacije in okoljskih dejavnikov, ki spodbu-
jajo selitev storitev v srednjo in vzhodno Evropo. Raziskovalna študija
temelji na akademski literaturi in na dveh podatkovnih virih: vladnih
in gospodarskih poročilih, ter na raziskavi manjšega obsega. Ugotovi-
tve potrjujejo, da je glavni dejavnik zmanjšanje stroškov, sledi mu pri-
pravljenost za izboljšanje procesov in uspešnosti poslovanja. Bistvena
prednost Poljske so človeški viri – razpoložljiva visoko usposobljena in
dobro izobražena delovna sila v povezavi z relativno nizkimi stroški. Če-
prav so plače pogosto višje kot v Aziji, je kompenzacija mogoča zaradi
števila diplomantov in znanja tujih jezikov. Pomembno vlogo ima tudi
članstvo v Evropski uniji in politična stabilnost. Ta raziskovalna študija
je – poleg pregleda selitvenih trendov – omogočila uvid v poglede po-
nudnikov storitev in njihovo primerjavo z gospodarskimi in vladnimi
poročili.
Ključne besede: informacijska tehnologija, zunanje izvajanje, delokali-
zacija, poslovni procesi, tranzicijsko gospodarstvo, Poljska, Srednja in
Vzhodna Evropa
Klasifikacija jel: m15
Managing Global Transitions 16 (4): 307–333

Ekonometrična analiza vpliva gospodarske globalizacije,
energetske intenzivnosti, urbanizacije, industrializacije
in rasti emisij co2 v Bangladešu
Mowshumi Sharmin in Mohammad Tareque

Prispevek proučuje učinke gospodarske globalizacije, energetske inten-
zivnosti, urbanizacije, industrializacije in rasti emisij co2 na prebivalca
v Bangladešu z uporabo tehnike Johansenove kointegracije, modelov
vektorske korekcije napak in Grangerjevih testov vzročnosti. Za analizo
vplivov inovacij na vse spremenljivke v povezavi z emisijami co2 štu-
dija za večjo zanesljivost uporablja tudi razgradnjo variance. Rezultat
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dolgotrajnega in vzročnega testa je predpostavka, da rast spodbuja po-
rabo energije in posledično veča emisije co2. Rezultat razgradnje vari-
ance predvideva, da energijska intenzivnost, urbanizacija, industrializa-
cija in rast dolgoročno prispevajo več kot 60 emisij co2 v Bangladešu.
Po drugi strani pa je učinek gospodarske globalizacije na dolgi rokmoč-
nejši, vendar pri pojasnjevanju nihanj emisij co2 prispeva le 9. Da bi
se izognili škodljivim učinkom rasti, so potrebne politike varčevanja z
energijo.

Ključne besede: Johansenova kointegracija, globalizacija, emisije co2,
urbanizacija, industrializacija
Klasifikacija jel: o44, q20, q43
Managing Global Transitions 16 (4): 335–354

Analiza razlik v razmerjih med okoljsko odgovornostjo
in finančno uspešnostjo
Thomas Adomah Worae, Collins C. Ngwakwe in Cosmas C. Ambe

Prispevek proučuje vpliv praga okoljske odgovornosti na finančno uspe-
šnost podjetij jse sri za obdobje 2008–2014. Z uporabo dinamičnih
napovedi pragov na zagonski plošči potrjuje obstoj trojnega praga v vseh
regresijskih razmerjih. Poleg tega študija vzpostavlja nelinearno (obr-
njena U-oblika) povezavo med okoljsko pobudo, merjeno s pomočjo
intenzivnosti porabe energije in donosnosti prodaje, ter linearno (in-
verzno) obliko povezave med intenzivnostjo vsebnosti ogljika in tržno
vrednostjo kapitala, padajočega zaradi prodaje. Ugotovili smo tudi, da
se donosnost prodaje zmanjša za –0,08868, če je okoljska odgovornost,
merjena z razmerjem intenzivnosti porabe energije, večja od 0,00093.
Rezultati pa so pokazali, da povečanje razmerja intenzivnosti porabe
energije v vsakem trenutku poveča donosnost kapitala.

Ključne besede: intenzivnost emisij, intenzivnost porabe energije, fi-
nančna uspešnost, razkorak, Južna Afrika
Klasifikacija jel: q5, q56
Managing Global Transitions 16 (4): 355–377

Uporaba novih tržnih tehnologij, kanalov in metrik
Petra Leonora Cvitanović

Namen prispevka je analizirati prednosti današnjih tržnih tehnologij,
tržnih kanalov in tržnihmetrik ter opredeliti težave, s katerimi se posle-
dično soočajo podjetja. Sodobne tehnologije v vseh panogah drastično
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spreminjajo življenjski slog, vzajemno sodelovanje in pričakovanja, po-
vezana z blagovnimi znamkami. Podjetja usmerjajo več svojih tržnih na-
ložb v spletne, mobilne in kombinirane spletne inmaloprodajne kanale,
tradicionalni tržni kanali pa postajajo manj učinkoviti. Nove malopro-
dajne in mobilne tehnologije ponujajo veliko možnosti za vzajemno so-
delovanje s potrošniki in načrtovanje učinkovitih tržnih strategij. Raz-
lična orodja za tržno analitiko pomagajo podjetjemmeriti uspešnost di-
gitalnega trženja. Zaključek raziskave kaže, da nove tržne tehnologije,
kanali in metrike narekujejo nove standarde za upravljanje trženja pod-
jetij na trgu 21. stoletja. Raziskovalna metodologija vključuje študij li-
terature, znanstvenih člankov in spletnih virov, povezanih z digitalnim
trženjem, tehnologijo in vedenjem potrošnikov.
Ključne besede: tržne tehnologije, večkanalno trženje, tržna analitika, tr-
žna metrika, prihodnost trženja
Klasifikacija jel: m30, m31
Managing Global Transitions 16 (4): 379–400

Profil delovnega mesta prihodnosti v pametnih tovarnah
Andrej Jerman, Tine Bertoncel, Ivan Erenda in Anita Trnavčević

V tem prispevku se osredotočamo na profile delovnihmest v prihodno-
sti, v pametnih tovarnah. Izvedli smo študijo primera iz slovenske av-
tomobilske industrije, saj je ta industrija ena izmed prvih, ki je sprejela
smernice Industrije 4.0 in se je že začela preoblikovati v pametno to-
varno.Metoda anketiranja ciljne skupine je bila izbrana kotmetoda zbi-
ranja podatkov. Izvedli smo razgovore s strokovnjaki iz ciljnih skupin,
z namenom pridobivanja podatkov o profilih delovnih mest in sposob-
nostih v prihodnosti. V našem vzorcu je sodelovalo šest udeležencev,
vodij avtomobilske družbe TPV v Sloveniji, ki so zaradi svojega stro-
kovnega znanja s področja, ki ga študija obravnava, zagotovo najbolj
usposobljeni za podajanje informacij. Ključen teoretični prispevek je
pravzaprav seznam prihodnjih profilov delovnih mest, ki so trenutno
še premalo raziskani, zlasti na področju pametne proizvodnje. Zato je
identifikacija le-teh pomemben teoretični prispevek te študije.
Ključne besede: Industrija 4.0, pametna tovarna, profili delovnih mest
Klasifikacija jel: m11, m12
Managing Global Transitions 16 (4): 401–412
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