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Background/Purpose: ChatGPT’s rapid diffusion has transformed large-language-model (LLM) technology from a
specialist tool into a mainstream companion for study and work. However, empirical evidence on what drives user
satisfaction outside medical settings remains scarce. Focusing on future business and management professionals
in Croatia, this study examines how perceived ease of use and perceived reliability shape satisfaction with ChatGPT
and whether those effects differ between Generation Z (18-25 years) and Generation Y (26—35 years).
Methodology: An online survey administered in August 2024 yielded 357 valid responses. The measurement model
met rigorous reliability and validity criteria (CFI = 0.96, SRMR = 0.04).

Results: Structural-equation modelling showed that, in the pooled sample, ease of use (B = 0.42) and reliability ( =
0.46) jointly explained 72 % of satisfaction. Multi-group analysis revealed a generational split: both predictors were
significant for Gen Z. However, only reliability remained significant for Gen Y. Gaussian graphical models corrobo-
rated these findings, indicating a densely interconnected attitude network for younger users and a reliability-centred
network for older users.

Conclusion: The study extends technology-acceptance research to the management domain, underscores the
moderating role of generation and illustrates the value of combining SEM with network analytics. Insights inform
designers and educators aiming to foster informed, responsible and gratifying engagement with generative Al.
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fact-finding. Such dialogic media settings differ funda-
mentally from the broadcast era in which audiences were
passive receivers; they oblige users to craft prompts, eval-
uate algorithmic output and often remix it into new con-
tent. As Seyoung and Park (2023) argue, navigating this

1 Introduction

The advent of ChatGPT at the close of 2022 acceler-
ated public exposure to large-language-model technology,

pushing conversational Al from the laboratory into the
mainstream almost overnight. Croatian users mirrored this
global surge: within a few months, ChatGPT had become
a routine aide for homework, report writing and everyday
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landscape demands more than basic digital literacy. It calls
for technical fluency—knowing how to interact with and
tweak the system—and for cognitive-ethical competence:
the capacity to scrutinise accuracy, detect bias, deploy re-
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sults creatively and do so responsibly.

Whether people continue to embrace a tool that impos-
es these cognitive costs ultimately hinges on the quality
of the experience it provides. Prior work on technology
acceptance shows that satisfaction with interactive sys-
tems is shaped most directly by two beliefs: the perceived
ease with which the system can be used and the perceived
reliability of the information it supplies. However, the rel-
ative weight of these beliefs may not be constant across
demographic segments. Generation Z, whose media hab-
its were forged in a mobile-first environment, might value
frictionless, always-on access. In contrast, Generation Y
could concentrate more on trustworthy performance once
basic usability thresholds are met. In addition, everyday
knowledge of how large-language models work—or the
absence of such knowledge—may colour people’s impres-
sions of ChatGPT’s intelligence and, by extension, their
willingness to rely on it.

A notable gap exists in the literature that addresses
these issues. Most empirical studies to date have cen-
tred on healthcare professionals, exploring, for example,
how physicians or medical students assess Al chatbots
for diagnostic assistance and patient education. Research
that probes the perceptions of business and management
professionals—or, more broadly, the university-educated
cohorts who will deploy generative Al in organisational
settings—remains sparse. This paper helps close that gap
by examining Croatian users whose primary exposure to
ChatGPT occurs in academic business courses, entrepre-
neurial projects and managerial tasks, rather than in clin-
ical practice.

The present study, therefore, sets out to map usage
patterns, to quantify how ease of use and reliability shape
satisfaction, and to discover whether these relationships
diverge between Generation Z (18- to 25-year-olds) and
Generation Y (26- to 35-year-olds). Beyond conven-
tional structural equation modelling (SEM), it visualises
item-level interdependencies through network analysis,
offering a complementary view of the attitude system that
underpins user experience.

Our contribution is threefold. First, the study extends
the technology-acceptance conversation from clinical
to managerial domains, documenting how future busi-
ness practitioners in a small European market appropri-
ate ChatGPT. Second, it demonstrates that generational
differences do, in fact, modulate the satisfaction process:
younger users balance usability and reliability, whereas
older users hinge largely on reliability. Third, by combin-
ing covariance-based SEM with graphical least absolute
shrinkage and selection operator (LASSO) networks, the
paper supplies both confirmatory evidence and an explor-
atory map that highlights the specific questionnaire items,
such as perceived time-saving and task efficiency, that act
as bridges between constructs. These insights offer ac-
tionable guidance for Al developers seeking to fine-tune
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large-language-model interfaces and for educators’ intent
on cultivating informed, critical and ethically grounded
use of generative Al.

Empirically, the research draws on a cross-section-
al online survey administered in Croatia during August
2024. A convenience sample of 357 valid respondents,
recruited mainly through WhatsApp and Facebook chan-
nels linked to the University of Zagreb, completed a bat-
tery of closed-ended items that measured perceived ease
of use, reliability, satisfaction, usage frequency, perceived
intelligence and knowledge of large-language-model tech-
nology. The measurement model was validated via con-
firmatory factor analysis; structural paths were estimated
with multi-group SEM, and the graphical structure of item
correlations was explored with network analysis. Together,
these methods provide a nuanced, generationally informed
picture of what makes ChatGPT satisfying or disappoint-
ing for business-oriented users in a rapidly evolving Al
ecosystem.

2 Literature review

2.1 Language Models Based on Artificial
Intelligence

Artificial Intelligence (Al) has experienced significant
development since its inception, fundamentally altering
how humans interact with machines. Al-based language
models, a critical subset of Al, have revolutionised nat-
ural language processing (NLP), leading to more so-
phisticated conversational agents, virtual assistants, and
machine translation systems. These advancements have
transformed numerous industries, from customer service
to content creation, making Al an indispensable tool for
modern technology. So, it is worthwhile to explore the
theoretical foundation, historical development, core prin-
ciples, and the advantages and challenges associated with
Al-driven language models further.

The definition of Al has evolved as the field has pro-
gressed. The American Psychological Association (Neisser
et al, 1996) describes intelligence as the capacity to com-
prehend complex ideas, adapt to change, learn from expe-
rience, and engage in logical reasoning. The foundational
goal of Al has been to replicate or exceed these human
cognitive abilities in machines. The Dartmouth Research
Project in 1955 marked the beginning of Al as an academic
discipline, with the aim of creating machines capable of
autonomous problem-solving and decision-making (Mc-
Carthy et al., 2006). Scholars categorise Al into three main
types: narrow Al, which is specialised for specific tasks;
general Al, a hypothetical construct capable of human-like
cognition across multiple domains; and super Al, which
could surpass human intelligence and autonomously im-
prove its capabilities (Bringsjord, 2011; McLean, 2021).
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While narrow Al dominates contemporary applications,
researchers continue to explore the potential for develop-
ing more advanced Al systems.

The historical development of Al can be traced back
to the early 20th century, when scientists and philosophers
speculated about the possibility of machine intelligence.
Alan Turing’s seminal work, “Computing Machinery and
Intelligence” (1950), introduced key concepts like ma-
chine learning and the Turing Test, which assesses a ma-
chine’s ability to exhibit human-like intelligence (Michie,
1993). The 1960s witnessed the emergence of early neural
network models and symbolic reasoning approaches, lay-
ing the foundation for modern Al systems. Joseph Weizen-
baum’s ELIZA, developed in 1966, was the first chatbot to
mimic human conversation by using pattern recognition
and scripted responses (Sharma et al., 2017). Although
ELIZA lacked true comprehension, it demonstrated Al’s
potential in natural language processing.

Al research has experienced periods of rapid progress
and stagnation, commonly referred to as “Al winters.”
The 1980s saw a surge in interest with the rise of expert
systems—AI programs designed to emulate human deci-
sion-making in specialised fields. However, limitations in
computational power and funding constraints slowed pro-
gress. The resurgence of Al in the 21st century has been
fuelled by breakthroughs in deep learning, data availabil-
ity, and enhanced computing power. IBM’s Deep Blue fa-
mously defeated world chess champion Garry Kasparov in
1997, demonstrating AI’s ability to process vast amounts
of information and make strategic decisions (Feng-Hsiung,
1999). The development of Google’s AlphaGo, which sur-
passed human players in the complex game of Go in 2015,
marked another milestone in AI’s evolution (Haenlein &
Kaplan, 2019).

Several fundamental principles underpin Al research,
including machine learning, deep learning, and neural net-
works. Machine learning involves training algorithms to
detect patterns and make predictions based on data without
explicit programming (Bolf, 2021; Peji¢ Bach et al., 2023).
Deep learning, a subset of machine learning, utilises artifi-
cial neural networks with multiple layers to refine predic-
tions through iterative learning, enabling Al to recognise
speech, generate text, and classify images with high ac-
curacy (Singh, 2023). NLP enables Al to understand and
generate human language, facilitating applications like
speech recognition and sentiment analysis (Yegnanaraya-
na, 1994). Artificial neural networks, modelled after the
human brain, consist of interconnected nodes that process
information similarly to biological neurons. These net-
works have evolved significantly, transitioning from basic
perceptron models to sophisticated architectures capable
of handling complex linguistic and cognitive tasks (Mc-
Culloch & Pitts, 1943).

Al offers numerous advantages across various indus-
tries, including enhanced efficiency, automation of repet-

itive tasks, and data-driven decision-making. Al-powered
chatbots and virtual assistants provide real-time customer
support, minimising the need for human intervention and
optimising service delivery (Sotala, 2012). In healthcare,
Al models assist in medical diagnoses and predictive
analytics, improving patient outcomes. The finance sec-
tor leverages Al for fraud detection and risk assessment,
streamlining complex financial processes (Bolf, 2021).
AT’s ability to process vast datasets enables businesses to
personalise user experiences and refine marketing strat-
egies (Banjac & Pali¢, 2020). However, Al also presents
substantial challenges. The development and maintenance
of Al systems require significant financial investments, of-
ten limiting accessibility to larger corporations (Girdhar,
2022). Ethical concerns, such as bias in Al decision-mak-
ing and data privacy risks, remain key issues that must
be addressed (Hua et al., 2024). Al bias can result from
skewed training data, leading to discriminatory outcomes
in hiring, lending, and law enforcement applications (Isa-
da, 2024). Additionally, fears of widespread job displace-
ment due to automation highlight the socio-economic im-
pact of Al adoption.

To maximise Al’s benefits while mitigating its risks,
ongoing research focuses on improving model transpar-
ency, reducing bias, and implementing robust governance
frameworks. As Al continues to evolve, the importance
of ethical considerations and responsible deployment will
shape its integration into society. Future advancements
in Al-driven language models are expected to enhance
human-computer interactions, making Al more adap-
tive, context-aware, and capable of generating nuanced
responses. These innovations will further bridge the gap
between machine intelligence and human communication,
solidifying AI’s role as a transformative force in technol-
ogy and beyond.

2.2 User Satisfaction and Key Factors in
Al-Based Large Language Models

User satisfaction is a crucial factor in evaluating
Al-driven services, as it determines long-term engage-
ment, trust, and adoption rates. Al-based large language
models (LLMs) such as Chatgpt, Google Bard, Claude,
Deepseek, Grok, and other NLP-powered systems have
gained widespread use, offering users intelligent, respon-
sive, and context-aware interactions. However, their effec-
tiveness in delivering high-quality service experiences is
contingent on several key factors. These include perceived
service quality, trust, personalisation, and perceived ben-
efits. This paper provides a comprehensive exploration of
the concept of satisfaction, key determinants influencing
user perceptions, and their implications for Al-based lan-
guage models.

The concept of customer satisfaction has been exten-
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sively studied in service marketing and consumer behav-
iour research. Kotler and Armstrong (2017) emphasise that
beyond delivering products, businesses must ensure that
their services align with customer expectations. Satisfac-
tion is a psychological state that arises when the perceived
performance of a product or service meets or exceeds user
expectations (Churchill & Surprenant, 1982). If expecta-
tions are not met, users experience dissatisfaction, which
can lead to disengagement or negative word-of-mouth.
Crosby et al. (1990) argue that satisfaction plays a vital
role in fostering long-term customer relationships, en-
hancing retention rates, and encouraging brand loyalty.
In the context of Al, satisfaction is influenced by various
cognitive and emotional factors, such as trust in the sys-
tem’s accuracy, perceived efficiency, and the relevance of
Al-generated responses.

One of the most important determinants of satisfaction
in Al-based services is perceived service quality. Zeithaml
(1988) defines perceived quality as the user’s subjective
assessment of a service’s overall excellence. Al-generat-
ed services, including LLMS, must deliver high levels of
accuracy, coherence, and contextual relevance to be per-
ceived as valuable. The SERVQUAL model, developed by
Parasuraman et al. (1988), identifies five key dimensions
of perceived service quality: reliability, responsiveness,
assurance, empathy, and tangibility. In the context of Al,
reliability refers to an Al model’s ability to generate ac-
curate and meaningful responses consistently. Respon-
siveness is the system’s ability to understand and quickly
address user queries. Assurance relates to the confidence
users have in the system’s credibility and correctness,
while empathy involves the Al’s capacity to recognise and
adapt to user-specific needs. Although Al lacks human
emotions, advancements in sentiment analysis and person-
alisation algorithms have improved AI’s ability to deliver
context-aware responses that enhance user engagement.

Trust is another critical element in determining user
satisfaction. Users must feel confident that Al-generated
responses are accurate, unbiased, and free from manipula-
tion (Ou et al., 2024). Trust in Al systems depends on mul-
tiple factors, including transparency in how Al processes
information, data privacy assurances, and the ability of
Al to acknowledge errors. When Al models provide mis-
leading or incorrect information, user trust diminishes, po-
tentially leading to abandonment of the service. Research
suggests that users are more likely to trust Al when they
understand how it functions and when it demonstrates con-
sistent accuracy in its outputs (Papenmeier et al., 2022).
Additionally, users trust AI more when they perceive it
as fair and free from bias (Adeiza et al., 2022). Bias in
Al-generated language models has been a growing con-
cern, as Al systems trained on biased datasets may pro-
duce skewed or discriminatory outputs. Addressing these
concerns through explainable Al (XAI) techniques and
fairness-enhancing algorithms can improve user trust and

214

overall satisfaction (Singh, 2023).

Personalisation plays a crucial role in enhancing the
user experience with Al-based language models. Al sys-
tems that adapt their responses based on user preferenc-
es, history, and context are more likely to deliver relevant
and engaging interactions. Personalisation in Al services
involves learning from previous interactions, adjusting re-
sponses to align with individual preferences, and offering
tailored recommendations. Studies show that Al-driven
systems that incorporate personalised experiences lead
to higher levels of user satisfaction and retention (Rust &
Oliver, 1994). However, personalisation also raises priva-
cy concerns, as Al systems require extensive user data to
optimise their interactions. Balancing personalisation with
data privacy is a challenge that Al developers must address
to maintain user trust while delivering customised experi-
ences.

Perceived benefits are another key determinant of satis-
faction, referring to the extent to which users find Al-gen-
erated interactions useful, efficient, and valuable in their
daily tasks (Zeithaml, 1988). Users expect Al to provide
quick, relevant, and insightful responses that add value to
their interactions. When users perceive Al as helpful, they
are more likely to integrate it into their workflows, lead-
ing to higher engagement and long-term adoption (Uren &
Edwards, 2023). The perceived usefulness of Al varies de-
pending on the context; for example, in customer service,
users value Al’s ability to provide instant responses and
resolve issues efficiently, while in content creation, users
appreciate Al’s capacity to generate high-quality text with
minimal effort. However, if Al-generated content lacks
depth, coherence, or originality, users may perceive it as
redundant or unreliable, reducing satisfaction (Heskett et
al., 1997).

Empirical research on Al satisfaction suggests that
multiple factors contribute to the user experience, includ-
ing ease of use, cognitive effort, and the system’s ability to
handle complex queries effectively (Adeiza et al., 2022).
User experience (UX) research has shown that frustration
arises when Al systems fail to understand user intent or
generate responses that are irrelevant or misleading. To
improve user satisfaction, Al developers must continuous-
ly refine models to enhance accuracy, contextual aware-
ness, and conversational fluency. Ethical considerations,
including Al fairness, transparency, and adaptability, also
play a role in shaping user perceptions of Al reliability and
usefulness (Singh, 2023).

As Al technology advances, organisations leveraging
Al-driven services must prioritise improving user experi-
ence by optimising model performance, addressing ethi-
cal concerns, and ensuring responsible Al deployment.
Future Al developments should focus on reducing algo-
rithmic bias, enhancing personalisation capabilities, and
providing clear explanations for Al-generated decisions.
The ongoing refinement of Al-based language models will
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contribute to more effective, trustworthy, and engaging in-
teractions, ultimately driving greater user satisfaction and
adoption.

2.3 Relationship between age and
attitude towards artificial intelligence

Numerous studies support the relationship between
age and attitudes towards artificial intelligence (Al),
demonstrating how age influences perceptions, accept-
ance, and willingness to embrace Al technologies (Peji¢
Bach & Mari¢, 2025). However, most of these studies
have been conducted in relation to health care and medical
research. Generally, younger individuals tend to exhibit
more favourable attitudes towards Al compared to older
generations.

Research indicates that younger respondents often
have higher trust levels in Al systems, which correlates
with their familiarity and comfort with new technologies
(Ongena et al., 2021; York et al., 2020). In contrast, older
demographics frequently display scepticism and apprehen-
sion towards Al applications, especially in healthcare set-
tings where concerns about decision-making and precision
in Al capabilities arise (Fritsch et al., 2022).

Furthermore, attitudes towards Al vary significantly
across different age groups due to generational differenc-
es in technology exposure and inherent learning curves.
Yigitcanlar et al. highlight how individual factors such
as age and knowledge about Al significantly shape pub-
lic perception, with older individuals generally being less
informed about Al developments Middle-aged popula-
tions have shown mixed responses, exhibiting scepticism
towards adopting Al, particularly chatbots and similar
technologies, due to perceived complexities and usability
challenges (Wang et al., 2024).

While educational attainment plays a role in shaping
attitudes towards Al, with higher education levels correlat-
ing with greater acceptance and trust, age often serves as
a primary barrier. Shevtsova et al. noted that older partici-
pants (aged 40-60 and above) exhibited awareness of and
positive attitudes towards Al technologies; however, this
was not uniform across all older individuals, with some
demonstrating reluctance (Shevtsova et al., 2024). Addi-
tionally, factors such as gender, experience with technol-
ogy, and anxiety about AI modulate these attitudes (Sin-
dermann et al., 2022; Alkhalifah et al., 2024). Research by
Sindermann et al. illustrates that personal characteristics
and previous interactions with Al systems create a recip-
rocal influence, complicating the dynamics of acceptance
among varying age groups (Sindermann et al., 2022).

In summary, understanding the relationship between
age and attitudes toward Al requires a multifaceted exam-
ination of demographic variables, personal experiences,
and educational background. As age increases, the inclina-

tion to trust and accept Al technologies often diminishes,
influenced by individual experiences and societal percep-
tions regarding technology and its intersection with daily
life (Kauttonen et al., 2025; Zhang et al., 2023).

3 Methodology

3.1 Research questions and hypotheses

Guided by the aim of explaining why Croatian users
embrace Chatgpt, the study poses two overarching re-
search questions. RQ1 asks: Which experiential beliefs
most strongly predict overall satisfaction with ChatGPT?
Building on the Technology Acceptance Model and ser-
vice quality theory, we propose that two beliefs—per-
ceived ease of use and perceived reliability—serve as
the primary antecedents. Accordingly, we advance HI:
Perceived ease of use exerts a positive influence on sat-
isfaction, and H2: Perceived reliability exerts a positive
influence on satisfaction. RQ2 asks: Do these relationships
differ across generations that have grown up with distinct
digital habits? Drawing on generational theory, we expect
younger “digital natives” to weigh usability and reliabili-
ty more evenly, whereas older “digital adapters” may lean
more heavily on reliability once basic usability is assured.
Hence we specify Hla and Hl1b—replicating H1 and H2,
respectively, for Generation Z (18-25 years)—and H2a
and H2b for Generation Y (2635 years). Specifically, we
predict that both paths will be significant among Genera-
tion Z, but among Generation Y, only the reliability path
will remain significant. Testing this hypothesis set allows
us to isolate the universal drivers of satisfaction while de-
tecting demographic nuances that can inform tailored de-
sign and outreach strategies.

3.2 Research instrument

After an introductory greeting, respondents were brief-
ly informed about the purpose of the study and notified
that completing the questionnaire would take about five
minutes. It was also emphasised that participation in the
research was entirely voluntary and anonymous, and that
the collected data would be presented exclusively in an ag-
gregated format. An elimination question was included to
determine whether the respondent had ever used ChatGPT,
with further participation allowed only for those who an-
swered affirmatively. The research instrument was a sur-
vey questionnaire composed of 11 closed-ended questions
divided into three sections (Table 1). All 11 items employ
a five-point Likert format ranging from 1 (“strongly disa-
gree”) to 5 (“strongly agree”).
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Table 1: Research instrument

Latent variable Code Items
Perceived ease of | PEOUL1 | | appreciate the ability to start interacting with ChatGPT regardless of location and
use (PEOU) time.
PEOU2 | ChatGPT saves me time by providing quick access to information.
PEOU3 | Interacting with ChatGPT justifies the time and effort spent to get the information |
want.
PEOU4 | | find ChatGPT easy to use.

Reliability (REL) REL1

ChatGPT has provided a wide range of information related to my questions, includ-
ing detailed explanations and relevant examples.

REL2 ChatGPT service offers greater efficiency in finding information compared to using
other tools.

REL3 ChatGPT provides me with exactly the level of service and quality of information that
| expected.

REL4 ChatGPT helps me to complete many tasks and efficiently.

Satisfaction (SAT) | SAT1

| am satisfied with the overall experience of using ChatGPT.

SAT2 | plan to continue using ChatGPT in the future.

SAT3 | would recommend others to use ChatGPT.

Source: Authors” work

Perceived ease of use (PEOU) is gauged using four
items that prompt respondents to judge, first, how effort-
lessly they can initiate a ChatGPT session regardless of
time or place and, second, whether the system demonstra-
bly saves them time by delivering information rapidly.
Two additional statements ask participants to weigh the
overall cost-benefit of the interaction and give a direct ap-
praisal of how easy the tool is to handle. Reliability (REL)
is likewise assessed with four indicators. Respondents re-
flect on the breadth and depth of explanations received,
the comparative efficiency of ChatGPT vis-a-vis alterna-
tive information sources, the extent to which the service
meets their prior expectations of quality, and its usefulness
in completing everyday tasks with minimal friction. User
satisfaction (SAT) is measured by three items: a global af-
fective evaluation of the experience, an intention to contin-
ue using the system, and a willingness to recommend it to
others. At the end of the questionnaire, sociodemographic
data of respondents were collected.

3.3 Sample and data collection

The overall sample consisted of 357 respondents who
had at least used ChatGPT once. A total of 357 people
completed the survey. Roughly two-thirds of them were
women, while a little over one-third were men. The group
was quite young overall: about seven out of every ten
respondents were between 18 and 25 years old, and the
remaining three out of ten were 26 to 35; no one older
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than 35 took part. Educational backgrounds ranged from
secondary to postgraduate levels. Just under half of the
participants had finished high school without yet earning
a university degree. Around one quarter held a bachelor’s
degree, and almost the same proportion had completed a
master’s programme. Only one respondent reported hav-
ing a PhD. In sum, the sample represents a predominantly
young, female-leaning population with education span-
ning from high school through master’s studies.

3.4 Statistical analysis

To examine the hypothesised relationships among per-
ceived ease of use, reliability and user satisfaction, we ap-
plied structural-equation modelling (SEM) in JASP 0.18,
which relies on the Lavaan package for maximum-likeli-
hood estimation. Screening showed no extreme multivar-
iate outliers (Mahalanobis distance, p > .001). Univariate
skewness and kurtosis fell within +2, allowing the use
of (robust) ML estimation; nonetheless, we adopted the
Satorra—Bentler correction to guard against any residual
non-normality.

All eleven survey items were specified as reflective
indicators of their respective latent constructs. A confirma-
tory factor analysis (CFA) was first run on the pooled sam-
ple to verify factorial validity. Internal consistency was
judged with both Cronbach’s o and composite reliability
(CR); values > 0.70 were deemed acceptable. Convergent
validity was inspected through standardised factor load-
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Table 2: Sample structure and demographics

Characteristic Modalities n % Cumulative %
Gender Female 224 62.7/ 62.7
Male 133 37.3% 100.0
Age 18-25 248 69.5 69.5
26-35 109 30.5 100.0
Education High School 173 48.5 48.5
Bachelor 96 26.9 75.4
Master 87 24.4 99.7
PhD 1 0.3 100.0
Total 357 100.0
Source: Authors’ work
Table 3: The main purpose of using ChatGPT
Total 18-25 26-35 Chi-square
Purpose n=357 n=248 n=109 59.648**
Help with learning/education 44.5% 56.5% 17.4%
Writing/editing text 28.3% 23.4% 39.4%
Translation/language support 7.6% 4.4% 14.7%
Seeking information relevant to work 3.9% 2.0% 8.3%
Health advice/therapeutic purposes 0.6% 0.4% 0.9%
For asking simple questions (e.g., “What time is it?”, “What
is the capital of Italy?”, etc.) 2.5% 2.0% 3.7%
Entertainment/chatting 5.3% 4.8% 6.4%
Analysis of large amounts of data 3.9% 3.6% 4.6%
Recommendations (books, movies, restaurants, etc.) 2.5% 2.8% 1.8%
Other purposes 0.8% 0.0% 2.8%
Total 100.0% 100.0% 100.0%

Note: *** statistically significant at 1%
Source: Authors’ work

ings (target > 0.70) and average variance extracted (AVE
> 0.50). After psychometric adequacy was confirmed, we
proceeded to the structural step.

The posited paths from perceived ease of use and relia-
bility to satisfaction were estimated simultaneously. Mod-
el-level fit was evaluated with multiple indices to offset
the limitations of any single statistic: the comparative fit
index (CFI > 0.90 for good fit), the Tucker—Lewis index
(TLI > 0.90), the root-mean-square error of approximation
(RMSEA < 0.06, 90 % CI reported) and the standardised
root-mean-square residual (SRMR < 0.08). Predictive
power was gauged with the squared coefficient of deter-

mination (R?) for satisfaction as the endogenous construct.

Given the age split in the sample, we tested the structural
model separately for the 18-25 and 2635 cohorts, using
the multigroup approach.

JASP’s Network Analysis module was used to estimate
a Gaussian Graphical Model by applying the graphical
LASSO to the research items of variables PEOU, SAT and
REL. The procedure decreases small partial correlations
to zero and chooses the optimal amount of regularisation
with the EBIC (engl. Extended Bayesian Information Cri-
terion) tuning rule. The resulting graph displays only those
conditional associations that survive this penalisation.
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4 Results

4.1 Attitudes towards ChatGPT among
Generation Z and Generation Y

Results presented in Table 1 indicate that most re-
spondents say they turn to ChatGPT for study-related
tasks: overall 45 % use it primarily to support learning,
and this motive dominates in the 18-to-25 cohort (57 %)
but drops sharply among 26-to-35-year-olds (17 %). In
contrast, older users rely on the tool mainly for writing or
editing text (39 % versus 23 % in the younger group) and
are more likely to seek translation help or job-related in-
formation. Smaller shares across both ages mention casual
queries, entertainment, data analysis or recommendations,
and only a handful cite health advice or “other” reasons.
The chi-square value (%> = 59.65, p <.01) confirms that the
pattern of purposes differs significantly between the two
age brackets.

Roughly one user in four opens ChatGPT only occa-
sionally: 28 % of the total sample report logging in less

than once a month, with no great age difference at that
lowest tier of engagement (Table 4). Beyond that point,
however, the two cohorts diverge. Younger respondents
(18-25) are in the mid-range: they are more likely to
say they use the tool “once a month” or “several times a
month,” and fewer reach the higher-frequency categories.
Older respondents (26-35) lean in the opposite direction: a
fifth of them enter ChatGPT several times a week, and one
in six does so many times a day—more than double the
proportion seen in the younger group. These contrasting
usage patterns yield a chi-square of 16.58 (p <.01), con-
firming that frequency of interaction with ChatGPT varies
significantly by age.

About three-quarters of all respondents—77 %—
say they regard ChatGPT as an intelligent system, while
roughly one in four do not (Table 5). This perception is
virtually identical in both age groups (77.4 % among 18-
to 25-year-olds versus 77.1 % among 26- to 35-year-olds).
The very small, non-significant chi-square value (}> =
0.014) confirms that age makes no observable difference
to this judgement.

Table 4: Frequency of ChatGPT use

Usage frequency Total 18-25 26-35 Chi-square
n=357 n=248 n=109
Rarely (less than once a month) 27.5% 28.6% 24.8% 16.583**
Once a month 7.0% 9.3% 1.8%
Several times a month 24.6% 26.6% 20.2%
Weekly 9.8% 9.3% 11.0%
Several times a week 18.5% 16.9% 22.0%
Once a day 2.8% 2.4% 3.7%
Multiple times a day 9.8% 6.9% 16.5%
Total 100.0% 100.0% 100.0%
Note: *** statistically significant at 1%
Source: Authors’ work
Table 5: Considering ChatGPT as intelligent
Consider ChatGPT intelligent Total 18-25 26-35 Chi-square
n=357 n=248 n=109
No 22.7% 22.6% 22.9% 0.0147
Yes 77.3% 77.4% 77.1%
Total 100.0% 100.0% 100.0%

Note: T not statistically significant
Source: Authors’ work

218




Organizacija, Volume 58

Research Papers

Issue 3, August 2025

Table 6: Level of LLM knowledge

Knowledge LLM Total 18-25 26-35 Chi-square
n=357 n=248 n=109
Yes 30.0% 27.0% 36.7% 3.381"
No 70.0% 73.0% 63.3%
Total 100.0% 100.0% 100.0%

Note: T not statistically significant

Source: Authors’ work

Table 7: Relationship between the level of LLM knowledge and considering ChatGPT as intelligent

Knowledge LLM Consider ChatGPT intelligent Chi-square
No Yes Total
Yes 39,5% 26,9% 29,8% 4.749*
No 60,5% 73,1% 70,2%
Total 100,0% 100,0% 100,0%
Note: * statistically significant at 5%
Source: Authors’ work
Table 8: Chi-Square test
Model X2 df | p
Baseline model | 2548.617 | 55
Factor model 144.264 | 41 | <.001
Source: Authors’ work
Table 9: Fit indices
Fit indices Value
Comparative Fit Index (CFI) 0.959
Tucker-Lewis Index (TLI) 0.944
Root mean square error of approximation (RMSEA) 0.084
Standardised root mean square residual (SRMR) 0.039
Goodness of fit index (GFI) 0.988

Source: Authors’ work
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Only three out of ten respondents say they already
know what a large-language model (LLM) is, while the
remaining seven out of ten admit they do not (Table 6).
Self-reported familiarity is somewhat higher among the 26-
to 35-year-olds (37 %) than among the 18- to 25-year-olds
(27 %), but the gap is small, and the chi-square test (y* =
3.38) shows it is not statistically reliable. In other words,
most users interact with ChatGPT without being able to
describe the underlying technology, and this lack of tech-
nical knowledge is shared across both age groups.

A user’s grasp of what a large-language model is
shapes the way they judge Chatgpt’s intelligence, as indi-
cated by Table 7. Among participants who say they under-
stand LLMs, only about 27 % call the system intelligent,
whereas the figure rises to 73 % for those who lack that
technical knowledge. Conversely, knowledgeable users
make up a larger share of the “not intelligent” camp. The
association is modest but statistically reliable (y* = 4.75, p
<.05), indicating that deeper familiarity with the technolo-
gy tends to temper perceptions of ChatGPT’s intelligence.

4.2 Measurement model

The chi-square test pits the hypothesised three-fac-
tor solution against an independence (baseline) model in
which all items are assumed uncorrelated (Table 8). The
baseline model shows an enormous misfit (3> = 2,548.62,
df = 55), whereas the factor model cuts the discrepancy to
¥? = 144.26 with 41 degrees of freedom. Although the ¥?
statistic for the factor model is still significant (reflecting
its sensitivity to sample size), the reduction of more than
2,400 chi square units demonstrates that the latent variable
structure explains the observed covariances far better than

a null model.

Most descriptive indices meet or exceed conventional
benchmarks (Table 9). The CFI (.959) and GFI (.988) sig-
nal a very good fit (>.95), and the TLI (.944) is just below
the same threshold, still considered acceptable. Residu-
al-based measures are also favourable: the SRMR (.039)
is comfortably under the .08 criterion, while the RMSEA
(.084) is in the “reasonable fit” band (.05—.08) but slightly
above the ideal .06 cutoff, suggesting mild room for im-
provement in model parsimony.

All 11 indicators load strongly and significantly on
their intended factors; standardised loadings range from
.685 (REL3) to .879 (SAT2), well above the 0.70 rule of
thumb (Table 10), which confirms that each item is a relia-
ble reflection of its latent construct.

Coefficient ® and Cronbach’s a exceed .84 for every
scale, indicating high reliability (Table 11). Average vari-
ance extracted (AVE) surpasses .50 for PEOU (.621), REL
(.592) and SAT (.728), confirming that, within each con-
struct, the indicators share more variance with the latent
factor than with measurement error.

All heterotrait-monotrait (HTMT) ratios fall below the
conservative .85 threshold (largest = .806 between SAT
and PEOU). Thus, the three constructs are statistically
distinguishable despite being moderately correlated (Table
12).

Taken together, the chi-square comparison, fit indices,
strong loadings, high reliability, adequate AVE, and satis-
factory HTMT ratios provide a coherent body of evidence
that the three-factor measurement model is reliable and
valid for capturing perceived ease of use, reliability, and
satisfaction with ChatGPT.

Table 10: Factor loadings

Factor Indicator Estimate Std. Error z-value Std. Est. (all)
PEOU PEOU1 0.746 0.046 16.091 | <.001 0.755
PEOU2 0.808 0.042 19.292 | <.001 0.854
PEOU3 0.723 0.043 16.835 | <.001 0.780
PEOU4 0.684 0.042 16.227 | <.001 0.761
REL REL1 0.750 0.044 17.157 | <.001 0.792
REL2 0.800 0.049 16.476 | <.001 0.769
REL3 0.704 0.050 14.034 | <.001 0.685
REL4 0.846 0.046 18.311 | <.001 0.828
SAT SAT1 0.730 0.041 18.007 | <.001 0.812
SAT2 0.792 0.039 20.416 | <.001 0.879
SAT3 0.805 0.040 19.924 | <.001 0.865

Source: Authors’ work
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Table 11: Reliability and average variance extracted

Coefficient w Coefficient a AVE
PEOU 0.869 0.866 0.621
REL 0.849 0.853 0.592
SAT 0.892 0.886 0.728
Total 0.942 0.926
Source: Authors’ work
Table 12: Heterotrait-monotrait ratio
PEOU REL SAT
PEOU 0.788
REL 0.734 0.769
SAT 0.806 0.800 0.853
Source: Authors’ work
Table 13: SEM results for the total sample and Gen Z vs. Gen Y
Group Outcome | Predictor | Estimate | Std. Error | z-value R-squared | Hypothesis
Total SAT PEOU 0.424 0.072 5.871** | 0.716 H1 v (+1%)
REL 0.457 0.072 6.321%* H2 v (+1%)
18-25 SAT PEOU 0.435 0.082 5.297** | 0.722 Hla v (+1%)
REL 0.469 0.080 5.872** H1ib v (+1%)
26-35 PEOU 0.262 0.178 1.469% | 0.715 H2a @
REL 0.522 0.171 3.057** H2b v (+1%)

Note: ** statistically significant at 1%; T not statistically significant

Source: Authors’ work

4.3 Structural equation modelling

The structural-equation results in [Table 13] show that,
in the full sample, both perceived ease of use (PEOU) and
perceived reliability (REL) make sizable, statistically sig-
nificant contributions to satisfaction with ChatGPT (B =
0.42 and 0.46, respectively). Together, they explain about
72 % of the variance in satisfaction.

When the analysis is split by generation, the pattern
diverges slightly. For the Gen Z cohort (18-25 years), both
paths remain strong and significant (f = 0.44 for PEOU
and 0.47 for REL), again accounting for roughly 72 % of
satisfaction. For the Gen Y group (2635 years), reliability
is still a significant driver (B = 0.52). However, ease of

use drops to a weaker, non-significant role (f = 0.26, p >
.05). Thus, older respondents appear to base their satisfac-
tion chiefly on how dependable ChatGPT’s answers are.
In contrast, younger users weigh usability and reliability
almost equally. Overall, hypotheses H1, H2, Hla and H1b
are supported, while H2a is not, and H2b is confirmed.

4.4 Network analysis

Figure 1 visualises the partial-correlation network
among the eleven survey items for the whole sample. Each
node represents one questionnaire statement, coloured by
its latent construct (pink = Perceived Ease of Use, green =
Reliability, blue = Satisfaction). Lines indicate regularised
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partial correlations that remain after controlling for all oth-
er items: thicker, darker blue lines mark stronger positive
linkages, whereas the virtual absence of red lines means
no appreciable negative associations survived the graphi-
cal LASSO penalty.

Three observations stand out. First, nodes cluster al-
most perfectly by their theoretical section, confirming that
items within the same construct share stronger conditional
ties with each other than with items from other constructs.
Second, the densest within-cluster edges appear in the
Satisfaction trio—especially between “continue using”
(SAT2) and “recommend to others” (SAT3)—highlighting
their conceptual closeness. Third, two cross-cluster bridg-
es emerge: PEOU2 (“saves me time”) connects to REL2
(“more efficient than other tools”), and REL4 (“helps me
complete tasks”) links to SAT1 (“overall satisfied”). These
bridges reflect the pathways later captured in the SEM:
case of use and reliability channel their influence into sat-
isfaction via efficiency and task accomplishment.

Centrality analysis (strength) shows SAT2 and REL4
as the most influential nodes in the network, suggesting
that intentions to keep using the service and perceptions
of task efficiency play pivotal roles in holding the entire
attitude system together.

To complement the multigroup SEM, Gaussi-
an graphical models were estimated separately for the
18-25-year-old respondents (Generation Z) and the
26-35-year-old respondents (Generation Y).

In each subsample, the eleven manifest variables were
treated as continuous, and the networks were obtained with

the graphical LASSO, selecting the optimal tuning param-
eter by the EBIC rule (y = 0.50). The resulting graphs,
depicted in Figure 2, visualise regularised partial corre-
lations: edge width conveys absolute strength, blue hues
denote positive relations, and the sparse red lines indicate
residual negative associations that survived regularisation.
Nodes are colour-coded by their theoretical domain—pink
for perceived ease of use (PEOU1-4), green for reliability
(REL1-4) and blue for satisfaction (SAT1-3).

For Generation Z, the topology is highly interwoven.
Although the three construct clusters are still discernible,
several medium-to-strong bridges link the ease-of-use
nodes directly to the satisfaction cluster. The most prom-
inent of these connects the “time-saving” item PEOU2 to
both SAT1 (overall experience) and SAT2 (intention to
continue). Centrality indices corroborate the visual im-
pression: SAT2 and PEOU2 show the highest strength cen-
trality, indicating that usability cues and future-use inten-
tions form the main hubs through which information flows
in the younger cohort. This pattern aligns with the SEM
finding that, for Gen Z, perceived ease of use contributes
to satisfaction almost as strongly as perceived reliability.

By contrast, Generation Y’s network is more compart-
mentalised. Most cross-construct connections are weak or
absent after regularisation, and the reliability items form
the densest sub-graph. REL4 (“helps me complete tasks”)
emerges as the key bridge to satisfaction, maintaining a
thick edge to SATI; links emanating from ease-of-use
items are much thinner. Consequently, strength centrali-
ty ranks REL4 and SAT3 well above the usability nodes,

Source: Authors’ work

Figure I: Network analysis of a total sample
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Generation Z (18-25 years)

Generation Y (26-35 years)

Source: Authors’ work

Figure 2: Network analyses of Generation Z and Generation Y

mirroring the SEM result in which reliability, but not ease
of use, significantly predicts satisfaction among older re-
spondents.

Taken together, the generation-specific networks re-
inforce the multigroup SEM conclusions. Where Gen Z’s
perceptions of ChatGPT resemble a highly integrated atti-
tude system in which usability and reliability jointly feed
into satisfaction, Gen Y’s perceptions resemble a modular
system whose satisfaction component is supplied chiefly
by reliability cues. These structural differences suggest
that design and communication strategies aimed at young-
er users should emphasise both frictionless interaction and
dependable output. In contrast, strategies for slightly older
users may generate greater returns by foregrounding the
system’s trustworthiness and task efficacy.

5 Conclusion

This study set out to answer two questions: RQI,
which experiential beliefs drive satisfaction with Chatgpt,
and RQ2, whether those drivers differ across generations,
and to test the associated hypotheses (H1-H2b). The evi-
dence affirms that perceived ease of use and perceived re-
liability are the principal antecedents of satisfaction, there-
by supporting H1 and H2 for the total sample. However,
the multi-group analysis reveals a generational inflexion.

Among Generation Z (18-25 years), both ease of use and
reliability significantly shape satisfaction, validating Hla
and H1b. Among Generation Y (2635 years), only relia-
bility retains explanatory power, leading to the acceptance
of H2b and the rejection of H2a.

These findings are best understood against the back-
drop of generational digital literacy. Gen Z has grown up
with ubiquitous, intuitive technology; for them, the enjoy-
ment of an Al assistant is tightly linked to how engaging
the interface feels. Gen Y is equally tech-savvy but has
accumulated more professional experience; accordingly,
it places greater weight on the trustworthiness and con-
sistency of information. Designers targeting Gen Z should
prioritise interactive, visually rich and highly personalised
features, while for Gen Y, marketing messages and product
roadmaps should foreground data security and transparent
sourcing.

The results also speak to product-development strate-
gy. Segmenting the user base by generation and tailoring
feature sets to the specific expectations of each cohort can
raise adoption and retention rates. Further research that
probes the psychological reasons behind these generation-
al preferences would help refine such segmentation. Final-
ly, user-education programmes should mirror these needs:
Gen Z may benefit from tutorials that showcase creative
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prompt engineering and playful use cases. Gen Y may
prefer guidance on evaluating output quality, integrating
citations and enforcing ethical safeguards.

These patterns carry several practical implications.
Developers hoping to retain younger audiences must con-
tinue to streamline prompts, reduce latency and integrate
conversational cues that signal effortlessness, while also
safeguarding output quality. For older, professionally fo-
cused users, investments in source transparency, factual
accuracy and task-specific guidance are likely to yield
greater returns. Educators, meanwhile, should recognise
that most students still lack a working knowledge of LLM
technology and thus need structured training not only in
prompt engineering but also in critical appraisal and ethi-
cal deployment of generative Al

The study also expands the empirical reach of tech-
nology-acceptance research, which has so far concentrated
on clinical contexts, by demonstrating that the same con-
structs operate—and operate differently—among future
managers and entrepreneurs. Methodologically, it shows
the value of coupling covariance-based SEM with graphi-
cal LASSO networks to obtain both confirmatory and ex-
ploratory insight.

Future work should replicate the model in organisa-
tional field studies, track longitudinal adoption trajectories
and probe additional moderators such as task complexity
or domain expertise. Additionally, it would be interesting
to investigate whether the ChatGPT tool is more useful for
natural science or social science professional users, and
what the differences are between these two groups of users.
Limitations remain and should be considered when taking
into account the results of this research. The convenience
sample, reliance on self-report and cross-sectional design
restrict generalisability and causal inference. Even so, the
present findings offer a grounded starting point for design-
ing, teaching and governing conversational Al in the man-
agement arena.
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