
Advances in
Production
Engineering &
Management

Published by CPE
apem-journal.org

ISSN 1854-6250

APEM
journal

Volume 15 | Number 3 | September 2020

https://apem-journal.org/Archives/2020/VOL15-ISSUE03.html
https://apem-journal.org/
https://apem-journal.org/
https://apem-journal.org/


 

Advances in Production Engineering & Management is indexed and abstracted in the WEB OF SCIENCE (maintained by Clarivate Analytics): 
Science Citation Index Expanded, Journal Citation Reports – Science Edition, Current Contents – Engineering, Computing and Technology • 
Scopus  (maintained by Elsevier) •  Inspec • EBSCO: Academic Search Alumni Edition, Academic Search Complete, Academic Search Elite, 
Academic Search Premier, Engineering Source, Sales & Marketing Source, TOC Premier • ProQuest: CSA Engineering Research Database – 
Cambridge Scientific Abstracts, Materials Business File, Materials Research Database, Mechanical & Transportation Engineering Abstracts, 
ProQuest SciTech Collection • TEMA (DOMA) • The journal is listed in Ulrich’s Periodicals Directory and Cabell's Directory 

Advances in Production Engineering & Management 
 

Identification Statement 
 

 

Published quarterly by Chair of Production Engineering (CPE), University of Maribor 
Smetanova ulica 17, SI – 2000 Maribor, Slovenia, European Union (EU) 

Phone: 00386 2 2207522, Fax: 00386 2 2207990 
Language of text: English 

APEM homepage: apem‐journal.org 
University homepage: www.um.si 

ISSN 1854‐6250 | Abbreviated key title: Adv produc engineer manag | Start year: 2006
ISSN 1855‐6531 (on‐line) 

 

APEM Editorial 
 

Editor‐in‐Chief    Desk Editor    Website Technical Editor

Miran Brezocnik 
editor@apem‐journal.org, info@apem‐journal.org 
University of Maribor, Faculty of Mechanical Engineering Sme‐
tanova ulica 17, SI – 2000 Maribor, Slovenia, EU 

  Martina Meh 
desk1@apem‐journal.org 

Janez Gotlih 
desk2@apem‐journal.org 

  Lucija Brezocnik 
desk3@apem‐journal.org 

 
 

Editorial Board Members 
 

Eberhard Abele, Technical University of Darmstadt, Germany
Bojan Acko, University of Maribor, Slovenia 
Joze Balic, University of Maribor, Slovenia 
Agostino Bruzzone, University of Genoa, Italy 
Borut Buchmeister, University of Maribor, Slovenia 
Ludwig Cardon, Ghent University, Belgium 
Nirupam Chakraborti, Indian Institute of Technology, Kharagpur, India 
Edward Chlebus, Wroclaw University of Technology, Poland 
Igor Drstvensek, University of Maribor, Slovenia 
Illes Dudas, University of Miskolc, Hungary 
Mirko Ficko, University of Maribor, Slovenia 
Vlatka Hlupic, University of Westminster, UK 
David Hui, University of New Orleans, USA 
Pramod K. Jain, Indian Institute of Technology Roorkee, India 
Isak Karabegović, University of Bihać, Bosnia and Herzegovina 

Janez Kopac, University of Ljubljana, Slovenia 
Qingliang Meng, Jiangsu University of Science and Technology, China 
Lanndon A. Ocampo, Cebu Technological University, Philippines 
Iztok Palcic, University of Maribor, Slovenia 
Krsto Pandza, University of Leeds, UK 
Andrej Polajnar, University of Maribor, Slovenia 
Antonio Pouzada, University of Minho, Portugal 
R. Venkata Rao, Sardar Vallabhbhai National Inst. of Technology, India
Rajiv Kumar Sharma, National Institute of Technology, India 
Katica Simunovic, J. J. Strossmayer University of Osijek, Croatia 
Daizhong Su, Nottingham Trent University, UK 
Soemon Takakuwa, Nagoya University, Japan  
Nikos Tsourveloudis, Technical University of Crete, Greece 
Tomo Udiljak, University of Zagreb, Croatia 
Ivica Veza, University of Split, Croatia 

Limited Permission to Photocopy: Permission is granted to photocopy portions of this publication for 
personal use and for the use of clients and students as allowed by national copyright laws. This per‐
mission does not extend to other types of reproduction nor to copying for  incorporation  into com‐
mercial advertising or any other profit‐making purpose. 
Subscription Rate: 120 EUR for 4 issues (worldwide postage included); 30 EUR for single copies (plus 
10 EUR for postage); for details about payment please contact: info@apem‐journal.org 
Cover and interior design: Miran Brezocnik 
Printed: Tiskarna Koštomaj, Celje, Slovenia 
Subsidizer: The journal is subsidized by Slovenian Research Agency 

Statements and opinions expressed in the articles and communications are those of the individual contributors and not necessarily those of 
the editors or the publisher. No responsibility is accepted for the accuracy of information contained in the text, illustrations or advertise‐
ments. Chair of Production Engineering assumes no responsibility or liability for any damage or injury to persons or property arising from 
the use of any materials, instructions, methods or ideas contained herein. 

Copyright © 2020 CPE, University of Maribor. All rights reserved.

APEM 
journal

https://apem-journal.org/
https://apem-journal.org/
mailto:editor@apem%E2%80%90journal.org
mailto:info@apem%E2%80%90journal.org
mailto:desk1@apem%E2%80%90journal.org
mailto:desk2@apem%E2%80%90journal.org
mailto:desk3@apem%E2%80%90journal.org


 

 

 

 
Chair of Production Engineering (CPE) 

	
Advances in Production Engineering & Management 

Volume 15 | Number 3 | September 2020 | pp 251–372 

	
	
Contents 

Scope and topics  254

An exact approach for the consistent vehicle routing problem (ConVRP) 
Barros, L.; Linfati, R.; Escobar, J.W. 

255

Decentralized optimization of the flexible production lines 
Malega, P.; Rudy, V.; Kanász, R.; Gazda, V. 

267

Interactive impacts of overconfidence and fairness concern on supply chain performance  
Zhang, Z.J.; Wang, P.; Wan, M.Y.; Guo, J.H.; Luo, C.L. 

277

Computational analysis of cavitation at the tongue of the volute of a centrifugal pump at 
overload conditions 
Hu, Q.; Yang, Y.; Cao, W. 

295

Optimization of process performance by multiple pentagon fuzzy responses: Case studies of 
wire‐electrical discharge machining and sputtering process  
Al‐Refaie, A.; Lepkova, N.; Abbasi, G.; Bani Domi, G.

307

An integrated CNC system for chatter suppression in turning  
Jasiewicz, M.; Miądlicki, K. 

318

Simulation‐based time evaluation of basic manual assembly tasks 
Turk, M.; Pipan, M.; Šimic, M.; Herakovič, N. 

331

Manufacturer’s customer satisfaction incentive plan for duopoly retailers with Cournot or 
collusion games 
Hu, H.; Zhang, Z.; Wu, Q.; Han, S. 

345

Testing of novel nano gold ink for inkjet printing  
Rudolf, R.; Majerič, P.; Golub, D.; Tiyyagura, H.R.

358

Calendar of events  369

Notes for contributors  371

Journal homepage: apem‐journal.org 

ISSN 1854‐6250 (print) 
ISSN 1855‐6531 (on‐line) 

©2020 CPE, University of Maribor. All rights reserved. 

   

https://doi.org/10.14743/apem2020.3.363
https://doi.org/10.14743/apem2020.3.364
https://doi.org/10.14743/apem2020.3.365
https://doi.org/10.14743/apem2020.3.366
https://doi.org/10.14743/apem2020.3.367
https://doi.org/10.14743/apem2020.3.368
https://doi.org/10.14743/apem2020.3.369
https://doi.org/10.14743/apem2020.3.370
https://doi.org/10.14743/apem2020.3.371
https://apem-journal.org/Archives/2020/VOL15-ISSUE03.html
https://apem-journal.org/
https://apem-journal.org/


254 

Scope and topics 

Advances	in	Production	Engineering	&	Management	 (APEM	journal)	 is	an	 interdisciplinary	refer‐
eed	international	academic	journal	published	quarterly	by	the	Chair	of	Production	Engineering	at	
the	University	of	Maribor.	The	main	goal	of	the	APEM	journal	is	to	present	original,	high	quality,	
theoretical	and	application‐oriented	research	developments	in	all	areas	of	production	engineer‐
ing	and	production	management	to	a	broad	audience	of	academics	and	practitioners.	In	order	to	
bridge	 the	 gap	between	 theory	 and	 practice,	 applications	 based	 on	 advanced	 theory	 and	 case	
studies	are	particularly	welcome.	For	theoretical	papers,	their	originality	and	research	contribu‐
tions	are	the	main	factors	in	the	evaluation	process.	General	approaches,	formalisms,	algorithms	
or	techniques	should	be	illustrated	with	significant	applications	that	demonstrate	their	applica‐
bility	 to	 real‐world	 problems.	 Although	 the	APEM	 journal	 main	 goal	 is	 to	 publish	 original	 re‐
search	papers,	review	articles	and	professional	papers	are	occasionally	published.	

Fields	of	interest	include,	but	are	not	limited	to:	

Additive	Manufacturing	Processes	
Advanced	Production	Technologies	
Artificial	Intelligence	in	Production	
Assembly	Systems	
Automation	
Big	Data	in	Production	
Computer‐Integrated	Manufacturing	
Cutting	and	Forming	Processes	
Decision	Support	Systems	
Deep	Learning	in	Manufacturing	
Discrete	Systems	and	Methodology	
e‐Manufacturing	
Evolutionary	Computation	in	Production	
Fuzzy	Systems	
Human	Factor	Engineering,	Ergonomics	
Industrial	Engineering	
Industrial	Processes	
Industrial	Robotics	
Intelligent	Manufacturing	Systems	
Joining	Processes	
Knowledge	Management	

Logistics	in	Production	
Machine	Learning	in	Production	
Machine	Tools	
Machining	Systems	
Manufacturing	Systems	
Materials	Science,	Multidisciplinary	
Mechanical	Engineering	
Mechatronics	
Metrology	in	Production	
Modelling	and	Simulation	
Numerical	Techniques	
Operations	Research	
Operations	Planning,	Scheduling	and	Control	
Optimisation	Techniques	
Project	Management	
Quality	Management	
Risk	and	Uncertainty	
Self‐Organizing	Systems	
Statistical	Methods	
Supply	Chain	Management	
Virtual	Reality	in	Production



 

 

 

   

255 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	15	|	Number	3	|	September	2020	|	pp	255–266	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2020.3.363 Original	scientific	paper	

 
 

An exact approach for the consistent vehicle routing 
problem (ConVRP) 

Barros, L.a, Linfati, R.b, Escobar, J.W.c,* 
aEscuela de Ingeniería Industrial, Universidad del Bío‐Bío, Chile, Concepción, Chile 
bDepartamento de Ingeniería Industrial, Universidad del Bío‐Bío, Chile, Concepción, Chile 
cDepartment of Accounting and Finance, Faculty of Business Management, Universidad del Valle, Cali, Colombia 

 
 

A B S T R A C T	  A R T I C L E   I N F O	
This	paper	proposes	a	mathematical	model	for	the	Consistent	Vehicle	
Routing	Problem	(ConVRP).	The	ConVRP	is	an	extension	of	the	VRP,	
considering	 customer	 satisfaction	 through	 consistent	 service.	 The	
consistency	may	be	based	on	 time	or	on	 the	vehicle	 that	 offers	 the	
service.	This	paper	proposes	a	novel	mathematical	model	that	allows	
solving	 the	 ConVRP	 for	 several	 companies	 for	 which	 visits	 to	 the	
customers	 need	 to	 be	 from	 the	 same	 service	 provider	 (namely,	 the	
same	 vehicle	 and	 driver).	 The	 efficiency	 of	 the	 model	 is	 tested	 on	
structured	 instances	by	changing	customer	distribution	(uniform	or	
clustered),	depot	 location,	 and	arrival	 time	 to	 the	 customer	and	 re‐
moving	 certain	 constraints	 to	 see	 if	 they	 affect	 the	 performance	 of	
the	objective	function.	The	mathematical	model	is	flexible	and	could	
be	adapted	to	any	characteristic	of	 instances.	The	model	was	devel‐
oped	in	the	AMPL	programming	language	and	solved	with	the	solvers	
CPLEX	and	Gurobi.	The	results	are	promising	based	on	the	efficiency	
of	the	proposed	method	at	solving	the	problem.	

©	2020	CPE,	University	of	Maribor.	All	rights	reserved.	

 Keywords:
Vehicle	routing	problem	(VRP);		
Consistent	vehicle	routing	(ConVRP);	
Mathematical	model;	
Mixed	integer	linear	programming	model;	
Optimization;	
Exact	algorithms;	
Modelling;	
CPLEX;	
Gurobi	

*Corresponding	author:		
john.wilmer.escobar@correounivalle.edu.co	
(Escobar,	J.W.)	

Article	history:		
Received	24	March	2020	
Revised	10	October	2020	
Accepted	13	October	2020 

 
 

1. Introduction  

The	main	objective	of	the	consistent	vehicle	routing	problem	(ConVRP)	is	customer	satisfaction	
through	consistent	service.	The	consistency	may	be	based	on	time	or	on	the	vehicle	that	offers	
the	 service.	 There	 is	 extensive	 literature	 on	methods	 to	 solve	 the	well‐known	 vehicle	 routing	
problem	(VRP)	and	its	variants	[1],	but	few	studies	are	related	to	ConVRP.	The	VRP	is	critical	in	
successful	logistics	execution.	The	emergence	of	technologies	and	information	systems,	allowing	
for	seamless	mobile	and	wireless	connectivity	between	delivery	vehicles	and	distribution	facili‐
ties,	 has	 generated	 a	 new	 research	 field	 integrating	 real‐time	 VR	with	 consistent	 distribution	
management	[2].	

The	study	of	logistical	problems	such	as	vehicle	routing	and	its	different	approaches	is	gain‐
ing	more	interest	both	in	academia	and	its	application	to	real	issues	[3,	4].	Although	cost	mini‐
mization	is	traditionally	only	considered	in	a	VRP	problem,	other	objectives	can	be	defined	for	
the	same	problem	(distance,	time,	capacity,	etc.).	There	are	also	other	decision‐making	criteria	of	
a	more	significant	impact,	such	as	delays	or	delivery	schedules.	Gaining	a	better	market	position	
requires	 focusing	more	on	 the	ConVRP,	whose	objective	 is	 to	 emphasize	 customers	 through	 a	
more	consistent	service	[5].	
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This	paper	proposes	 a	mathematical	mixed‐integer	 linear	programming	model	 to	 solve	 the	
ConVRP.	The	proposed	model	can	determine	the	total	travel	time	of	a	vehicle	fleet	for	a	certain	
number	of	specific	days,	which	routes	should	be	taken	by	each	vehicle	per	day,	and	the	vehicles'	
arrival	time	for	each	customer.	The	mathematical	model	was	tested	on	structured	instances	by	
analyzing	changes	to	aspects	such	as	customer	distribution	(uniform	or	clustered),	depot	 loca‐
tion,	arrival	time	at	the	customer,	and	removing	certain	constraints	that	affect	the	performance	
of	 the	 objective	 function.	 The	model	was	 developed	 in	 the	 AMPL	 programming	 language	 and	
solved	with	the	solvers	CPLEX	and	Gurobi.	Although	a	mathematical	model	for	the	ConVRP	at‐
tracts	growing	attention	due	to	the	few	studies	related	to	the	problem.	The	mathematical	struc‐
ture	of	the	model	is	novel,	and	to	the	best	of	the	author's	knowledge,	this	is	the	first	time	a	model	
for	 the	 ConVRP	 solves	 real	 and	 structured	 instances	 for	 companies	 that	 provide	 a	 consistent	
service	over	time,	such	as	courier	companies,	elderly	care	service	companies,	and	cleaning	sec‐
tors,	under	realistic	constraints.	

The	paper	is	organized	as	follows:	Section	2	gives	an	overview	of	the	literature	on	the	prob‐
lem	of	ConVRP.	Section	3	presents	the	proposed	mathematical	model	with	its	considerations	and	
assumptions,	and	Section	4	presents	the	computational	results	obtained	from	instances.	Finally,	
the	conclusions	and	future	work	are	addressed	in	Section	5.	

2. Literature review 

This	 study	 first	 investigates	 the	 ConVRP	 in	 known	 instances	 from	 the	 literature,	 through	 an	
analysis	of	the	VRP,	to	apply	the	method	subsequently	to	real	problems	that	are	similar	to	the	
issue	analyzed.	The	VRP	consists	of	determining	a	set	of	routes	for	a	vehicle	fleet	that	leaves	one	
or	more	depots	to	meet	the	demand	of	various	geographically	dispersed	customers	[6–8].	Usual‐
ly,	the	VRP	consists	of	determining	the	best	routes	and/or	assignments	to	deliver	goods	or	ser‐
vices	to	geographically	distributed	customers.	This	problem	involves	assigning	a	group	of	cus‐
tomers	to	a	group	of	vehicles	and	drivers	and	sequencing	their	visits.	The	objective	of	the	VRP	is	
to	deliver	a	product	or	service	with	the	minimum	total	cost	involved	in	the	routes	[9].	

According	 to	 [10],	 there	 are	 other	 important	 components	 when	 defining	 a	 route	 problem,	
such	as	the	type	of	network	and	objectives	to	optimize.	Concerning	the	kind	of	structure,	prob‐
lems	are	classified	according	to	node	covering	or	arc	covering	issues.	It	 is	also	possible	for	the	
objective	to	be	to	minimize	total	cost,	total	time,	or	total	distance	traveled	and,	at	the	same	time,	
maximize	the	quality	of	service	or	the	profits	from	charging	customers.	

There	are	different	variants	of	the	VRP:	Multi‐Depot	VRP	[8],	Multi‐Depot	VRP	with	Hetero‐
geneous	 Fleet	 [11],	 Periodic	 VRP	 [12],	 Split‐Delivery	 VRP	 [13],	 Split‐Delivery	 VRP	with	 Time	
Windows	 [14],	 Heterogeneous	 VRP	 with	 Time	Windows	 [15],	 stochastic	 VRP	 [16],	 VRP	 with	
Pickup	and	Delivery	[17],	VRP	with	Backhauls	[18],	VRP	with	time	windows	[19],	and	ConVRP	
[20].	ConVRP	is	defined	as	an	extension	of	periodic	VRP	in	which	minimum‐cost	routes	are	de‐
signed	to	deliver	a	service	to	a	group	of	customers	with	known	demand	over	time	through	a	ho‐
mogeneous	fleet	of	qualified	vehicles.	Customers	may	receive	the	service	either	once	or	at	a	pre‐
defined	frequency;	however,	frequent	customers	must	receive	consistent	service	over	a	planning	
period,	such	that	the	same	vehicle	consistently	satisfies	the	time	windows	and	service	[5,	21‐22].	

According	to	[21],	in	the	ConVRP,	each	customer	must	receive	the	service	on	a	specific	day	of	
a	set	ܦ.	Each	customer	can	receive	one	service	no	more	than	once	a	day	from	any	of	the	ܭ	identi‐
cal	 vehicles.	When	 a	 customer	 receives	 the	 service,	 the	 same	driver	will	make	 the	 delivery	 at	
roughly	the	same	time	during	the	planning	horizon	of	ܦ	days,	so	the	maximum	variation	of	the	
arrival	time	is	no	more	than	ܮ	time	units.	Each	vehicle	has	a	capacity	of	ܳ	units	and	cannot	oper‐
ate	for	more	than	ܶ	units	of	time.	The	objective	is	to	develop	a	set	of	routes	for	the	fleet	that	min‐
imizes	the	total	operating	time	of	the	vehicle	over	ܦ	days.		

The	study	by	[23]	demonstrated	that	some	of	 the	solutions	provided	by	Groër	et	al.	 (2009)	
are	not	 feasible	and	proposed	an	algorithm	called	ConRTR	 that	obtained	viable	 solutions.	The	
results	showed	that	with	a	relatively	small	 increase	in	total	travel	time,	the	solutions	provided	
by	ConRTR	were	much	more	consistent	than	those	proposed	by	[22].	
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ConVRP	has	numerous	real‐life	applications	in	which	visits	to	the	customers	need	to	be	from	
the	same	service	provider	(namely,	the	same	vehicle	and	driver).	Also,	in	many	cases,	customers	
need	to	be	visited	at	a	given	frequency.	Some	real‐life	examples	of	this	type	of	service	factor	are	
parcel	delivery	and	courier	services,	elderly	care	services,	and	cleaning	services.	In	these	cases,	
the	primary	endeavor	is	to	gain	a	competitive	advantage	by	bonding	with	the	customer.	In	[3],	it	
is	considered	the	problem	of	consistency	 in	 the	 transport	service	 for	persons	with	disabilities.	
The	authors	presented	a	VRP	that	was	consistent	over	time	and	solved	it	with	a	neighborhood	
search	heuristic.	Each	 iteration	of	 the	heuristic	 required	 solving	 a	 complex	VRP	with	multiple	
time	windows	and	no	wait	time.	

The	 research	 in	 [24]	pointed	out	 that	 one	of	 the	most	 common	problems	at	 present	 is	 the	
transportation	of	persons	with	mental	disabilities	 to	 rehabilitation	centers.	Because	of	 the	pa‐
tients'	 lack	 of	 autonomy,	most	 of	 those	 affected	 do	 not	 have	 a	 vehicle	 and	 cannot	 use	 public	
transport.	Consequently,	social	health	centers	generally	use	specialized	transport	companies	to	
organize	and	carry	out	daily	trips.	Customers	need	to	be	transported	regularly,	but	sometimes	
with	some	variations	during	the	week.	These	users	are	particularly	sensitive	to	changes,	so	it	is	
essential	to	keep	consistent	schedules	and	to	provide	the	service	by	the	same	driver	to	create	a	
bond	of	trust	and	gain	a	competitive	advantage.	

The	paper	[25]	proposed	a	heuristic	for	a	ConVRP	in	a	distribution	center	of	a	food	company.	
The	problem	was	 characterized	 by	 a	 group	of	 customers	 that	 varied	 from	day	 to	 day,	 and	by	
their	demand.	Besides,	each	customer	requires	orders	delivered	within	a	given	time	period.	

In	[26],	it	is	developed	as	a	mathematical	model	to	address	the	ConVRP	of	multiple	daily	de‐
liveries	 and	 different	 service‐level	 configurations,	 such	 as	 time	windows	 and	 release	 dates.	 A	
mathematical	programming‐based	decomposition	approach	was	proposed	to	solve	the	problem.	
The	algorithm	was	tested	with	real	data	from	a	Portuguese	pharmaceutical	distribution	compa‐
ny.	[27]	proposed	a	metaheuristic	algorithm	based	on	local	search	for	scheduling	and	routing	of	
mobile	 nurses.	Mobile	 nurses	 visited	 patients	 regularly	 at	 home.	 Some	 patients	 require	 up	 to	
three	visits	per	day	on	predefined	time	windows.	The	visits	required	different	qualifications,	and	
the	nurses	had	different	qualification	levels.	This	problem	involved	consistency	in	the	visits.	

In	[28],	an	exact	algorithm	based	on	column	generation	was	proposed	for	the	ConVRP.	Each	
variable	of	this	model	represented	the	set	of	routes	assigned	to	a	vehicle	over	the	planning	hori‐
zon.	The	proposed	algorithm	could	solve	small	and	medium‐sized	instances	with	five	planning	
periods	and	30	customers.	

The	work	[5]	presents	a	solution	framework	for	the	ConVRP.	In	this	problem,	customers	re‐
ceived	 service	 once	 or	 at	 a	 predefined	 frequency,	 but	 frequent	 customers	 had	 to	 receive	 con‐
sistent	service;	that	is,	they	had	to	be	visited	by	the	same	driver	throughout	the	planning	period.	
The	proposed	algorithm	adopted	a	two‐level	decomposition	scheme.	The	computational	exper‐
iments	 with	 benchmark	 data	 sets	 illustrated	 the	 competitiveness	 of	 the	 proposed	 approach	
compared	to	current	results.	

The	 paper	 [29]	 proposes	 a	 variable	 neighborhood	 search	 (VNS)	 for	 the	 ConVRP.	 The	 pro‐
posed	algorithm	consisted	of	two	stages.	 In	the	first	stage,	VNS	was	applied	to	obtain	approxi‐
mate	solutions.	The	obtained	solutions	might	be	unfeasible;	if	a	solution	had	acceptable	quality,	
the	second	step	attempted	to	improve	it.	The	proposed	algorithm	was	tested	on	the	benchmark	
ConVRP	data	 set	 and	 compared	with	existing	ConVRP	approaches	 from	 the	 literature.	The	 re‐
sults	showed	that	VNS	outperformed	all	existing	ConVRP	methods	regarding	the	quality	of	 the	
solutions	obtained.	

The	work	proposed	by	[30]	studied	a	variant	of	 the	traditional	ConVRP	considering	profits.	
There	were	two	sets	of	customers	in	this	problem,	the	frequent	customers	that	must	be	serviced	
and	the	 infrequent	potential	customers	with	known	and	estimated	profits,	both	having	known	
demands	and	service	requirements	over	a	planning	horizon	of	multiple	days.	The	objective	was	
to	determine	the	vehicle	routes	that	maximized	net	profit	while	satisfying	vehicle	capacity,	route	
duration,	and	consistency	constraints.	This	paper	proposed	a	new	mathematical	model	that	cap‐
tures	the	profit‐collecting	nature	and	other	features	of	the	problem	and	an	adaptive	tabu	search	
that	used	short‐	and	long‐term	memory	structures	to	guide	the	search	process.	In	[31],	the	gen‐
eralized	 ConVRP	 (GenConVRP)	 is	 considered,	where	 a	 limited	 number	 of	 drivers	 visited	 each	
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customer,	and	variation	in	arrival	times	was	penalized	in	the	objective	function.	The	vehicle	de‐
parture	times	could	be	adjusted	to	obtain	stable	arrival	times.	

Additionally,	customers	were	associated	with	time	windows.	Unlike	the	previous	work	on	the	
ConVRP,	this	study	used	the	template	concept	to	generate	route	plans.	The	proposed	approach	
was	 based	 on	 a	 flexible	 neighborhood	 search.	 Several	 destroy‐and‐repair	 heuristics	 were	 de‐
signed	to	remove	customers	from	the	routes	and	to	reinsert	them	in	better	positions.	The	multi‐
purpose	version	of	the	GenConVRP	is	reviewed	in	[32].	

3. Problem description and proposed approach 

3.1 ConVRP description 

Most	studies	 in	the	ConVRP	literature	emphasize	many	 logistics	companies'	current	problems:	
low	customer	satisfaction	with	the	company's	performance	stemming	from	its	sole	focus	on	total	
cost	minimization	and	not	caring	about	customer	service.	For	this	reason,	companies	now	seek	
to	increase	service	quality	even	if	it	means	an	increase	in	costs.	
The	ConVRP	has	 great	 relevance	 and	 importance	 to	 that	problem.	The	main	objective	of	 the	

ConVRP	is	the	minimization	of	the	travel	time	of	vehicles	on	the	days	required.	In	a	general	con‐
text,	the	goal	is	to	meet	customers'	individual	demands	in	the	defined	planning	horizon,	leaving	
the	customer	satisfied	and	achieving	consistent	times	and	drivers.	As	mentioned	above,	it	is	es‐
sential	that	each	customer	receive	service	by	the	same	driver	each	time,	since	this	creates	a	bond	
of	trust	with	the	customer	and	improves	customer	satisfaction	with	the	service	offered.	Moreo‐
ver,	 there	 is	 a	 time	 constraint	 on	 each	 vehicle's	 arrival	 to	 the	 customer,	 since	 the	 customer	
should	 receive	 service	 simultaneously	 on	 each	 service	 day	 to	 achieve	 consistency	 concerning	
time	[21].	The	critical	elements	of	the	ConVRP	are:	

 Unequal	hours	of	service	delivery	to	the	customer.	
 Undefined	routes	for	each	vehicle.	
 Inconsistency	in	the	drivers	who	deliver	service	to	the	customers.	

3.2 Proposed mathematical model 

The	 proposed	model	 solves	 real	 and	 structured	 instances	 for	 companies	 that	 provide	 a	 con‐
sistent	 service	over	 time,	 such	as	 companies	 in	 the	 courier,	 elderly	 care,	 and	cleaning	 sectors,	
under	realistic	constraints.	The	proposed	mixed‐integer	linear	programming	model	determines	
customers'	routes	to	visit,	the	vehicles	assigned,	and	the	arrival	times	to	the	customers.	
	

Sets	
	

	ܦ Planning	horizon,	equivalent	to	the	set	of	days	the	service	is	required.		
ܸ		 Available	vehicles	(homogeneous	fleet)
	ݏ݁݀݋ܰ Set	of	nodes	(depot	plus	customers)
		ݏܿݎܣ Set	of	arcs between	nodes	(physical	connections)

	

Parameters		
	

ܶ		 Daily	capacity	in	hours	per	vehicle	
௜ܵௗ		 Service	time	for	customer	݅ on	day	݀
	ܮ Maximum	arrival‐time	variation	between	two	customers
ܳ	 Maximum	capacity	of	each	vehicle
	௜ௗݍ Demand	of	customer	݅	on	day	݀
	௜ௗݓ 1	indicates	customer	݅	requires	service	on	day	݀,	0	indicates	otherwise	
	௜௝ݐ Travel	time	associated	with	arc	ሺ݅, ݆ሻ
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Decision	variables		
	

௜௝௞ௗݔ ൌ ቄ		1		if	vehicle	k	visits	customer	݆	after	customer	݅	on	day	݀		
0																																																																																						otherwise

		
	

௜௞ௗݕ ൌ ቄ 	1		if	customer	i	is	visited	by	vehicle	݇, on	day	݀																																
		0																																																																				otherwise																																

	
	

ܽ௜ௗ	is	arrival	time	to	customer	݅	on	day	݀	ሺ݅ ൌ 0	at	the	depotሻ	
	

		elimination	subtour	for	variable	auxiliary	is	௜ௗݑ
	

Objective	function	
	

Minimize ෍ ෍ ෍ ௜௝௞ௗݔ௜௝ݐ
ሺ௜,௃ሻ ఢ ஺௥௖௦௞ ఢ ௏ௗ	ఢ	஽

	 	 (1)

Eq.	 1	 seeks	 to	minimize	 the	 total	 travel	 time	of	 the	 vehicles	 to	 the	 customers	 over	 the	whole	
planning	horizon.	
	

Constraints	
	

଴௞ௗݕ ൌ 1	 ∀݇ ∈ ܸ ∀݀ ∈ 	ܦ (2)

ܽ଴ௗ ൌ 0	 ∀݀ ∈ ܦ 	 (3)

෍ ௜௞ௗݕ ൌ ௜ௗݓ	
௞	∈	௏

	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ ,ܦ ݅ ൒ 1	 (4)

෍ ௜ௗݍ ∗ ௜௞ௗݕ	
௜	∈	ே௢ௗ௘௦

൑ ܳ	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ ܦ ∀݇ ∈ ܸ, ݅ ൒ 1	 (5)

෍ ௜௝௞ௗݔ ൌ ௝௞ௗݕ
௜	∈	ே௢ௗ௘௦

	 ∀݆ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ ∀݀ ∈ ,ܦ ݅ ൒ 1	 (6)

෍ ௝௜௞ௗݔ ൌ ௝௞ௗݕ
௜	∈	ே௢ௗ௘௦

	 ∀݆ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ ∀݀ ∈ ,ܦ ݅ ൒ 1	 (7)

௜ௗഀݓ ൅ ௜ௗഁݓ െ 2 ൌ ௜௞ௗഀݕ െ ௜௞ௗഁݕ 	 ∀݀ఈ, ݀ఉ ∈ ܦ ∀݅ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ, ߙ ് 	ߚ (8)

௜ௗഀݓ ൅ ௜ௗഁݓ െ 2 ൌ ௜௞ௗഁݕ െ ௜௞ௗഀݕ 	 ∀݀ఈ, ݀ఉ ∈ ܦ ∀݅ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ, ߙ ് 	ߚ (9)

ܽ௜ௗ ൅ ௜ௗݏ௜௝௞ௗ൫ݔ ൅ ௜௝൯ݐ െ ൫1 െ ௜௝௞ௗ൯ݔ ∗ ܶ ൑ ௝ܽௗ	 ∀ ݅, ݆ ∈ ݏ݋ܿݎܣ ݇ ∈ ܸ ݀ ∈ ,ܦ ݆ ൒ 1	 (10)

ܽ௜ௗ ൅ ௜ௗݏ௜௝௞ௗ൫ݔ ൅ ௜௝൯ݐ െ ൫1 െ ௜௝௞ௗ൯ݔ ∗ ܶ ൒ ௝ܽௗ	 ∀ ݅, ݆ ∈ ݏ݋ܿݎܣ ݇ ∈ ܸ ݀ ∈ ,ܦ ݆ ൒ 1	 (11)

ܽ௜ௗ ൅ ௜ௗݓ ∗ ሺݏ௜ௗ ൅ ௜଴ሻݐ ൒ 0	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ ,ܦ ݅ ൒ 1	 (12)

ܽ௜ௗ ൅ ௜ௗݓ ∗ ሺݏ௜ௗ ൅ ௜଴ሻݐ ൑ ܶ ∗ 	௜ௗݓ ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ ,ܦ ݅ ൒ 1	 (13)

ܽ௜ௗഀ െ ܽ௜ௗഁ ൑ ܮ ൅ ܶ ∗ ሺ2 െ ௜ௗഀݓ െ 	௜ௗഁሻݓ ∀݀ఈ, ݀ఉ ∈ ܦ ∀݅ ∈ ,ݏ݁݀݋ܰ ߙ ് 	ߚ (14)

ܽ௜ௗഁ െ ܽ௜ௗഀ ൑ ܮ ൅ ܶ ∗ ሺ2 െ ௜ௗഀݓ െ 	௜ௗഁሻݓ ∀݀ఈ, ݀ఉ ∈ ܦ ∀݅ ∈ ,ݏ݁݀݋ܰ ߙ ് 	ߚ (15)

௜ௗݑ ൅ 1 ൑ ௝ௗݑ ൅ ݏ݁݀݋ܰ ∗ ሺ1 െ 	௜௝௞ௗሻݔ ∀݅, ݆ ∈ ݏ݋ܿݎܣ ݇ ∈ ܸ ݀ ∈ ,ܦ ݆ ൒ 1	 (16)

௜௝௞ௗݔ ∈ ሼ0,1ሽ	 ∀݅, ݆ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ ∀݀ ∈ 	ܦ (17)

௜௞ௗݕ ∈ ሼ0,1ሽ	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݇ ∈ ܸ ∀݀ ∈ 	ܦ (18)

ܽ௜ௗ ൒ 0	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ 	ܦ (19)

௜ௗݑ ൒ 0	 ∀݅ ∈ ݏ݁݀݋ܰ ∀݀ ∈ 	ܦ (20)

Eq.	2	determines	that	each	vehicle	must	visit	the	depot	first	and	then	go	to	its	respective	cus‐
tomer.	Eq.	3	corresponds	to	the	arrival	time	of	the	vehicle	at	the	depot,	which	must	be	equal	to	0.	
This	ensures	that	the	vehicles	visit	the	depot	at	time	0	every	day.	Eq.	4	ensures	that	customers	
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are	visited	exactly	once	when	the	service	is	required,	that	is,	each	customer	is	visited	once	per	
service	day.	Constraints	5	limit	the	capacity	of	the	vehicles	to	prevent	them	from	exceeding	the	
ܳ	units	of	product	the	vehicles	can	deliver	per	day.	Eqs.	6	and	7	ensure	that	each	customer	has	
only	one	predecessor	and	successor.	

The	following	constraints	achieve	model	consistency	with	the	customers	that	will	be	visited	
in	the	planning	horizon.	Eqs.	8	and	9	ensure	that	each	customer	receives	the	service	by	the	same	
driver	each	time	the	customer	requests	service.	Constraints	10	and	11	determine	the	daily	arri‐
val	 times	 of	 individual	 customers,	which	 is	 necessary	 to	 achieve	 consistency	 in	 the	 time	win‐
dows.	 Eqs.	 12	 and	 13	 limit	 the	 time	 the	 vehicles	 circulate,	 which	 translates	 to	 the	maximum	
travel	 time	 of	 each	 vehicle.	 Constraints	 14	 and	15	 are	 those	 that	 achieve	 time	 consistency,	 as	
they	indicate	that	the	difference	in	arrival	times	to	customer	݅	between	days	ߙ	and	ߚ	cannot	be	
more	than	ܮ	time	units.	This	ensures	customers	are	serviced	on	both	days	at	roughly	the	same	
time.	The	value	of	ܮ	is	 initially	adjusted	to	be	the	same	as	ܶ,	which	leads	to	a	relaxation	of	the	
problem,	since	there	is	no	consistency	in	the	times	but	there	is	in	the	vehicles.	Therefore,	when	ܮ	
has	that	value,	it	indicates	that	the	vehicle	can	deliver	the	service	within	the	daily	limit	of	hours	
in	circulation.	Later,	the	ܮ	value	is	adjusted	to	a	number	lower	than	ܶ	to	achieve	consistency	in	
the	 service	 delivery	 time.	 Constraint	 10	 seeks	 to	 eliminate	 subtours	 with	 Eq.	 16,	 which	 is	
adapted	from	[33].	Computational	tests	were	conducted	on	removing	Constraints	16	and	check‐
ing	 the	behavior	of	 the	model.	Constraint	11	keeps	vehicles	constantly	moving	 to	meet	arrival	
times.	Finally,	Eqs.	17	and	18	output	binary	variables,	while	Eqs.	19	and	20	output	nonnegative	
variables,	which	means	that	the	variables	cannot	be	negative.	

4. Results, analysis and discussion  

The	 following	 section	 shows	 the	 different	 results	 obtained	 from	different	 structural	 instances	
under	the	conditions	explained	below.	Experiments	were	performed	with	test	instances	to	verify	
the	proper	operation	of	the	proposed	algorithm.	The	general	computational	results	are	analyzed	
for	different	structural	instances.	Different	solver	options	are	also	tested	to	analyze	other	results	
based	 on	 computation	 times	 or	 objectives.	 The	 proposed	model	was	 developed	 in	 AMPL	 lan‐
guage	version	20180822	and	solved	with	the	solvers	CPLEX	12.8.0	and	Gurobi	8.0.0	in	an	Intel	
Xeon	E5‐2660	v2	Dual	Core	@	2.20	GHz	computer	with	64	GB	RAM	and	a	64‐bit	Red	Hat	Enter‐
prise	Linux	7	operating	system.	

4.1 Instances definition  

The	instances	are	developed	taking	into	account	the	following	considerations:	

 Customers:	A	total	of	three	groups,	of	10,	15,	and	20	customers,	are	considered,	in	addition	
to	uniform	and	cluster	distributions.	

 Depot:	It	is	located	at	the	center	of	the	data	or	at	one	of	the	ends	of	the	region.	
 Arrival	 time	difference	(L):	 Instances	are	created	with	different	ܮ	parameters,	which	are	

ܮ ൌ ܮ	,ܶ ൌ 3,	and	ܮ ൌ 1.	
 Constraints:	A	modification	is	made	to	the	model	by	removing	Constraints	16	and	11.	

	

Certain	conditions	mentioned	by	[21]	and	[34]	in	the	literature	are	established	when	the	in‐
stances	are	created;	those	conditions	are	the	following:	
	

 The	uniform	distributions	of	customer	locations	are	generated	within	a	square	with	verti‐
ces	(0,0),	(10,0),	(10,10),	(0.10).	Cluster	instances	are	generated	according	to	the	method	
proposed	by	[34].	This	procedure	consists	of	four	steps:	
	

1. Two	clusters	are	distributed	uniformly	between	the	coordinates	mentioned	above.		
2. Then	 customers	 are	 generated	 uniformly,	 and	 the	 Euclidean	 distance	 between	 the	

point	and	the	cluster	is	obtained	using	(21):	

ܦ ൌ ටሺܥ௫ െ ሻଶݔ ൅ ሺܥ௬ െ 	ሻଶݕ (21)
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3. To	verify	that	the	point	is	close	to	the	cluster,	Eq.	22	is	used:	
	

ଵܲ ൌ ݁
൜
ି஽ሺ௣,஼భሻ

଴,଼ ൠ
൅ ݁

൜
ି஽ሺ௣,஼మሻ

଴,଼ ൠ (22)
	

4. Finally,	 ଵܲ	 is	 compared	with	 ଶܲ ൌ ⋃ሺ0,1ሻ.	 If	 ଵܲ ൏ 	 ଶܲ	 then	 the	point	 is	 added;	other‐
wise,	the	point	is	discarded,	and	the	same	process	is	repeated	until	all	customers	are	
captured.		

 The	planning	horizon	is	set	to	3	days.	
 The	probability	of	customers	requiring	service	every	day	is	70	%.	
 For	 customers	 that	 require	 service	on	a	 certain	day,	demand	 is	uniformly	distributed	 in	

(1,3).	
 All	service	times	are	set	to	one	unit,	which	varies	depending	on	the	total	number	of	cus‐

tomers.	
 Vehicle	capacity	is	homogeneous,	and	the	maximum	capacity	is	15	units.	

	

A	total	of	108	instances	are	generated,	divided	into	four	types.	

4.2 Structured instances results 

All	instances	are	evaluated	with	a	maximum	calculation	time	of	3600	seconds	(1	hour)	since	that	
time	 is	 considered	reasonable	 to	 find	an	optimal	 solution.	For	 the	notations	on	 the	 tables,	 the	
term	"CPU	Time"	corresponds	to	the	time	in	seconds	taken	to	find	the	result,	"Gap"	is	the	per‐
centage	difference	between	the	best	number	obtained	and	the	best	integer	solution	found	by	the	
model,	and	"Z"	is	the	value	of	the	objective	function.	

Customer	distribution	

This	section	compares	the	results	obtained	when	the	model	 is	applied	to	 instances	 focused	on	
uniform	and	 clustered	distribution	of	 the	 customers	 for	 a	maximum	of	20	 customers.	Table	1	
shows	the	results	of	the	instances	for	uniformly	distributed	customers.		

The	number	of	vehicles	used	in	each	instance	achieves	balanced	routes	for	each	vehicle	since	
the	probability	of	the	daily	demand	for	each	customer	is	70	%.	In	particular,	route	balance	is	not	
achieved	if	the	number	of	vehicles	is	high.	Table	2	shows	the	results	of	the	model	for	instances	
generated	in	clusters.	

The	 analysis	 of	 the	 results	 obtained	 with	 customers	 distributed	 uniformly	 and	 in	 clusters	
shows	that	this	latter	model	finds	better	solutions	in	less	computation	time.	A	clustered	distribu‐
tion	 of	 customers	 results	 in	 better	model	 behavior	 and	 reduced	 computation	 times,	 which	 is	
reflected	 in	a	more	significant	number	of	optimal	solutions.	Finally,	 the	Gurobi	software	deliv‐
ered	better	 results	 in	 computation	 time	and	Gap	percentage,	but	 these	 results	were	not	more	
relevant	than	those	obtained	with	CPLEX.	
	

Table	1	Performance	of	the	model	with	uniformly	distributed	customers		
CPLEX Gurobi	

Number	of	
customers	

Vehicles	used		 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	 Gap	(%)	

CPU	
Time	(s)	

Z	(time)	

10	 2	 0.00	 0.25	 136.90	 0.00	 0.56	 136.90	
15	 2	 11.68	 3600.00	 149.60	 4.99	 3600.00	 149.60	
20	 3	 27.16	 3600.00	 192.25	 15.86	 3600.00	 192.25	

	
Table	2	Performance	of	the	model	with	customers	distributed	in	clusters	

CPLEX	 Gurobi	
Number	of	
customers	

Vehicles	used	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	 Gap	(%)	

CPU	
Time	(s)	

Z	(time)	

10	 2	 0.00	 143.88	 135.08	 0.00	 368.54	 135.08	
15	 2	 0.00	 13.77	 126.32	 0.00	 12.48	 126.32	
20	 3	 7.44	 3600.00	 151.71	 4.13	 3600.00	 151.71	
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Depot	location	

This	section	shows	the	results	obtained	for	different	depot	locations,	considering	both	customer	
distributions,	uniforms,	and	clustered.	In	particular,	the	depot	is	located	at	the	corner	or	the	cen‐
ter	of	the	customers.	In	the	corner	option,	the	depot	is	put	on	one	of	the	vertices	that	delimit	cus‐
tomers'	locations.	Table	3	shows	the	results	obtained	when	the	model	is	applied	to	the	instances.	

The	model	finds	an	optimal	solution	for	50	%	of	the	instances	studied	from	the	data	obtained	
with	the	solver,	 in	computation	time	of	fewer	than	143	seconds.	In	contrast,	the	other	50	%	of	
the	instances	fail	to	solve	optimally,	but	feasible	solutions	are	still	found,	of	which	two	are	from	
customers	with	uniform	distribution	and,	at	the	same	time,	have	the	highest	Gap.	The	other	op‐
tion	puts	the	depot	precisely	in	the	center	of	the	coordinates	of	the	customers.	Table	4	shows	the	
results	obtained	when	the	model	is	applied	to	the	generated	instances.	

As	shown	 in	Table	4,	 customers'	 travel	 time	with	 the	clustered	distribution	 is	 considerably	
lower	than	with	the	uniform	distribution.	The	model	performs	better	when	the	depot	is	located	
at	the	center	than	at	a	corner.	Indeed,	the	model	found	optimal	solutions	for	all	instances	of	this	
type.	Additionally,	an	analysis	of	the	solver	results	shows	that	the	computation	times	of	Gurobi	
are	 shorter	 in	most	 cases,	 though	 in	 4	 out	 of	 12	 instances,	 the	 computation	 time	was	 shorter	
with	CPLEX,	which	indicates	a	lower	performance	for	these	instances.	For	this	reason,	the	arrival	
time	and	relaxation	of	constraints	cases	were	not	analyzed	with	the	Gurobi	solver.	

	
Table	3	Performance	of	the	model	for	the	depot	located	on	a	corner	

CPLEX	 Gurobi	

Customers	 Distribution	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	 Gap	(%)	

CPU	
Time	(s)	

Z	(time)	

10	 Uniform	 0.00	 0.25	 136.90	 0.00	 0.56	 136.90	
15	 Uniform	 11.68	 3600.00	 149.60	 4.99	 3600.00	 149.60	
20	 Uniform	 27.16	 3600.00	 192.25	 15.86	 3600.00	 192.25	
10	 Cluster	 0.00	 143.88	 135.08	 0.00	 368.54	 135.08	
15	 Cluster	 0.00	 13.77	 126.32	 0.00	 12.48	 126.32	
20	 Cluster	 7.44	 3600.00	 151.71	 4.13	 3600.00	 151.71	

	
Table	4	Performance	of	the	model	for	a	depot	located	at	the	center	

CPLEX	 Gurobi	

Customers	 Distribution	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	 Gap	(%)	

CPU	
Time	(s)	

Z	(time)	

10	 Uniform	 0.00	 1.15	 81.29	 0.00	 0.86	 81.29	
15	 Uniform	 0.00	 5.28	 112.02	 0.00	 2.52	 112.02	
20	 Uniform	 0.00	 1289.33	 129.76	 0.00	 1971.33	 129.76	
10	 Cluster	 0.00	 1.99	 54.47	 0.00	 2.60	 54.47	
15	 Cluster	 0.00	 22.62	 64.96	 0.00	 15.59	 64.96	
20	 Cluster	 0.00	 141.38	 79.68	 0.00	 266.74	 79.68	

Arrival	time	differences	(L)	

The	arrival	time	difference	is	the	parameter	that	 limits	how	long	a	vehicle	can	take	to	provide	
service	to	a	customer	on	different	days.	We	are	interested	in	reducing	that	time	as	much	as	pos‐
sible	to	achieve	more	consistent	arrival	times.	Table	5	shows	the	results	of	applying	the	model	
with	an	ܮ	value	equal	to	ܶ,	and	Table	6	shows	the	results	for	ܮ	=	3,	considering	the	depot	located	
at	 one	 end	 and	 at	 the	 center,	 and	with	 a	 clustered	 distribution	 of	 customers.	 Finally,	 Table	 7	
shows	the	results	of	the	instances	with	ܮ	=	1.	
	

Table	5	Performance	of	the	model	with		ܮ ൌ ܶ	
CPLEX	

Customers	 Depot	 T	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 30	 30	 0.00	 143.88	 135.08	
15	 Corner	 38	 38	 0.00	 13.77	 126.32	
20	 Corner	 40	 40	 7.44	 3600.00	 151.71	
10	 Center	 30	 30	 0.00	 1.99	 54.47	
15	 Center	 38	 38	 0.00	 22.62	 64.96	
20	 Center	 40	 40	 0.00	 141.38	 79.68	
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Table	6	Performance	of	the	model	with		ܮ ൌ 3	
CPLEX	

Customers	 Depot	 T	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 30	 3	 0.00	 25.75	 135.08	
15	 Corner	 38	 3	 0.00	 60.81	 126.81	
20	 Corner	 40	 3	 10.50	 3600.00	 154.26	
10	 Center	 30	 3	 0.00	 2.68	 54.47	
15	 Center	 38	 3	 0.00	 82.52	 66.72	
20	 Center	 40	 3	 11.57	 3600.00	 82.42	

	

Table	7	Performance	of	the	model	with		ܮ ൌ 1	
CPLEX	

Customers	 Depot	 T	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 30	 1	 Unfeasible	 13.87	 Unfeasible	
15	 Corner	 38	 1	 16.57	 3600.00	 146.47	
20	 Corner	 40	 1	 18.27	 3600.00	 165.47	
10	 Center	 30	 1	 0.00	 8.94	 61.69	
15	 Center	 38	 1	 27.24	 3600.00	 82.56	
20	 Center	 40	 1	 28.81	 3600.00	 98.93	

	

The	results	showed	that	as	the	ܮ	parameter	decreases,	that	 is,	as	the	difference	in	arrival	time	
approaches	0,	 the	model	struggles	 to	 find	solutions.	The	 travel	 times	obtained	with	 the	model	
increase	as	 the	difference	 in	 arrival	 time	decreases;	 this	 increase	 in	 the	 value	of	 the	objective	
function	is	most	clearly	seen	when	ܮ	=	1.	An	optimal	solution	is	not	achieved	for	most	of	these	
results,	but	 if	 the	computation	time	had	been	increased,	 it	would	have	been	possible	to	obtain	
results	closer	to	those	obtained	in	the	previous	instances.	In	addition,	for	those	cases	in	which	
feasible	solutions	were	obtained,	the	time	the	solver	took	to	obtain	a	solution	was	no	more	than	
roughly	3	minutes.		

Relaxation	of	constraints	

In	the	model	developed,	there	are	two	constraints	that	need	to	be	analyzed	since	these	can	sig‐
nificantly	 affect	 the	 results	 that	will	 be	 obtained.	 In	 particular,	 tests	were	 conducted	without	
Constraints	11	and	16,	and	the	analysis	was	repeated.	In	the	first	test,	Constraint	16,	whose	func‐
tion	is	to	remove	the	subtour,	was	eliminated	since	Restriction	10	can	fulfill	the	same	function.	
By	doing	this,	the	relaxed	problem	can	be	solved	with	the	instances	consisting	of	clustered	cus‐
tomers,	both	depot	locations,	and	ܮ	=	3.	Tables	8	and	9	show	the	results	for	each	model.	

In	 the	 first	 comparison	made	with	 the	removal	of	Constraint	16,	no	significant	changes	are	
seen	in	the	solver;	in	fact,	the	results	obtained	are	very	similar,	both	in	Gap	value	and	computa‐
tion	times.	Therefore,	removing	this	constraint	is	no	longer	considered	since	it	does	not	signifi‐
cantly	improve	the	original	model.	
	

Table	8	Performance	of	the	original	model	
CPLEX	

Customers	 Depot	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 3	 0.00	 25.75	 135.08	
15	 Corner	 3	 0.00	 60.81	 126.81	
20	 Corner	 3	 10.50	 3600.00	 154.26	
10	 Center	 3	 0.00	 2.68	 54.47	
15	 Center	 3	 0.00	 82.52	 66.72	
20	 Center	 3	 11.57	 3600.00	 82.42	

	
Table	9	Performance	of	the	model	without	Constraint	16	

CPLEX	

Customers	 Depot	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 3	 0.00	 47.09	 135.08	
15	 Corner	 3	 0.00	 44.36	 126.81	
20	 Corner	 3	 10.23	 3600.00	 154.26	
10	 Center	 3	 0.00	 2.98	 54.47	
15	 Center	 3	 0.00	 144.68	 66.72	
20	 Center	 3	 12.83	 3600.00	 82.42	
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The	 second	 test	was	 to	 eliminate	 constraint	11,	which	was	 intended	 to	 keep	 the	vehicle	 in	
constant	motion	along	the	entire	route;	therefore,	if	this	constraint	is	eliminated,	then	the	vehi‐
cle	will	wait	in	its	place	before	the	next	customer	is	visited.	As	a	result,	the	instances	of	custom‐
ers	 organized	 in	 clusters,	 both	depot	 locations,	 and	 ܮ ൌ 1	were	 considered.	 Tables	 10	 and	11	
show	the	original	model	results	and	the	model	without	Constraint	11.	

This	 comparison	shows	 that	Constraint	11	can	be	eliminated	 if	 the	driver	 is	 to	wait	before	
traveling	to	the	next	customer,	to	provide	consistent	arrival	times	in	less	travel	time.	The	results	
are	better	than	those	of	the	original	model	since	the	objective	function's	values	are	lower,	which	
indicates	a	lower	total	travel	time	and,	thus,	a	lower	cost.	The	results	obtained	for	vehicles'	daily	
travel	times	show	that	the	model	performs	better	with	a	clustered	distribution	of	customers	and	
a	centrally	located	depot	since	total	travel	times	are	the	lowest	out	of	all	experiments.	Besides,	
total	travel	times	rise	as	the	difference	in	arrival	times	to	customers	approaches	0.	

	
Table	10	Performance	of	the	original	model		

CPLEX	

Customers	 Depot	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 1	 Unfeasible	 13.87	 Unfeasible	
15	 Corner	 1	 16.57	 3600.00	 146.47	
20	 Corner	 1	 18.27	 3600.00	 165.47	
10	 Center	 1	 0.00	 8.94	 61.69	
15	 Center	 1	 27.24	 3600.00	 82.56	
20	 Center	 1	 28.81	 3600.00	 98.93	

	
Table	11	Performance	of	the	model	without	Constraint	11	

CPLEX	

Customers	 Depot	 L	 Gap	(%)	
CPU	

Time	(s)	
Z	(time)	

10	 Corner	 1	 0.00	 11.12	 135.08	
15	 Corner	 1	 0.00	 6.61	 126.32	
20	 Corner	 1	 8.15	 3600.00	 151.91	
10	 Center	 1	 0.00	 2.06	 54.47	
15	 Center	 1	 0.00	 29.01	 65.30	
20	 Center	 1	 0.00	 118.48	 79.68	

5. Conclusion 

This	article	proposes	a	mathematical	model	for	the	ConVRP.	The	ConVRP	is	a	variant	of	the	ca‐
pacitated	VRP	where	 customers	 can	 receive	 service	 either	 once	 or	 at	 a	 predefined	 frequency,	
receiving	 consistent	 service	 over	 a	 planning	 period	 that	 results	 in	 time	windows	 and	 service	
consistently	provided	by	the	same	vehicle.	The	proposed	model	can	reduce	the	travel	 times	of	
vehicles	 in	 the	 planning	 horizon	 and	 achieve	 consistency	 in	 arrival	 times	 to	 customers	 and	
achieve	consistency	in	the	vehicles	that	visit	the	customers.	

The	mathematical	model	was	tested	on	structured	instances	to	analyse	how	it	would	handle	
some	changes	 to	aspects	 such	as	customer	distribution	 (uniform	or	clustered),	depot	 location,	
and	arrival	times	to	customers	and	whether	the	removal	of	certain	constraints	would	affect	the	
performance	 of	 the	 objective	 function.	 The	 model	 was	 developed	 in	 the	 AMPL	 programming	
language	and	solved	with	solvers	CPLEX	and	Gurobi.	The	results	are	outstanding	for	the	problem	
considered	in	this	study.	

For	 future	work,	we	 suggest	 examining	 the	multi‐objective	 problem	 [35]	 to	minimize	 both	
vehicle	travel	time	and	the	variation	in	arrival	time	to	customers,	extending	the	model	to	consid‐
er	 a	 heterogeneous	 fleet	 and	 real	 constraints	 (rich	 vehicle	 routing	 problems),	 and	 developing	
heuristics	 for	medium‐	 and	 large‐scale	 instances.	 Future	 research	 uncertainty	 into	 the	model	
and	a	stochastic	approach	such	as	Sample	Average	Approximation	must	be	considered	to	solve	
the	 considered	 problem.	 Finally,	 heuristic	 and	metaheuristic	 algorithms	 based	 on	works	 pro‐
posed	by	[36‐40]	could	be	implemented	to	solve	large	instances	of	issues.	
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A B S T R A C T	   A R T I C L E   I N F O	

The	shortening	of	 the	production	cycle	and	 increasing	 impact	of	 the	techno‐
logical	 innovations	evokes	 improvement	of	the	methods	used	in	the	produc‐
tion	 line	 scheduling.	The	aim	of	 the	presented	 research	 is	 a	proposal	 of	 the	
decision	 model	 that	 enables	 a	 flexible	 reaction	 to	 the	 changing	 production	
conditions.	The	central	decisions	are	substituted	by	the	decisions	performed	
on	 the	 independent	 machines	 level.	 The	 machines	 utilize	 rather	 restricted	
information	 on	 the	 capacities	 utilization	 of	 their	 technological	 neighbours.	
The	decisions	follow	the	decision	tables	(decision	chromosomes)	re‐coded	in	
the	course	of	the	evolution.	The	Genetic	algorithms	standing	behind	the	mod‐
el,	enable	identification	of	the	highly	acceptable	solutions	that	is	proved	by	a	
set	of	the	simulation	experiments.	The	set	of	independent	machines	becomes	
self‐organized,	having	a	 significant	positive	effect	on	 the	production	 line	ca‐
pacities	 utilization.	 The	 decentralization	 aspect	 makes	 our	 proposal	 some‐
what	different	from	other	research	in	the	field.	The	philosophy	is	built	on	the	
fact	that	each	machine	makes	its	production	decision	based	on	the	available	
information,	which	it	has	at	its	disposal	in	a	given	time.	The	machine	flexible	
reacts	to	its	neighbours'	capacity	utilization	(machine	before	and	after	given	
production	machine)	in	the	production	process	flow.	
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1. Introduction  

Since	the	first	mathematical	 formulations	of	production	scheduling	 in	the	 late	1950s,	 the	topic	
became	a	subject	of	intensive	scientific	discourse.	The	problem	formulations	involve	the	assign‐
ment	of	scarce	resources,	typically	machines,	to	the	competing	tasks	over	time	to	optimize	some	
characteristics	 of	 system	 performance.	 Proper	 production	 scheduling	 promises	 considerable	
economizing	of	the	production	line	performance	achieved	without	paying	any	additional	costs.	
	 Development	of	operational	research	methods	and	growth	of	computational	capacities	signif‐
icantly	modified	the	character	of	the	problem	settings,	covering	the	formulation	of	the	dynamic	
programming,	integer	programming,	and	various	types	of	the	heuristic	algorithms	until	the	end	
of	the	90s	(for	more	detailed	preview	see	[1]).	However,	the	rapid	development	of	the	technolo‐
gies,	increasing	production	complexity	and	shortening	of	the	production	cycles	limit	the	poten‐
tial	of	central	control	of	the	production	lines.	Designing	flexible	production	lines	capable	of	re‐
flecting	sudden	unexpected	changes	in	the	environment	becomes	inevitable.	In	this	framework,	
the	theory	of	Artificial	Intelligence	[2]	offers	the	methods	feasible	for	utilization	in	the	new	ap‐
proach	to	production	scheduling.	Notably,	the	methodology	of	Agent	based	modelling	becomes	
quite	popular.	Agents	constitute	the	independent	decision	units	enjoying	simple	behaviour	rules	
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and	 following	 their	 objectives.	 Their	 mutual	 interactions	 lead	 to	 the	 synchronization	 of	 the	
whole	 system,	 often	 generating	 entirely	 unexpected	macro‐features	 –	 called	 emerging	 events.	
Workplaces	(or	machines)1,	playing	the	role	of	 the	agents,	could	be	successfully	utilized	 in	the	
proposals	of	the	new	flexible	production	line	scheduling.	We	assume	that	the	self‐organization	of	
the	workplaces	enables	a	flexible	reaction	to	the	unexpected	production	shocks	and	quite	stable	
solutions	with	regard	to	the	changing	environment.	
	 The	 paper	 presents	 the	 application	 of	 the	 job	 shop	 scheduling	 based	 on	 the	 autonomous	
working	place	decisions	utilizing	 the	evolutionary	mechanism	of	 genetic	algorithms.	We	show	
that	even	simple	decision	rules	generated	in	the	process	of	the	genetic	evolution	lead	to	system‐
atic	shortening	of	the	jobs	makespan	and	thus	economizing	of	the	production	lines.	The	simula‐
tion	results	are	compared	with	the	traditional	approach	to	scheduling	–	in	our	case,	the	shortest	
processing	time	(SPT)	rule.	We	show	that	the	proposed	approach	provides	computationally	sta‐
ble	solutions.	
	 The	paper	is	organized	as	follows.	The	second	section	describes	the	literature	motivating	the	
presented	research.	The	proposed	model	 is	 introduced	 in	 the	 third	section.	The	 fourth	section	
presents	the	simulation	results,	and	the	fifth	section	discusses	the	contributions	of	the	paper.	

2. Literature review 

Different	 types	 of	 scheduling	 problems	 vary	 according	 to	 their	 organization,	 range,	 and	 other	
details.	One	of	the	most	discussed	types	is	the	Job‐shop	problem	(JSP),	where	a	set	of	machines	
processes	 a	 group	of	 jobs.	 Every	 job	 consists	 of	 a	 sequence	of	 consecutive	operations	 (tasks),	
while	particular	machines	perform	 them	 in	 a	 reserved	way.	The	 scheduling	 constitutes	 in	 the	
assignment	of	 the	operations	on	the	machines	by	optimizing	a	specific	 indicator	 [3].	The	most	
traditional	optimization	criterion	is	a	makespan,	which	is	the	time	needed	for	processing	all	jobs	
in	a	given	production	schedule.	
	 Besides	 the	minimization	of	 the	makespan,	 the	 classical	 JSP	also	 targets	 improving	produc‐
tion	efficiency,	reduction	of	the	production	costs	[4],	or	reduction	of	the	energy	consumption	[5].	
At	 the	 same	 time,	 it	 should	 take	 into	 consideration	 all	 the	 constraints	 known	 in	 advance	 [6].	
When	speaking	about	methods,	mathematical	models	and	optimizing	algorithms	dominated	 in	
the	research	published	in	the	last	decades	of	the	20th	century	[1].	
	 The	job‐shop	scheduling	problem	(JSP)	belongs	by	its	nature	to	the	combinatorial	optimiza‐
tion	problems	[7].	Garey	et	al.	and	Blazewic	et	al.	pointed	to	its	computational	complexity	that	is	
NP‐hard	 [8,	 9].	Besides,	most	production	 systems	operate	 in	 a	dynamic	 environment	where	 a	
few	unpredictable	real‐time	events	can	entirely	disrupt	 the	previously	defined	planned	sched‐
ule.	Examples	of	such	real‐time	events	 include	machine	failures,	 the	arrival	of	 imperative	 jobs,	
due	date	changes,	and	others	[10].	
	 Mohapatra	et	al.	 [11]	used	a	multi‐objective	approach	to	solve	 the	planning	and	scheduling	
problem.	Three	different	objectives	considered	 in	 this	work	are	 the	 following:	minimisation	of	
(i)	makespan,	(ii)	machining	costs,	and	(iii)	idle	time	of	machines.	To	solve	this	integration	prob‐
lem,	 the	 authors	 propose	 an	 improved	 controlled	 elitist	 non‐dominated	 sorting	 genetic	 algo‐
rithm	to	take	into	account	the	computational	intractability	of	the	problem.	
	 Supsomboon	and	Vajasuvimon	[12]	proposed	the	alternative	solutions	to	improve	machinery	
production	process	in	job	shop	scheduling	using	alternative	strategies.	The	authors	apply	basic	
principles	of	operations	management.	Simulation	models	showed	the	great	performance	to	help	
in	making	a	decision	in	their	real	system.	
	 Ma	et	al.	[13]	developed	a	novel	scheduling	method	based	on	the	fuzzy	satisfaction	rate	and	
differential	evolution	algorithm.	In	the	method,	at	first	the	fuzzy	parameters	are	deduced	based	
on	normal	distribution	to	calculate	the	satisfaction	rate.	After	that	a	differential	evolution	is	pro‐
posed.	
                                                            

1	Terms	workplace	and	machine	are	used	as	synonyms	in	the	text 
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	 Ojstersek	et	al.	[14]	emphasises	the	advantage	of	a	modular	adaptive	design	allowing	adapta‐
tion	of	the	simulation	model	to	a	wide	range	of	multi‐objective	optimisation	problems.	The	pre‐
sented	MOHKA	method	is	suitable	for	optimisation	results’	interactivity	between	the	mathemat‐
ical	and	simulation	models.	The	interactive	method	pointed	on	the	advantage	of	transferring	the	
optimisation	results	via	a	simulation	model	to	a	real	environment.	
	 Shen	and	Yao’s	[15]	contribution	 is	 the	construction	of	a	dynamic	multi‐objective	optimiza‐
tion	model	for	multi‐objective	dynamic	flexible	job	shop	scheduling.	Another	contribution	of	this	
research	is	the	design	of	a	dynamic	decision	making	procedure.	
	 On	the	other	hand,	neither	the	mathematical	programming	in	its	classical	form	nor	the	intui‐
tive	heuristics	are	capable	of	 tackling	the	high	complexity	problems.	On	the	other	hand,	at	 the	
end	of	the	20th	and	start	of	the	21st	century,	many	new	computational	approaches	emerged.	
	 Meolic	and	Brezocnik	[16]	propose	a	novel	method	for	generating	and	counting	solutions	of	a	
flexible	job	shop	scheduling	problem.	They	represent	the	feasible	solutions	as	cubes	of	a	combi‐
nation	set.	The	algorithm	is	implemented	as	a	sequence	of	operations	in	unique	cube	set	algebra.		
	 Yu	et	al.	[17]	propose	a	novel	two‐phase	integration	of	process	planning	and	scheduling	ap‐
proach.	The	preplanning	phase	generates	a	process	network	for	each	job	with	consideration	of	
the	 static	 shop	 floor	 status.	 After	 achieving	 this	 goal,	 the	 final	 planning	 phase	 simultaneously	
creates	the	process	plan	of	each	job	and	the	scheduling	plan	according	to	the	current	shop	floor	
status.	
	 The	one,	dominating	the	presented	research,	 is	the	genetic	algorithm	(GA)	method	first	for‐
mulated	by	J.	Holland	in	his	seminal	works	[18,	19].	However,	GA	applications	in	JSP	scheduling	
has	a	long	history	starting	with	Bierswirth	et	al.	[20]	who	published	seemingly	the	first,	howev‐
er,	mostly	neglected,	work.		
	 Janes	et	al.	 [21]	present	an	efficient	genetic	algorithm	for	solving	job‐shop	scheduling	prob‐
lems.	In	comparison	with	traditional	genetic	algorithm,	selection	and	crossover	operators	were	
modified.	 Authors	 demonstrate	 the	 viability	 of	 the	 proposed	method	 for	 real‐world	 problems	
and	suggest	its	readiness	for	application	in	industry.	
	 Chen	and	Hao	[22]	apply	the	non‐dominated	sorting	genetic	algorithm	in	combination	with	
the	multi‐objective	 optimization.	 An	 excellent	 review	 of	 the	 scheduling	 under	 Industry	 4.0	 is	
provided	by	Zhang	et	al.	[23].		
	 In	 production	 scheduling,	 genetic	 algorithms	 (GA)	 represent	 schedules	 as	 individuals	 or	 a	
population’s	members.	Every	 individual	has	 its	own	 fitness	value.	 It	 is	measured	based	on	 the	
objective	function.	This	methodical	approach	works	iteratively,	and	this	iteration	is	a	generation.	
Every	 generation	 has	 individuals	 and	 they	 are	 from	 the	 previous	 generations.	 Typically,	 the	
population	size	stays	consistent	starting	with	one	generation	to	the	next	generation.	

3. Proposed model 

Job	Shop	Problem	(JSP)	is	very	famous	optimization	problem	in	software	engineering	and	opera‐
tional	research.	The	focus	 is	on	assigning	 jobs	to	resources	at	particular	times.	A	 Job	Shop	is	a	
work	 area	where	 various	 universally	 useful	workstations	 exist	 and	 are	 utilized	 to	 carry	 out	 a	
variety	of	jobs.		
	 The	proposed	model	assumes	that	the	complexity	of	the	production	line	prevents	its	effective	
centralized	 scheduling.	 Instead,	 the	 autonomous	 decision	 of	 the	 individual	 workplaces	 (ma‐
chines)	equipped	with	artificial	intelligence	is	assumed.	Similar	to	some	bioinspired	algorithms	
(flocking	 is	 the	best	example),	 the	 individual	machines	react	 to	 their	neighbours	 to	coordinate	
their	job	selection	decisions.	Thus	the	production	line	becomes	self‐organized	and	decentralised	
demonstrating	a	rather	high	level	of	synchronization.	

3.1 Basic concepts and definitions 

We	assume	a	production	line	given	as	a	set	ܯ ൌ ሼ1, 2, . . . , ݉ሽ	of	the	dedicated	machines	ordered	
according	to	 technology	process.	 If	 ݅ ൏ ݇	ሺ݅, ݇	 ∈ 	machine	then	ሻܯ	 ݅	precedes	machine	 ݆	 in	 the	
technological	 flow.	There	 are	no	machines	 running	 in	parallel.	 Set	 ܬ ൌ ሼ1, 2, . . . , ݊ሽ	 denotes	 the	
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scheduled	jobs	(i.e.,	products).	Function	ݐ ∶ 	ܬ	 ൈ ܯ	 → ܰ+	assigns	task	processing	time	ݐ௜,௝of	the	i‐
th	job	to	the	machine	݆.	
	 Operational	imbalances	of	the	time	schedules	imply	the	accumulation	of	the	semi‐products	in	
each	machine	buffer	store.	It	is	fulfilled	with	the	semi‐products	waiting	for	the	follow‐up	of	the	
production	process.	The	machine	decision	consists	of	the	selection	and	processing	of	one	partic‐
ular	product	 among	 the	 stored	 semi‐products.	 The	machine	 interrupts	production	 if	 it	 has	no	
products	in	its	buffer	store.	Any	interruption	prolongs	the	makespan	of	the	whole	production	line.	
	 Let	us	explain	the	situation	of	the	i‐th	machine	in	detail.	The	i‐th	machine	is	preceded	by	the	
machine	݅ െ 1	and	succeeded	by	the	machine	݅ ൅ 1	in	the	technological	flow.	Because	of	the	ex‐
pression	simplicity,	 the	machine	indexes	are	further	substituted	by	−1,	0,	൅1.	Machines	do	not	
dispose	 of	 the	 complete	 production	 line	 information	 and	 know	 just	 the	 content	 of	 the	 buffer	
store	of	both	its	own	and	the	ones	of	−1	and	൅1	neighbours.	The	agent	does	not	take	into	consid‐
eration	the	information	regarding	tasks,	which	have	already	been	performed.	
	 The	useful	 information	 of	 the	 buffer	 store	 contents	 (see	Eq.	 1)	 is	 formally	 expressed	 as	 an	
array	of	the	task	capacity	demands	as	follows		
	

ሺ௞ሻܣ ൌ 	 ቂܽ௜,௝
ሺ௞ሻቃ 				 ݅ Є ;ܬ ݆, ݇ Є ሼെ1, 0, 1ሽ; ݆ ൒ ݇	 (1)

	

where	(݇)	denotes	the	buffer	store	of	the	݇‐th	machine	(predecessor	(െ1),	current	machine	(0),	
and	its	successor	(1));	݅	denotes	݅‐th	job;	ordered	pair	(݅, ݆)	denotes	the	task,	i.e.	the	݅‐th	job	time	
capacity	requirement	against	the	݆‐th	machine.	
	 An	example	of	the	information	disposable	for	one	machine	is	given	in	Table	1.	

Each	 machine	 makes	 its	 independent	 decision	 on	 which	 product	 from	 its	 buffer	 store	 to	
choose	for	further	processing.	In	such	a	decision	situation,	the	traditional	views	on	the	produc‐
tion	scheduling	would	offer	mostly	various	variants	of	the	Shortest	Processing	Time	(SPT)	heu‐
ristic.	It	assumes	that	if	the	machine	is	free,	then	it	chooses	the	task	with	the	smallest	processing	
time	requirements	on	the	current	machine.	However,	there	are	many	objections	to	the	effective‐
ness	of	this	heuristic	[24].	
	

Table	1	Example	of	the	buffer	stores	–	arrays	ܣሺିଵሻ,	ܣሺ଴ሻ,	ܣሺଵሻ	

	 	ሺିଵሻܣ 	 	 	ሺ଴ሻܣ 	 	 	ሺଵሻܣ

Job	(݅)	 ௜,ିଵܣ
ሺିଵሻ					ܣ௜,଴

ሺିଵሻ ௜,ଵܣ			
ሺିଵሻ	 	 Job	(݅)	 ௜,଴ܣ

ሺ଴ሻ ௜,ଵܣ
ሺ଴ሻ	 	 Job	(݅)	 ௜,ଵܣ

ሺଵሻ	
1	
3	
2	

									7												6													8	
									5												3													2	
									1												7													1	

	

5
6	
4	
7	

		 			 1										2
								3										1	
								8										4	
								6										6	

	

8	
9	

5
2	

3.2 Genetic algorithm in strategy decision 

The	current	state	of	artificial	 intelligence	development	offers	a	wide	variety	of	 inspirations	for	
the	SPT	 rule	 extensions.	Highly	promising	 seems	 to	be	 a	 J.	Koza’s	 ([25])	 theory	of	 the	genetic	
programming	that	 is	capable	of	deriving	productive	decision	trees	 to	solve	rather	complicated	
and	 in‐formalized	 decision	 situations.	 It	 also	 remains	 the	 main	 inspiration	 for	 the	 proposed	
model.	On	the	other	hand,	the	substitution	of	the	decision	trees	by	rather	simple	decision	tables	
significantly	clarifies	the	decision	logic	and	reduces	the	computational	capacities	requirements.	
Besides,	we	consider	the	deep	decision	trees	to	be	less	stable	in	the	decision	rules	evolution.		
	 Introduce	the	row	vector‐chromosome	of	the	production	line	(see	Eq.	2)	
	

ݔ ൌ ሾݔଵ|ݔଶ|… 	௠ሿݔ| (2)
	

that	constitutes	from	the	individual	machine	row	vector‐chromosomes.	The	chromosome	of	the	
ith	machine	(see	Eq.	3)	is	defined	as	

௜ݔ ൌ ଵݔൣ
௜ , ଶݔ

௜ , … , ௣௜ݔ , ௣ାଵݔ
௜ , … , ௥௜ݔ , ൧	 (3)
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where	its	first	p	elements	encode	the	simple	logical	conditions	derived	from	the	disposable	in‐
formation	(i.e.	ܣሺିଵሻ,	ܣሺ଴ሻ,	ܣሺଵሻ	arrays).	The	last	ݎ െ ‐condi	product	the	encode	elements	vector	݌
tional	selection	strategy	based	on	fulfilment	given	logical	conditions.	
	 All	 the	vector	chromosome	elements	(genes)	are	represented	by	the	trits,	which	are	3‐state	
analogues	 to	 the	2‐state	bits.	Each	gene	contains	one	of	−1,	0,	1	value	 (allele	 in	genetics).	The	
decision	table	with	varying	r	bits	enables	modelling	3௥	logical	condition	variants	(see	Table	2).	

First	ݎ െ 	:interpretation	following	the	have	trits	݌

 if	the	gene	gets	number	1,	then	the	corresponding	logical	condition	is	fulfilled;	
 if	the	gene	gets	value	െ1,	then	the	negation	of	the	corresponding	logical	condition	is	ful‐

filled;	
 if	the	gene	gets	value	0,	the	validity	of	the	logical	condition	is	inconclusive	and	is	not	taken	

into	consideration.	
	

Table	2	The	one‐machine	chromosome	vector	composition	–	Example	

Trit	(gene)	 	 Logical	condition	 	 Indicator	(allele)	
    	 	

1	

2	

3	

4	

5	

6	

7	

8	

9	

∑ ܽ௜,ଵ
ሺଵሻ ൐ max୧௜ ܽ௜,଴

ሺ଴ሻ  

∑ ܽ௜,଴
ሺ଴ሻ ൐ max௜௜ ܽ௜,ିଵ

ሺିଵሻ  

min௜ ቀܽ௜,ଵ
ሺଵሻቁ ൐ min௜ ቀܽ௜,଴

ሺ଴ሻቁ 

med௜ ቀܽ௜,ଵ
ሺଵሻቁ ൐ max௜ ቀܽ௜,ଵ

ሺ଴ሻቁ 

min௜ ቀܽ௜,ିଵ
ሺିଵሻቁ ൏ min௜ ቀܽ௜,଴

ሺ଴ሻቁ 

max௜ ቀܽ௜,ିଵ
ሺିଵሻቁ ൐ max௜ ቀܽ௜,଴

ሺ଴ሻቁ 

∑ ܽ௜,ିଵ
ሺିଵሻ ൐ 	∑ ܽ௜,଴

ሺ଴ሻ
௜௜   

max௜ ቀܽ௜,଴
ሺ଴ሻቁ ൐ max௜ ቀܽ௜,ଵ

ሺଵሻቁ 

med௜ ቀܽ௜,ିଵ
ሺିଵሻቁ ൐ max௜ ቀܽ௜,଴

ሺ଴ሻቁ 

	

	
	
	

	
	

{‐1,0,1}	
	
	
	
	

Trit	 	 Conditional	Strategy	 	 Indicator	(allele)	
	 	 	 	

10	 	

if	(cond.(1.‐9.)	==	Ind.(1.‐9.))	then	{											
				if	(Ind(10.)	==	1)	then	
								{choose	arg	maxi	(ܽ௜,଴

ሺ଴ሻሽ	
else	

I				{if	(Ind(10.)	==	−1)																							
						then	
														{choose	arg	mini	(ܽ௜,଴

ሺ଴ሻሽ	
else	
														{evaluate	condition	Ind(11.)}	
					}	
}	
	

	

	
	
	
	
	

{‐1,0,1}	

	 	
if	(Ind(11.)	==	1)	then	
									{choose	arg	maxi	(ܽ௜,଴

ሺ଴ሻ ൅ ሺܽ௜,ଵ
ሺଵሻሽ	

	 	

11	 	

else	
					{if	(Indicator	==	−1)		
				then	
											{choose	arg	medi	(ܽ௜,଴

ሺ଴ሻሻሽ	
else	
											{choose	arg	mini	(ܽ௜,଴

ሺ଴ሻ ൅ ሺܽ௜,ଵ
ሺଵሻሽ	

}	

	

	
	
	

{‐1,0,1}	

Notes:	Trit	means	three‐state	analogy	to	the	double‐state	bit.	The	genes	trits	contents	(alleles)	are	set	in	the	course	of	
the	genetic	evolution.	First	nine	trits	code	confront	the	 logical	condition:	 fulfilled	(1);	 fulfilled	negation	(െ1);	not	 in	
consideration	(0).	Trits	10	and	11	code	the	conditional	strategy	of	the	product	selection.	
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	 In	case	of	the	remaining	ݎ െ 	the	on	both	based	is	strategy	a	of	selection	conditional	the	trits,	݌
െ1, 0, 1	corresponding	trit	content,	and	logical	fulfilment	of	the	selected	conditions	from	the	first	
	.ones	ݎ
	 We	assume	the	strategy	space	should	contain	just	a	few	strategies	to	keep	the	machine	strat‐
egy	simple	and	transparent.	In	an	example,	we	assume	the	selection	of	the	݅∗‐th	product	for	fur‐
ther	processing	based	on	the	following:	

 ݅∗	=	arg	maxi	ቀܽ௜,଴
ሺ଴ሻቁ	

 ݅∗=	arg	mini	ቀܽ௜,଴
ሺ଴ሻቁ	

 ݅∗=	arg	maxi	ቀܽ௜,଴
ሺ଴ሻ ൅ ܽ௜,ଵ

ሺଵሻቁ	

 ݅∗=	arg	mini	ቀܽ௜,଴
ሺ଴ሻ ൅ ܽ௜,ଵ

ሺଵሻቁ	

 ݅∗=	arg	medi	ቀܽ௜,଴
ሺ଴ሻ ൅ ܽ௜,ଵ

ሺଵሻቁ	

	 An	example	of	the	decision	table	with	݌ ൌ 9	and	ݎ െ ݌ ൌ 2	elements	is	given	in	Table	2.	In	the	
following,	the	simulation	results	section	provides	an	analysis	and	simulation	results	of	the	given	
example.	

4. Simulation results and discussion 

Genetic	 algorithms	 simulate	 the	Darwinian	and	Mendelian	principles	of	 the	evolution	 that	 are	
based	on	the	natural	selection	of	the	most	fitted	individuals	and	their	ability	to	accommodate	to	
the	changing	competitive	environment.	The	most	fitted	individuals	(elite)	are	selected	for	breed‐
ing	 transferring	 their	 genetic	 information	 encoded	 in	 chromosomes	 onto	 the	 next	 generation.	
The	rest	of	the	population	is	assumed	to	die	off	and	being	replaced	by	the	offspring	of	the	breed‐
ing	parents.	The	inheritance	process	 is	based	on	the	crossing	and	mutation.	While	crossing	di‐
rectly	transfers	the	chromosome	crossing	combination	(inheritance	information)	from	the	par‐
ents	onto	the	next	population,	 the	mutation	 introduces	to	the	population	a	new	piece	of	 infor‐
mation,	regardless	of	whether	positive	or	negative.	It	has	been	proved	that	large	and	most	het‐
erogeneous	populations	provide	best	 fitted	 individuals	both	 in	case	of	nature	as	well	as	 in	 the	
case	of	the	artificial	simulations.	
	 	

Table	3	Parameters	settings	and	their	interpretation	
Parameter	 	 Values	 	 Interpretation

No	of	machines	 	10	 	Dedicated	machines	 ordered	 according	 to	 the	 technological	 flow.	No	machine
works	in	parallel.	

No	of	jobs	 	30	 		
TPT	 	Unif	(1,20)	 	Task	processing	times	(TPTs)	are	uniformly	distributed	on	the	ሼ1,2, . . . ,20ሽ set.

Prob.	of	crossing	 	0.8	 	When	a	pair	of	the	machines	 is	selected	from	the	elite	category,	probability	of	
their	breeding	is	0.8.	

Population	 	100,	300,	500	 	Population	consists	of	the	set	of	the	virtual	production	lines	each	endowed	with
its	 specific	 chromosome.	 Gene	 values	 (െ1,	 0,	 1;	 alleles)	 are	 set	 randomly	 ac‐
cording	to	the	uniform	distribution	in	the	start	of	the	simulation.	

Elitism	 	0.1,0.2,...0.9	 	The	share	of	the	most	fitted	individuals selected	for	breeding	and	surviving	into	
the	next	simulation	round.	

Type	of	crossing	 	1‐point 	The	parents’	chromosomes	cross	in	one	randomly	selected	position	
(gene).	

Mutation	rate	 	0.01,0.05,0.1	 	Mutation	is	based	on	random	flipping	of	the	contents	of	one	randomly	selected
gene	(alelle).	

End	of	simula‐
tions	

	50	periods	 	One	 period	 consists	 of	 consecutive	 steps:	 (1)	 determination	 of	 the	 elite;	 (2)	
crossing;	(3)	mutation	of	the	offspring;	(4)	computation	of	fitness.	

Fitness	 	Negative	value	
of	makespan	

	Fitness	is	given	as	a	negative	value	of	the	makespan.
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Simulation	models	are	 sensitive	 to	 the	parameters	setting.	 If	 set	 incorrectly,	 the	simulation	
results	usually	 fail.	 In	 case	of	 the	proposed	model,	 a	 few	pilot	 simulations	were	performed	 to	
identify	an	admissible	parameters	space	worthy	for	the	consideration	as	given	in	Table	3.	

4.1 Optimal population size, mutation rate and elitism 

Determination	of	the	satisfactory	population	size	seems	to	be	crucial	for	identification	of	some	
kind	of	sub‐optimal	solution	in	an	acceptable	computing	time.	If	one	machine‐chromosome	con‐
tains	11	three‐state	genes	(trits),	there	are	3ଵଵ	ൌ	177147	possibilities	how	to	code	it.	Complexity	
of	the	problem	significantly	arises,	if	considering	the	machine‐line	chromosome	(if	10	machines,	
then	3ଵଵ଴	permutations).	In	case	the	population	is	rather	large	and	heterogeneous,	it	can	contain	
enough	 information	 to	 achieve	 the	 optima	 by	 simple	 parents’	 chromosomes	 crossing.	 On	 the	
other	hand,	a	small	population	may	be	rather	depleted	of	the	genetic	content	variability	and	the	
only	chance	to	converge	to	some	acceptable	solutions	is	introducing	of	the	new	information	via	
mutation,	 but	 lasting	 longer.	 A	 similar	 dilemma	 faces	 the	 proper	 determination	 of	 the	 elitism	
size.	The	small	one	bears	the	threat	of	losing	the	genetic	variability	causing	convergence	into	a	
sub‐optimal	state	located	far	from	the	optimal	one.	Alternatively,	too	large	elitism	transfers	ra‐
ther	 ineffective	decision	 strategies	 to	 the	 future	generations	 that	 can	 slow	 the	 convergence	 to	
the	needed	solutions.	If	one	is	speaking	about	mutation	rates,	the	following	is	valid	in	general.	As	
all	the	mutations	are	highly	random,	their	effect	on	searched	optima	can	become	rather	unam‐
biguous.	However,	mutation	enriches	the	elite	population	with	the	new	information,	but	can	also	
add	too	much	noise	and	so	to	prevent	effective	stabilization	of	the	convergent	results.	Fig.	1	and	
Fig.	2	depict	the	situation	that	outlines	the	fixation	of	the	parameters	for	the	following	analysis	
as	follows:	mutation	rate	0.05,	population	300,	elitism	0.7.	
	

	 					

	
Fig.	1	Makespans	distribution	by	different	populations	and	elitism	rates	–	10	simulations	(mutation	rate	0.05;	
time	savings	against	the	Shortest	processing	time	strategy)	

 
Fig.	2	Makespans	distribution	–	10	repeating	simulations	run	by	different	mutation	rates	(elitism	rate	=	0.7;	
time	savings	against	the	Shortest	processing	time	strategy)	



Malega, Rudy, Kanász, Gazda 
 

274 Advances in Production Engineering & Management 15(3) 2020

 

4.2 Sensitivity to initial conditions, dynamics, and evolutionary stability 

Any	application	of	the	GA	deals	with	the	stochasticity	regarding	(i)	the	initial	population	random	
settings;	 and	 (ii)	 random	 character	 of	 the	mutations	 and	 crossing.	 It	may	 lead	 to	 inconsistent	
computational	 results	 in	 repeating	simulations,	which	makes	performing	of	 the	computational	
stability	analysis	quite	inevitable.	In	addition,	the	following	research	includes	a	simple	investiga‐
tion	of	the	evolutionary	dynamics	to	identify	typical	patterns	in	the	evolutionary	trajectory.	
	 Following	the	principle	of	the	previous	analysis	based	on	the	repeating	simulations	using	the	
same	set	of	jobs	and	machines,	10	repeating	simulation	runs	provide	the	results	depicted	in	Fig.	3.	

The	 genetic	 algorithm	 improves	 the	 autonomous	decision	mechanism	of	 the	 self‐organized	
machines	in	the	first	two	simulation	rounds	rather	significantly.	One	can	distinguish	two	kinds	
of	the	simulation	evolution.	Smooth	evolution	process	starts	in	the	third	iteration	round	lasting	
until	the	sixth	one.	This	phase	is	typical	with	a	quite	small	improvement	of	the	makespan	short‐
ening.	 In	 the	seventh	round,	 the	phase	 transition	happened	 in	 the	majority	of	 the	simulations.	
The	makespan	savings	suddenly	 jumped	by	about	2	percent	on	the	average.	Then,	 the	smooth	
evolution	 starts	 again	 and	 follows	 until	 the	 ninth	 round.	 After	 that,	 the	 phase	 transition	 hap‐
pened	 again	 and	 the	 renewed	machine	 decision	 rules	 demonstrate	 relevant	 improvements	 as	
the	 makespans	 significantly	 shortened	 on	 the	 average.	 The	 simulation	 round	 15	 starts	 the	
smooth	evolutionary	period,	again,	lasting	with	insignificant	improvements	until	the	end	of	the	
simulation,	i.e.	the	50th	simulation	round.	The	system	reached	its	evolutionary	equilibrium.	

	
Fig.	3	Time	evolution	of	the	makespans	savings	–	Boxplots	of	ten	repeating	simulations	(time	savings	against	the	
Shortest	processing	time	strategy)	

4.3 Changing list of the jobs – Robustness analysis 

The	above	introduced	analysis	depicts	the	results	of	repeating	simulations	using	the	same	list	of	
jobs.	On	the	other	hand,	one	can	object	to	the	approach	universality	and	its	robustness	against	
changing	jobs	list	composition.	To	reduce	the	doubts,	five	random	job	list	composition	was	gen‐
erated	(10	machines,	30	jobs,	changing	task	requirements).	The	simulation	parameters	remain	
the	same,	i.e.,	elitism	rate	0.8;	mutation	rate	0.05;	no	of	iterations	50,	population	size	300.	
	

	
Fig.	4	The	best	makespans	savings	in	case	of	5	independent	simulations	with	changing	job	list	compositions	(time	
savings	against	the	Shortest	processing	time	strategy)	
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Fig. 4 introduces the evolution of the best makespans within each of the five simulations. If 
compared the evolution led to the typical patterns given in previous analysis (see previous sub-
section and Fig. 3), evolution in the framework of the previously identified evolutionary pattern 
is obvious. The most significant changes happened in the first 10 simulation rounds alternating 
periods of the phase transition and quite stable development. The significant improvements of 
the best makespans were concentrated into the first 15 simulation rounds. On the other hand, 
there is the case of one simulation run, which did not demonstrate any improvement of the best 
decision during the whole simulation. It is possible if the randomly composed initial population 
contains at least one rather good production line chromosome that dominates during the whole 
evolutionary process. On the other hand, we consider this situation as considerably rare. 

5. Conclusion 
The technological complexity, shortening of the production cycles, and increasing specialization 
place high claims on the production planning and control of the production lines. At the same 
time, increasing of the IKT capacities and introduction of the artificial intelligence methods cre-
ate new space for the yet unexperienced opportunities. 
 The presented research can be interpreted, of course, in the sense of a direction into a ma-
chine-to-machine economy (M2M economy). M2M economy means that machines are part of a 
system of interconnected machines without requiring human-to-human or human-to-machine 
interaction. At the same time, the machines are considered as autonomous participants. The 
simulation results prove that autonomous machines grouped in the production line can react 
flexibly to conditions arising in a given situation. In our case, every machine evaluates its situa-
tion according to its neighbours (predecessors and successors) and is independent in this deci-
sion-making process. 
 The presented research proposes a new form of the production line scheduling utilizing the 
Genetic algorithm methods in the framework of the machine line constituted from the inde-
pendently deciding machines. Each machine makes its production decision based on the availa-
ble somewhat restricted information; but flexible reacting to the capacity utilization of its neigh-
bours in the technological process. 
 The presented research includes the details of the model proposal, model calibration, and 
analysis of the parameter settings. Sensitivity to the initial conditions is also included. 
 Despite using a quite simplifying example case, the proposed approach demonstrates a signif-
icant shortening of the makespans if compared to the Shortest processing time benchmark. 
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A B S T R A C T	   A R T I C L E   I N F O	

For	exploring	the	interactive	impacts	of	overconfidence	and	fairness	concern	
on	optimal	 decisions	 of	manufacturer	 and	 retailer,	we	 establish	 Stackelberg	
models	with	these	two	behavioural	preferences	in	a	two‐echelon	supply	chain,	
wherein	 retailer	 has	 two	 behavioural	 preferences.	 The	 optimal	 equilibrium	
results	 are	 compared	 in	different	 scenarios,	namely	 the	 retailer	with	no	be‐
havioural	 preference,	 with	 single‐behavioural	 preference	 and	 with	 the	 two	
behavioural	 preferences.	 Although	 previous	 literatures	 have	 proven	 that	
overconfidence	 or	 fairness	 concern	 has	 a	 negative	 influence	 on	 retailer,	we	
find	that	the	retailer	always	benefits	from	these	two	behavioural	preferences,	
whether	it	is	retail	price,	sales	effort	or	utility.	This	is	because	when	the	over‐
confident	 degree	 is	 within	 a	 reasonable	 range,	 overconfidence	 and	 fairness	
concern	have	a	positive	influence	on	retailer's	decision‐making,	and	when	the	
overconfident	degree	is	high,	the	fairness	concern	preference	can	suppress	the	
adverse	 effects	 caused	by	 overconfidence.	 Compared	with	 the	preference	 of	
fairness	concern,	the	overconfident	preference	plays	a	leading	role	in	supply	
chain	performance,	which	mainly	manifests	in	retailer’s	decisions,	utility	and	
manufacturer	profit.	Moreover,	the	wholesale	price	and	profit	of	the	rational	
manufacturer	may	become	worsen	due	to	the	fairness	concern	of	retailer.	
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1. Introduction  

Many	firms	and	individuals	often	show	characteristics	of	bounded	rationality	in	decision‐making	
process,	such	as	overconfidence	and	fairness	concern	[1].	The	two	behavioural	preferences	are	
observed	anecdotally	in	practice	and	coexist	in	the	decision	process.	Before	the	onset	of	Double	
11	of	2014,	a	CEO	of	Taobao	predicts	that	the	return	rate	of	commodity	may	be	in	single‐digit	
percentage	points,	yet	the	real	return	rate	is	69	%,	and	the	complaint	rate	is	higher	than	usual,	
such	as	Haier	complaint	rate	is	54.2	%1.	The	huge	discount	induces	customers	to	make	irrational	
shopping,	leading	to	an	augment	in	return	orders	and	complaint	rates.	Moreover,	the	prediction	
of	CEO	and	 the	high	return	rate	of	consumer	reveal	 that	many	decision	makers	are	overconfi‐
dent.	Consequently,	wrong	decisions	cause	profit	losses	and	merchants	concern	fairness	issues	
about	revenue	allocation,	resulting	 in	a	high	complaint	rate	[1].	Moreover,	overconfidence	and	
fairness	concern	simultaneously	affect	retailer’s	decisions	in	supply	chain.	For	instance,	in	“Dou‐

 
1https://www.chinainternetwatch.com/11643/false-prosperity-behind-double-11-refund-rate-increased-to-69/. 
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ble	11”	shopping	festival,	a	retailer	believes	that	he	has	better	marketing	capabilities,	and	thus	
orders	more	products	from	a	supplier.	Nevertheless,	he	obtains	poor	profit	due	to	excessive	in‐
ventories	and	marketing	expenses.	Meanwhile,	because	of	an	unfairly	disproportionate	share	of	
the	profit	between	the	retailer	and	the	supplier,	he	reduces	order	quantities	and	increases	retail	
price	[2].		

Fairness	 concern	 is	 an	 important	 factor	when	 the	 revenue	 allocation	 is	 unfair	 in	 a	 supply	
chain	system	[3],	and	overconfidence	is	a	commonly	type	of	irrational	behaviour	when	retailer	
overestimates	 the	 influence	of	his	sales	effort	 level	on	market	demand.	Although	the	effects	of	
overconfidence	and	fairness	concern	on	decisions	and	profits	have	been	extensively	studied,	the	
existing	 studies	 just	 consider	 the	 overconfidence	 or	 the	 fairness	 concern	 in	 supply	 chain.	 But	
study	simultaneously	considering	the	two	behaviour	preferences	for	one	decision	maker	is	lack‐
ing.	Many	researchers	think	overconfidence	and	fairness	concern	result	in	self‐harm,	and	are	not	
good	for	the	whole	supply	chain	system	[4,	5].	Moreover,	social	preference,	i.e.,	fairness	concern,	
can	be	regarded	as	an	 important	complement	to	self‐regarding	preference,	 i.e.,	overconfidence	
[6].	In	practice,	when	a	retailer	has	both	the	two	behavioural	preferences,	he	may	benefit	from	
these	preferences.	Therefore,	we	attempt	 to	 investigate	 the	effects	of	overconfidence	and	 fair‐
ness	concern	on	decisions,	profits	and	utilities	in	a	two‐echelon	supply	chain.	

The	following	study	questions	should	be	answered,	First,	how	do	the	retailer’s	fairness	con‐
cern	 and	 overconfidence	 affect	 the	 pricing	 and	 sales	 effort	 for	 the	 two‐echelon	 supply	 chain?	
Second,	what	are	the	impacts	of	the	two	behavioural	preferences	on	the	profitability	and	utility	
of	 supply	 chain	 participants?	 Third,	 in	 the	 presence	 of	 fairness	 concern	 and	 overconfidence,	
what	is	the	main	behavioural	preference	affecting	decision	variables	and	profit?	

To	 investigate	 these	 questions,	we	 consider	 a	 two‐echelon	 supply	 chain	 consisting	 of	 a	 ra‐
tional	manufacturer	and	a	retailer.	The	assumption	that	the	manufacturer	is	the	leader	and	the	
retailer	is	the	follower	is	proposed,	because	many	manufacturers	in	the	automotive	industry	or	
other	industries	(e.g.,	Ford,	Toyota,	Dell	and	Lenovo)	have	the	power	to	set	the	wholesale	price,	
whereas	retailers	must	follow	the	manufacturer’s	strategy	and	accept	the	price,	and	then	deter‐
mine	a	selling	price	and	sales	effort	level.	However,	a	retailer	usually	overestimates	the	effect	of	
sales	effort	on	demand,	and	pays	attention	to	whether	the	distribution	of	profit	is	fair	between	
participants	 in	 a	 supply	 chain.	 Thus,	we	 consider	 three	 critical	 scenarios:	 (a)	 retailer	with	 no	
behavioural	 preferences,	 wherein	 the	 retailer	 is	 rational;	 (b)	 retailer	 with	 single‐behavioural	
preference,	wherein	 the	 retailer	 has	 a	 preference,	 i.e.,	 overconfidence	 or	 fairness	 concern;	 (c)	
retailer	 with	 two	 behavioural	 preferences,	 wherein	 the	 retailer	 has	 both	 overconfidence	 and	
fairness	concern.	Then,	we	construct	three	Stackelberg	game	models	 in	different	scenarios,	re‐
spectively.	Specially,	we	analyse	the	effect	of	two	behavioural	preferences	on	prices,	sales	effort,	
profitability	and	utility	of	supply	chain	members.		

The	rest	of	the	paper	is	organized	as	follows.	In	section	2,	we	introduce	the	literature	review.	
Following	that,	we	describe	the	basic	Stackelberg	game	model	under	the	retailer	with	unbound‐
ed	rationality,	and	extend	the	model	in	which	the	retailer	has	the	two	behavioural	preferences;	
the	two	models	are	then	solved.	In	Section	4,	we	discuss	the	effect	of	behavioural	preferences	in	
the	 supply	 chain	under	 three	 scenarios.	 Section	5	presents	numerical	 analysis	 to	 examine	 the	
theoretical	models	and	propositions.	Section	6	concludes	and	provides	direction	 for	 future	re‐
search.	

2. Literature review 

Two	streams	of	literature	research	are	relevant	to	the	study:	overconfidence	preference	and	
fairness	concern	preference	in	supply	chain.	

2.1 Overconfidence preference in supply chain 

Overconfidence	 is	 a	 common	 cognitive	 bias	 in	 which	 decision	maker	 often	 overestimates	 his	
judging	ability	[7].	This	preference	is	widely	existed	in	behavioural	operations	management.	Ren	
et	 al.	 [8]	 introduce	 overconfidence	 in	 supply	 chain	 to	 study	 the	 decisions	 of	 overconfident	
newsvendor,	 then	demonstrate	 that	overconfidence	 significantly	correlates	with	order	bias	by	
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introducing	 the	 debiasing	 technique	 in	 an	 experimental	 study.	 Kirshner	 et	al.	 [9]	 think	 that	
greater	overconfidence	typically	results	in	lower	margins,	higher	inventory	and	pricing.	Moreo‐
ver,	Doyle	et	al.	 [10]	assess	how	the	overconfidence	affects	decision	making	of	grassroots	em‐
ployees	 in	 complex	 supply	 chain	 systems.	 Liu	 et	 al.	 [11]	 examine	 the	 effects	 of	 the	 dual‐
overconfident	preferences	and	changing	demand	on	decisions	and	utilities.	they	further	develop	
a	 two‐stage	 service	 procurement	model	 in	 logistics	 service	 supply	 chain,	 and	 illustrate	 that	 a	
dynamic	 pricing	 mechanism	 eliminating	 the	 negative	 influence	 of	 overconfidence	 [12].	 Li	 [5]	
clearly	explain	overconfidence	bias	can	reduce	the	double	marginalization	effect.	Furthermore,	
Xu	et	al.	 [13]	analyse	the	impact	of	retailer’s	overconfidence	on	optimal	pricing,	ordering	deci‐
sions	 in	a	duopolistic	supply	chain.	However,	 the	most	existing	papers	only	 focus	on	the	 influ‐
ence	 of	 overconfidence	 on	 decision	 variables,	we	 extend	 the	 single‐behavioural	 preference	 to	
dual‐behavioural	preferences	in	a	supply	chain	system.	

2.2 Fairness concern preference in supply chain 

Fairness	concern	is	an	important	social	preference,	which	means	that	decision‐makers	not	only	
pay	attention	to	 the	maximum	income	of	 the	 individual,	but	also	pay	attention	to	whether	 the	
distribution	of	channel	 income	or	price	is	 fair	[14].	Cui	et	al.	 [15]	 incorporate	 fairness	concern	
into	 a	 conventional	 dyadic	 supply	 chain	 consisting	 of	 one	manufacturer	 and	 one	 retailer	 and	
considered	 its	 influence	 on	 channel	 coordination.	 Caliskan	 et	al.	 [16]	 further	 extend	 the	 Cui’s	
model	to	the	nonlinear	demand	environment.	Considering	the	different	channel	power,	Li	et	al.	
[17]	 consider	 a	 retailer’s	 fairness	 concern	 in	 a	 dual‐channel	 supply	 chain	model	 in	which	 the	
dominant	manufacturer	has	a	direct	channel,	whereas	the	retailer	is	a	follower.	Nie	et	al.	[6]	fur‐
ther	consider	whether	different	contracts	can	coordinate	supply	chain	performance	when	retail‐
ers	show	dual‐fairness.	However,	Wang	et	al.	[18]	introduce	the	fairness	concern	of	manufactur‐
er	into	an	e‐commerce	supply	chain	model.	Pan	et	al.	[19]	explore	the	effect	of	fairness	concern	
on	decisions	of	supply	chain	consisting	of	a	dominant	retailer	and	two	manufacturers.	Different	
from	the	aforementioned	papers,	we	develop	a	supply	chain	structure	consisting	of	one	rational	
manufacturer	and	one	retailer	with	fairness	concern	and	overconfidence.	

Contrary	to	the	earlier	studies	only	considering	the	overconfidence	or	the	fairness	concern,	
we	investigate	the	interactive	effects	of	overconfidence	and	fairness	concern	on	the	supply	chain	
performance.	More	recently,	Zhang	et	al.	[1]	discuss	optimal	contract	design	in	the	joint	effect	of	
overconfidence	and	fairness	concern	on	order	quantity.	In	comparison,	we	mainly	examine	the	
interactive	impacts	of	behavioural	preferences	on	pricing	and	utilities	in	three	scenarios,	which	
gradually	and	clearly	describes	the	interaction	between	overconfidence	and	fairness	concern.	In	
addition,	they	assume	the	market	demand	is	uncertainty,	but	the	market	demand	in	this	paper	is	
deterministic	 to	 explore	 the	 effect	 of	 two	 behavioural	 preferences	 on	 decision	 variables	 and	
profit/utility	 by	 exactly	 mathematical	 formulas.	 It	 is	 interesting	 to	 find	 that	 utility	 of	 supply	

chain	system	may	be	beneficial	to	fairness	concern	when	ߤ	is	in	the	range	of	ቀ√
ଶିଵ

ଶ
, ൅∞ቁ,	and	the	

wholesale	price	 is	not	always	 increasing	with	overconfidence.	More	 importantly,	comparing	to	
fairness	concern,	overconfidence	is	the	most	importantly	behavioural	preference	affecting	prices,	
sales	effort	and	profit.	

3. The model 

3.1 Fundamental assumption and notation 

A	two‐echelon	supply	chain	where	 the	manufacturer	serving	as	 the	 leader	 is	unboundedly	 ra‐
tional	and	the	retailer	serving	as	the	follower	has	three	conditions	is	presented;	see	Fig.	1.	The	
manufacturer	sells	products	to	the	retailer	selling	them	to	consumers.	The	manufacturer	deter‐
mines	the	wholesale	price	ݓ.	The	retailer	determines	the	retail	price	݌	and	sales	effort	݁	accord‐
ing	to	the	decision	of	manufacturer.	We	assume,	without	loss	of	generality,	that	transaction	in‐
formation	 between	 the	manufacturer	 and	 the	 retailer	 is	 symmetrical,	 that	 the	manufacturer's	
productivity	 can	meet	 the	 retailer's	 ordering	 requirements	 and	 that	 the	 retailer	 can	 increase	
sales	volume	by	improving	the	level	of	sales	effort	(e.g.,	advertising,	giving	gifts,	etc.).	Referring	
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to	study	from	Karray	[20]	and	Zeng	at	al.	[21],	let	ܿሺ݁ሻ ൌ ሺ1/2ሻ݁ߛଶ,where	ܿሺ݁ሻ	denotes	the	sales	
effort	cost	of	the	retailer	and	ߛሺߛ ൒ 1ሻ	is	the	sale	cost	coefficient.	The	manufacturer	and	retailer	
are	to	maximize	their	expected	profit	or	utility.	

What	we	need	to	point	out	is	that	in	Fig.	1,	the	single‐behavioural	preference	refers	to	a	re‐
tailer	with	overconfidence	or	fairness	concern,	while	the	two‐behavioural	preferences	refer	to	a	
retailer	who	has	both	overconfident	and	fairness	concern.	We	briefly	present	the	notations	and	
parameters	used	in	this	paper,	as	summarized	in	Table	1.		
	

Manufacturer

Retailer
Three conditions:

 (1)unboundedly rational;
(2)single‐behavioural preference;
(3) dual‐behavioural preferences

Consumer

w

p,e

 
Fig.	1	The	two‐echelon	supply	chain	structure	

	
Table	1	Summary	of	parameters	

Parameters	 Description
ܽ	 The	basic	size	of	market	demand	(ܽ ൐ 0).
ܾ	 The	price	sensitivity	coefficient	of	demand,	i.e.,	the	amount	of	marginal	demand	declines	or	rises	

when	the	price	rises	or	falls	by	one	unitሺܾ ൒ 1ሻ	.	
ܿሺ݁ሻ	 The	sales	effort	cost	of	the	retailer,	a	monotonically	increasing	and	concave	function	with	݁.	
ܿ௫	 ݔ ൌ ݉, ‐mar	retailer's	the	and	production	of	cost	marginal	manufacturer's	the	denote	respectively	ݎ

ginal	cost	of	selling,	such	as	packaging,	transportation,	and	maintenance	fees.	
	ܦ The	market	demand	function	when	the	retailer	is	unboundedly	rational.
	ைܦ The	market	demand	function	when the	retailer	has	overconfidence,	i.e.,	the	overconfident	retailer	

believes	demand	to	be	ܦை	in	the	market.	
݇	 Retailer's	sales	effort	output,	i.e.,	the	amount	of	marginal	demand	increases	when	the	sales	effort	rises	

by	one	unit	ሺ݇ ൒ 1ሻ	.	
	ߛ The	sale	cost	coefficient	(ߛ ൒ 1)
	ߚ 	The	overconfidence	parameter	of	the	retailer,	which	represents	the	degree	of	overconfidence,ߚ ∈

ሺ0,1ሿ.	
	ߤ The	fairness	concern	parameter	of	the	retailer,	which	represents	the	degree	of	fairness	concern,ߤ ൐ 0.
	௜ߨ ݅ ൌ ݉, ,ݎ 	.respectively	system,	chain	supply	and	members	chain	supply	of	profit	the	denote	ݏ
௜ܷ 	 ݅ ൌ ,ݎ ‐respective	system,	chain	supply	two‐echelon	the	and	retailer	the	of	function	utility	the	denote	ݏ

ly.	
݆	 The	superscript	݆ ൌ ,݋ ݂, ,respectively	,݂݋ indicates	the	scenarios	of	overconfidence,	fairness	concern	

and	two‐behavioural	preferences	of	the	retailer.	
*	 The	superscript	*	indicates	the	equilibrium	solution	of	variables	or	profits	(utilities)	

3.2 Basic model: Retailer with no behavioural preferences 

In	this	section,	a	setting	where	there	are	no	behavioural	preferences	between	members	is	con‐
sidered	in	a	supply	chain.	In	other	words,	both	the	manufacturer	and	the	retailer	are	unbound‐
edly	rational	and	only	interested	in	their	own	monetary	payoffs.	Next,	the	function	of	the	market	
demand	and	 the	members’	profits	 are	built,	 after	which	 the	manufacturer	plays	 a	 Stackelberg	
game	with	the	retailer.	

Based	on	the	above	problem	description,	the	demand	function	in	a	two‐echelon	supply	chain	
is	defined	as	follows	
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ܦ ൌ ܽ െ ݌ܾ ൅ ݇݁	 (1)

The	above	price‐	and	sales	effort‐sensitive	demand	function	is	a	kind	of	 linear	model	struc‐
ture	and	has	been	systematically	proven	by	many	researchers	 (e.g.,	Mukhopadhyay	et	al.	 [22],	
Zheng	et	al.	[23]).	The	advantages	of	the	deterministic	linear	function	are	that	it	can	give	rise	to	
explicit	 results	 for	 the	 optimal	 solutions	 in	 behavioural	 supply	 chain	 and	 is	 relatively	 easy	 to	
estimate	parameters	(i.e.,	݇, ܾ)	in	next	numerical	studies.	In	fact,	the	demand	function	is	divided	
into	two	parts:	ܽ െ ,ܽ	,.(i.e	parameters	these	of	meaning	݇݁.The	and	݌ܾ ܾ	and	݇)	is	shown	in	Ta‐
ble	1.	When	݁ ൌ ሺܽ	to	equal	is	ܦ	,0 െ ‐relat	only	and	function	demand	essential	the	is	which	ሻ,݌ܾ
ed	 to	݌.	We	 here	 assume	݁ ൐ 0	to	 study	 the	 effect	 of	 behavioural	 preferences	 on	 it.	 Thus,	 the	
market	demand	depends	on	retail	price	݌	as	well	as	sales	effort	݁,	where	is	positively	related	to	
the	demand	but	݌	is	negatively	correlated	with	it.	

The	profit	of	the	manufacturer,	the	retailer	and	the	whole	channel	is	given	below		
	

௠ߨ ൌ ሺݓ െ ܿ௠ሻሺܽ ൅ ݇݁ െ ሻ݌ܾ (2)
	

௥ߨ ൌ ሺ݌ െ ݓ െ ܿ௥ሻሺܽ ൅ ݇݁ െ ሻ݌ܾ െ
1
2
	ଶ݁ߛ (3)

	

௦ߨ ൌ ሺ݌ െ ܿ௠ െ ܿ௥ሻሺܽ ൅ ݇݁ െ ሻ݌ܾ െ
1
2
	ଶ݁ߛ (4)

	

where	the	meaning	of	ߨ௠, ,௥ߨ ܿ௠, ܿ௥	and	ߛ	is	described	in	Table	1.	The	ߨ௦	is	the	channel	profit	of	
the	two‐echelon	supply	chain,	which	is	equivalent	to	the	ߨ௠	plus	ߨ௥.	Obviously,	it	is	essential	to	
impose	additional	 inequality	constraints	on	the	parameters	to	guarantee	the	correct	functions.	
Thus,	these	constraints	are	as	follows	
	

 ݓ ൐ ܿ௠, ݌ ൐ ܿ௥	and	ݓ ൑ 	.݌
 ሺ݌ െ ݓ െ ܿ௥ሻ ൒ 0,	 there	 is	a	reason	 it	may	encourage	the	retailer	 to	participate	 in	order‐

sale	 activity;	 otherwise,	 if	ሺ݌ െ ݓ െ ܿ௥ሻ ൏ 0,	 the	 retailer	 cannot	 order	 products	 from	 the	
manufacturer,	and	thus	the	two‐echelon	supply	chain	does	not	exist	[24].		

 The	ߨ௥	must	 be	 positive,	 which	 encourages	 the	 retailer	 to	 order	 more	 quantities	 from	
manufacturer	and	sell	more	goods	to	customers	by	increasing	sales	effort	level.	

 The	ܦ, 	.positive	be	must	௠ߨ
	

To	obtain	 the	subgame	perfect	equilibria	 for	both	manufacturer	and	retailer,	 the	backward	
induction	method	is	applied.	The	timeline	of	events	 is	as	 follows.	 In	stage	2	of	 the	Stackelberg	
game,	 the	retailer	maximizes	himself	profit	by	choosing	݌	and	݁	for	each	product.	According	to	

the	 Hessian	 matrix	ܪሺ݁, ሻ݌ ൌ ൬
െ2ܾ 0
0 െߛ൰	in	 Eq.	 3,	 we	 know	 that	 there	 exists	 unique	 optimal	

solution,	i.e.,	݁∗, 	manufacturer	the	reaction,	retailer's	the	to	according	game,	the	of	1	stage	In	.∗݌
rationally	chooses	the	optimal	price	based	on	ܿ௠.	Similarly,	based	on	the	first‐order	condition	of	
	in	given	is	results	equilibrium	of	proof	The	.∗ݓ	price	wholesale	optimal	the	obtain	then	we	௠,ߨ
Appendix	A.	Lastly,	we	can	derive	
	

∗ݓ ൌ
ܽ ൅ ܾሺܿ௠ െ ܿ௥ሻ

2ܾ
	 (5)

	

݁∗ ൌ
ሾܽ െ ܾሺܿ௠ ൅ ܿ௥ሻሿ݇
2ሺ2ܾߛ െ ݇ଶሻ

	 (6)
	

∗݌ ൌ
ሺܾߛ െ ݇ଶሻሾܽ ൅ ܾሺܿ௥ ൅ ܿ௠ሻሿ ൅ ߛ2ܾܽ

2bሺ2ܾߛ െ ݇ଶሻ
	 (7)

	

Substituting	the	above	optimal	decision	variables	Eqs.	5,	6	and	7	into	Eqs.	2,	3	and	4,	respec‐
tively,	the	equilibrium	profit	of	the	manufacturer,	retailer,	and	supply	chain	system	is	obtained	
	

∗௠ߨ ൌ
ሾܾሺܿ௥ ൅ ܿ௠ሻ െ ܽሿଶߛ

4ሺ2ܾߛ െ ݇ଶሻ
	 (8)
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∗௥ߨ ൌ
ሾܾሺܿ௥ ൅ ܿ௠ሻ െ ܽሿଶߛ

8ሺ2ܾߛ െ ݇ଶሻ
	 (9)

	

∗௦ߨ ൌ
ሾܾሺܿ௥ߛ3 ൅ ܿ௠ሻ െ ܽሿ

8ሺ2ܾߛ െ ݇ଶሻ
	 (10)

3.3 Behavioural model: Retailer with both overconfidence and fairness concern 

In	 this	section,	 the	basic	model	 is	extended	by	 incorporating	overconfidence	and	 fairness	con‐
cern	into	the	two‐echelon	supply	chain.	Specifically,	we	consider	a	setting	where	the	manufac‐
turer	 is	unboundedly	 rational,	whereas	 the	retailer	has	both	overconfidence	and	 fairness	con‐
cern	in	the	two‐echelon	supply	chain.	Chen	et	al.	[25]	defined	the	retailer's	overconfidence	as	an	
overestimation	 of	 the	 sales	 effort	 and	market	 demand.	What	we	 convey	 in	 this	 paper	 is	 con‐
sistent	with	 their	 idea	of	overconfidence.	Thus,	when	 the	retailer	 is	overconfident,	 the	market	
demand	 is	 defined	 as	ܦ௢ ൌ ܽ ൅ ሺ݇ ൅ ሻ݁ߚ െ 	.݌ܾ The	 standard	 demand	 function	 can	 accurately	
measure	the	impact	of	overconfidence	on	demand.	It	is	well	known	that	the	retailer's	overconfi‐
dence	 parameter	ߚ	is	 positively	 related	 to	ܦை,	 and	 the	 greater	 overconfidence	 degree	ߚ	is,	 the	
greater	 is	 the	effect	of	 e 	on	ܦை.	 In	Eq.	3,	we	 replace	ܦ	with	ܦை	to	obtain	 the	utility	 function	of	
overconfident	retailer.	

௥ܷ
௢ ൌ ሺ݌ െ ݓ െ ܿ௥ሻሾܽ ൅ ሺ݇ ൅ ሻ݁ߚ െ ሿ݌ܾ െ

ଵ

ଶ
	(11)																																												ଶ݁ߛ

The	reference	framework	for	fairness	concern	is	the	F‐S	model	[26],	and	according	to	Zhang	
et	al.	[1],	the	retailer’s	utility	with	fairness	concern	is		

௥ܷ
௙ ൌ ௥ߨ െ ௠ߨሺߤ െ ௥ሻߨ ൌ ሺ1 ൅ ௥ߨሻߤ െ 	(12)																																																	௠ߨߤ

wherein	 the  is	 the	degree	of	 fairness	 concern,	ߨ௠	and	ߨ௥	is	 the	profit	 of	 the	 rational	 retailer	
and	manufacturer,	respectively.	

When	the	retailer	with	behavioural	preferences,	the	rational	manufacturer	profit	function	is	

௠ߨ
௢௙ ൌ ሺݓ െ ܿ௠ሻሺܽ ൅ ݇݁ െ 	(13)																																																											ሻ݌ܾ

where	Eq.	13	is	equal	to	Eq.	2	because	the	manufacturer	is	unboundedly	rational	under	the	two	
scenarios.	

According	to	Eqs.	12	and	13,	the	utility	of	retailer	with	the	two	behavioural	preferences	is	as	
follows.	

௥ܷ
௢௙ ൌ ሺ1 ൅ ݌ሻሼሺߤ െ ݓ െ ܿ௥ሻሾܽ ൅ ሺ݇ ൅ ሻ݁ߚ െ ሿ݌ܾ െ

ଵ

ଶ
ଶሽ݁ߛ െ ݓሺߤ െ ܿ௠ሻሺܽ ൅ ݇݁ െ 	(14)							ሻ݌ܾ

wherein	when	the	retailer	has	both	behavioural	preferences,	we	can	obtain	Eq.	14	by	replacing	
	the	to	equivalent	is	system	chain	supply	two‐echelon	the	of	utility	the	Thus,	12.	Eq.	in	ைܦ	with	ܦ
manufacturer’s	profit	plus	the	retailer’s	utility	

The	utility	of	the	two‐echelon	supply	chain	is		

௦ܷ
௢௙ ൌ ሺ1 ൅ ݌ሻሼሺߤ െ ݓ െ ܿ௥ሻሾܽ ൅ ሺ݇ ൅ ሻ݁ߚ െ ሿ݌ܾ െ

ଵ

ଶ
ଶሽ݁ߛ ൅ ሺ1 െ ݓሻሺߤ െ ܿ௠ሻሺܽ ൅ ݇݁ െ 	ሺ15ሻ			ሻ݌ܾ

The	Eqs.	14	and	15	can	accurately	measure	the	impact	of	behavioural	preferences	on	utility,	
respectively.	

In	this	section,	the	backward	induction	method	is	also	applied	to	solve	the	subgame	perfect	
equilibria	for	both	the	manufacturer	and	retailer.	Following	the	same	logic	as	in	Section	3.2,	we	
establish	 the	Stackelberg	game	model	 in	which	the	manufacturer	maximizes	profit	and	the	re‐
tailer	maximizes	expected	utility.	As	proof	results	in	Appendix	B,	there	are	equilibrium	solutions	
in	the	model	when	the	retailer	has	the	two‐behavioural	preferences.		

	

∗௢௙ݓ ൌ
ܾଶܿ௠ߛሺ3ߤ ൅ 1ሻ െ ܾܿ௠݇ߚሺ5ߤ ൅ 1ሻ ൅ ሺ1 ൅ ሺ݇ߚሻሾߤ ൅ ሻሺܾܿ௥ߚ െ ܽሻ ൅ ܾሺܽߛ െ ௥ܿߛܾ െ ܿ௠ߚଶሻሿ

2ܾሾܾߛሺ2ߤ ൅ 1ሻ െ ߤሺ3ߚ݇ ൅ 1ሻ െ ଶሺ1ߚ ൅ ሻሿߤ
	 (16)

	

݁௢௙∗ ൌ
ሾܽ െ ܾሺܿ௠ ൅ ܿ௥ሻሿሾ2ܾߤߛሺ݇ ൅ ሻߚ2 െ ሺ2݇ߚ2݇ ൅ ሻߚ3 െ ߤଷሺ2ߚ ൅ 1ሻ ൅ ሺ݇ߛܾ ൅ ሻሿߚ

2ሾ2ܾߛ െ ሺ݇ ൅ ߤሺ2ߛሻଶሿሾܾߚ ൅ 1ሻ െ ߤሺ3ߚ݇ ൅ 1ሻ െ ଶሺ1ߚ ൅ ሻሿߤ
	 (17)
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∗௢௙݌ ൌ
ሺ1ߚଷሾߚܾ ൅ ሻߤ ൅ ሺ1ߛ െ ሻሿߤ ൅ ሾܾߛଶሺܿ௠ ൅ ܿ௥ሻሺߛ െ 1ሻ ൅ ߛሺ3ܾߛܾܽ െ ݇ଶሻ ൅ ሺܽ݇ଶߚ݇ ൅ 3ܾܿ௠ߚଶሻሿሺ1 ൅ ሻߤ2

2ܾሾ2ܾߛ െ ሺ݇ ൅ ሺ1ߛሻଶሿሾܾߚ ൅ ሻߤ2 െ ଶሺ1ߚ ൅ ሻߤ െ ሺ1ߚ݇ ൅ ሻሿߤ3
	

	

൅
ሾሺܿ௠ߚ3ܾ݇ ൅ ܿ௥ሻሺܾߛ ൅ ሻߚ݇ ൅ ܿ௥ߚଶሿሺ1 ൅ ሻߤ3 ൅ ሺܿ௠ߚܾ ൅ ܿ௥ሻሺܾߚߛ ൅ ݇ଷሻሺ1 ൅ ሻߤ4

2ܾሾ2ܾߛ െ ሺ݇ ൅ ሺ1ߛሻଶሿሾܾߚ ൅ ሻߤ2 െ ଶሺ1ߚ ൅ ሻߤ െ ሺ1ߚ݇ ൅ ሻሿߤ3
	

(18)

	
	
Substituting	the	above	optimal	decision	variables	into	Eqs.	13	and	14,	respectively,	the	equi‐

librium	profit	of	the	manufacturer	and	the	equilibrium	utility	of	the	retailer	are	obtained	(due	to	
the	complexity	of	the	utility	function	of	the	supply	chain	system,	there	is	no	display	here,	but	it	is	
equal	to	ߨ௠

௢௙∗	plus	 ௥ܷ
௢௙∗).	

	

௠ߨ
௢௙∗ ൌ

ሺ1 ൅ ߛሻሾܾݑ െ ሺ݇ ൅ ሿଶሾܽߚሻߚ െ ܾሺܿ௠ ൅ ܿ௥ሻሿଶ

4ܾሾ2ܾߛ െ ሺ݇ ൅ ߤሺ2ߛሻଶሿሾܾߚ ൅ 1ሻ െ ߤሺ3ߚ݇ ൅ 1ሻ െ ଶሺ1ߚ ൅ ሻሿଶߤ
	 (19)

	

௥ܷ
௢௙∗ ൌ

ሺ1ߙ ൅ ሻሾܽݑ െ ܾሺܿ௠ ൅ ܿ௥ሻሿଶ

8ܾሾ2ܾߛ െ ሺ݇ ൅ ሻଶሿሾ1ߚ ൅ ሻߤሺ2ߛܾ െ ሺ1ߚ݇ ൅ ሻߤ3 െ ଶሺ1ߚ ൅ ሻሿଶߤ
		 (20)

	

wherein	ߙ ൌ ଶߛሺܾଶߛܾ ൅ ݇ଶߚଶሻሺ1 ൅ ሻଶߤ2 ൅ 2ሺܾߛߚሻଶሺ3ߤଶ െ ߤ െ 1ሻ ൅ ሻଷሺ1ߚሺ݇ߤ2 ൅ ሻߤ4 ൅
ଶሻଶሺ1ߚሺ݇ߤ6 ൅ ሻߤ3 ൅ ହሺ1ߚߤ6݇ ൅ ሻߤ2 ൅ ଺ሺ1ߚߤ2 ൅ ሻߤ െ ሺ1ߛሾ2ܾ݇ߛߚܾ ൅ ሻሺ1ߤ2 ൅ ሻߤ3 ൅ ଶߤଶሺߚ2݇ െ
1ሻሿ ൅ ଶߤଷሺ8ߚ ൅ ߤ4 ൅ 1ሻ.	

4. Analysis of equilibrium results 

In	 this	 section,	 the	 effects	of	 a	 retailer's	behavioural	preference	on	 the	decision	 variables	 and	
utility/	profit	of	members	in	the	two‐echelon	supply	chain	are	discussed.	In	fact,	the	model	with	
the	retailer's	two‐behavioural	preferences	can	reduce	back	to	the	model	with	the	retailer's	sin‐
gle‐behavioural	preference,	i.e.,	the	retailer	has	only	overconfidence	or	fairness	concern.	There‐
fore,	for	a	clearer	explanation,	this	section	is	divided	into	three	parts:	the	retailer	with	overcon‐
fidence	 only,	 the	 retailer	with	 fairness	 concern	 only	 and	 the	 retailer	with	 behavioural	 prefer‐
ences.	Note	that	all	propositions	below	are	proven	in	Appendix	C.	

4.1 The retailer with overconfidence only 

When	the	retailer's	fairness	concern	parameter	ߤ	is	equal	to	zero,	the	situation	of	a	retailer	with	
behavioural	preferences	degenerates	into	a	retailer	with	overconfidence	only.	Thus,	the	follow‐
ing	propositions	are	presented.		

Proposition	1.	When	the	retailer	is	overconfident,	the	wholesale	price	of	the	manufacturer	is	
equivalent	to	the	optimal	wholesale	price	shown	in	the	setting	of	the	retailer's	unbounded	ra‐
tionality,	i.e.,	ݓ௢∗ ൌ 	݁௢∗are	level	effort	sales	௢∗and݌	price	sales	optimal	retailer's	the	while	,∗ݓ
both	positively	correlated	with	ߚ.		

Proposition	1	states	that	when	deciding	the	wholesale	price,	the	rational	manufacturer	is	not	
bothered	by	the	retailer's	overconfidence,	whereas	the	 level	of	sales	effort	and	the	retail	price	
deviate	from	the	optimal	value	of	Section	3.2	where	the	retailer	is	rational.	In	addition,	the	re‐
tailer's	overconfidence	makes	him	overestimate	his	marketing	capabilities,	which	directly	moti‐
vate	the	retailer	to	make	a	greater	sales	effort	(for	example,	increasing	promotions).	On	the	oth‐
er	hand,	recalling	Section	3.3,	which	discusses	the	theory	of	a	retailer's	overconfidence,	the	re‐
tailer's	overconfidence	parameter	ߚ	is	positively	related	to	the	market	demand	ܦை,	which	means	
he	overestimates	 the	market	demand.	Thus,	 the	superposition	effect	of	 the	 two	aspects	allows	
the	retailer	to	continuously	increase	the	retail	price	for	a	non‐negative	profit.	 

Proposition	2.	When	the	retailer	has	overconfidence	only,	as	its	degree	ߚ	increases,	the	profit	
of	the	manufacturer,	the	utility	of	the	retailer,	and	the	utility	of	the	supply	chain	system	also	in‐
crease,	i.e.,	ߨ௠௢∗, ௥ܷ

௢∗	and	 ௦ܷ
௢∗are	positively	related	to	ߚ.	

Along	with	 Proposition	 1,	 Proposition	 2	 indicates	 that	 the	 overconfident	 retailer	 overesti‐
mates	 the	market	demand	and	 sales	 effort	 level,	 and	orders	more	products	 to	meet	 customer	
demand	as	long	as	the	wholesale	price	is	constant,	which	can	form	a	scale	effect	to	increase	prof‐
it	 for	 the	manufacturer.	The	 increase	 in	 the	 retailer's	utility	 is	 attributed	 to	 two	aspects:	 first,	
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overconfident	 behaviour	makes	 him	overestimate	 the	market	 demand,	 and	 thus	 enhances	 his	
sales	enthusiasm,	which	will	in	turn	increase	the	sales	volume	of	the	product	in	general;	second,	
the	rise	in	the	retail	price	increases	the	marginal	revenue	of	every	product.	Thus,	the	increase	in	
manufacturer	profit	and	retailer	utility	ultimately	leads	to	an	increase	in	the	utility	of	the	supply	
chain	system.	

4.2 The retailer with fairness concern only 

When	 the	 retailer's	overconfident	parameter	ߚ	is	 equal	 to	 zero,	 the	 scenario	of	 a	 retailer	with	
behavioural	preferences	degenerates	into	the	situation	of	a	retailer	with	fairness	concern	only.	
Thus,	the	series	of	propositions	below	are	obtained.	

Proposition	3.	When	the	retailer	only	pays	attention	to	the	fairness	of	income	distribution	in	a	
two‐echelon	supply	chain,	the	higher	the	degree	of	fairness	concern	ߤ,	the	lower	is	the	wholesale	
price	ݓ௙∗of	the	manufacturer,	while	the	retail	price	݌௙∗and	sales	effort	level	݁௙∗are	constant.	

Proposition	3	shows	in	order	to	alleviate	the	retailer's	unfair	aversion,	raise	retailer’s	profit‐
ability	and	keep	the	competitiveness	of	the	supply	chain	system,	the	manufacturer	as	the	leader	
in	the	two‐echelon	supply	chain	needs	to	make	concession,	that	is,	he	must	lower	the	wholesale	
price,	which	means	that	the	retailer	can	boost	his	bargaining	power	in	the	supply	chain	when	he	
is	concerned	with	the	fairness	of	the	relative	revenue	between	the	members.	Nevertheless,	the	
retailer's	optimal	decisions	are	not	affected	by	his	own	fairness	concern	behaviour,	the	possible	
reason	is	that	in	order	to	maintain	market	share	and	improve	demand,	retailer	does	not	adjust	
retail	price	and	sales	effort	level	because	of	fairness	concern.	The	proposition	is	clearly	different	
from	the	conclusions	in	other	papers,	e.g.,	Li	et	al.	[17],	Zheng	et	al.	[27],	where	the	retail	price	is	
both	affected	by	fairness	concern	in	a	two‐echelon	supply	chain.	

Proposition	 4.	When	 the	 retailer	 has	 fairness	 concern	 only,	 the	 best	 utility	 of	 retailer	 ௥ܷ
௙∗	

grows	with	increasing	degree	of	fairness	concern	ߤ,	but	the	best	profit	of	manufacturer	ߨ௠
௙∗	falls	

with	increasing	ߤ.	If	ߤ	is	in	the	range	of	ሺ0, ሺ√2 െ 1ሻ/2ሻ,	the	 ௦ܷ
௙∗	decreases	as	ߤ	increases;	other‐

wise,	if	ߤ	is	in	the	range	of	ሺሺ√2 െ 1ሻ/2,൅∞ሻ,	the	 ௦ܷ
௙∗	rises	as	ߤ	increases.	

Combining	the	change	in	wholesale	price	of	Proposition	3,	we	clearly	explain	why	the	manu‐
facturer’s	 profit	 deceases	 with	ߤ.	 In	 particular,	 Proposition	 4	 indicates	 that	 when	ߤ	is	 in	 the	
range	of	ሺ0, ሺ√2 െ 1ሻ/2ሻ,	the	bargaining	power	of	the	retailer	is	weak,	which	causes	the	decline	
in	the	manufacturer's	profit	margin	to	be	higher	than	the	increase	in	the	retailer's	utility	margin;	
however,	 as	ߤ	increases,	 the	 retailer's	bargaining	power	 gradually	 increases,	which	 causes	 the	
decline	rate	in	the	manufacturer's	profit	margin	to	be	lower	than	the	increase	rate	in	the	retail‐
er's	utility	margin,	and	the	supply	chain	system	consists	of	a	manufacturer	and	a	retailer,	thus	its	
utility	first	declines	and	then	rises.	Moreover,	from	ߤ ൐ 0	and	the	conversion	node	of	bargaining	
power	for	the	retailer,	i.e.,	ߤ ൌ ሺ√2 െ 1ሻ/2,	it	can	be	found	that	the	retailer's	bargaining	space	is	
very	large.	

4.3 The retailer with both overconfidence and fairness concern 

When	the	retailer	has	both	overconfidence	and	fairness	concern,	we	obtain	the	following	propo‐
sitions.	Due	to	the	complex	formula	of	the	utility	or	profit	between	supply	chain	members,	this	
section	only	analyses	the	effect	of	the	two	behavioural	preferences	(i.e.,	overconfidence	and	fair‐
ness	concern)	on	decision	variables.	

Proposition	5.	If	other	parameters	remain	unchanged,	when	the	degree	of	overconfidence	ߚ	is	
in	 the	 range	of	ሺሺܾߛ െ ඥሺܾߛሻଶ െ ,ሻ/2݇݇ߛ2ܾ ሺܾߛ ൅ ඥሺܾߛሻଶ െ 	,ሻ/2݇ሻ݇ߛ2ܾ the	wholesale	price	de‐
creases	 as	ߚ	increases,	 and	when 	is	 outside	 the	 range,	 the	wholesale	price	 increases	 as	ߚ	in‐
creases.	

Unlike	those	 in	Proposition	1,	Proposition	5	 indicates	that	when	the	retailer	has	both	over‐
confidence	 and	 fairness	 concern,	 if	ߚ	is	 in	 the	 range	 of	ሺሺܾߛ െ ඥሺܾߛሻଶ െ ,ሻ/2݇݇ߛ2ܾ ሺܾߛ ൅
ඥሺܾߛሻଶ െ 	the	of	upstream	manufacturer	the	cause	will	overconfidence	retailer's	the	ሻ/2݇ሻ,݇ߛ2ܾ
supply	 chain	 to	 lower	 the	wholesale	 price	 to	 encourage	 the	 retailer	 to	 order	more	 products,	
which	 will	 ultimately	 increase	 the	 manufacturer's	 profit.	 When	ߚ	is	 outside	 the	 range	 of	
ሺሺܾߛ െ ඥሺܾߛሻଶ െ ,ሻ/2݇݇ߛ2ܾ ሺܾߛ ൅ ඥሺܾߛሻଶ െ 	,ሻ/2݇ሻ݇ߛ2ܾ the	 rational	 manufacturer	 may	 realize	





Interactive impacts of overconfidence and fairness concern on supply chain performance
 

Advances in Production Engineering & Management 15(3) 2020  285
 

that	the	retailer's	degree	of	overconfidence	is	unreasonable,	and	he	can	raise	the	wholesale	price	
of	 the	 product	 to	 maximize	 his	 own	 revenue.	 This	 finding	 also	 coincides	 with	 the	 situation	
whereby	merchants	seek	more	profit	in	reality.	

Proposition	6.	If	other	parameters	remain	unchanged,	the	optimal	wholesale	price	ݓ௢௙∗,	the	
optimal	retail	price	݌௢௙∗	and	the	optimal	sales	effort	݁௢௙∗	are	positively	or	negatively	correlated	
with	ߤ,	which	depends	on	the	range	of	the	degree	of	overconfidence	ߚ.		

Proposition	6	is	significantly	different	from	Proposition	3,	it	shows	that	the	correlation	of	the	
optimal	 decision	 variables	 (i.e.,	ݓ௢௙∗, ,∗௢௙݌ ݁௢௙∗)	 and	ߤ	is	 determined	 by	 the	 range	 of	ߚ	when	
other	parameters	are	given;	in	other	words,	they	are	positively	or	negatively	correlated	with
as	the	ߚ	changes,	and	ߚ	changes	the	decision	results	of	members	by	first	affecting	the	degree	of	ߤ	
in	 the	supply	chain.	Thus,	 the	above	description	 illustrates	 that	 the	degree	of	 fairness	concern	
changes	according	to	the	degree	of	overconfidence,	and	overconfidence	is	the	main	factor	affect‐
ing	the	decision‐making	of	the	supply	chain	between	the	two	behavioural	preferences.	Therefore,	
in	actual	operation	management,	when	a	leading	manufacturer	analyses	or	evaluates	the	effect	
of	 the	 two	 behavioural	 preferences	 of	 the	 retailer	 on	 business	 decisions,	 it	 is	 particularly	 im‐
portant	to	pay	attention	to	the	retailer's	overconfidence	degree.	

4.4 Comparative analysis of different models 

For	 a	 clearer	 understanding	 of	 the	 influence	 of	 behavioural	 factors,	 optimal	 equilibrium	 solu‐
tions	between	basic	model	and	behavioural	model	are	analysed	below.	At	the	same	time,	due	to	
the	complexity	of	decision	variables,	we	only	compare	the	differences	in	wholesale	price	and	in	
sales	effort	in	two	scenarios,	respectively.		

Proposition	7.	The	optimal	wholesale	price	in	Section	3.3	is	less	than	that	in	Section	3.2,	i.e. 
ݓ߂ ൌ ∗௢௙ݓ െ ∗ݓ ൏ 0.	Nevertheless,	 the	 optimal	 sales	 effort	 in	 Section	 3.3	 is	more	 than	 that	 in	
Section	3.2,	i.e., ݁߂ ൌ ݁௢௙∗ െ ݁∗ ൐ 0.	In	addition,	both	ݓ߂	and	݁߂	increase	with	the	degree	of	fair‐
ness	concern	ߤ. 

Proposition	7	indicates	that	compared	with	the	scenario	of	complete	rationality,	the	two	be‐
havioural	preferences	are	unfavourable	 to	wholesale	price,	but	 they	are	 conductive	 to	 the	 im‐
provement	of	 sales	 effort	 level.	Moreover,	 the	 fairness	 concern	degree	ߤ	can	gradually	 expand	
the	difference	of	decision	variables	(i.e.,	ݓ, ݁)	in	different	scenarios.	Thus,	we	can	show	that	the	
two‐behavioural	preferences	are	more	favourable	to	retailer	decision	about	sales	effort.		

 5. Numerical analysis 

We	 use	 numerical	 experiments	 to	 illustrate	 how	 the	 decision	 variables,	 profits	 and	 utilities	
change	with	behavioural	preferences	in	the	three	scenarios.	In	this	section,	some	parameter	val‐
ues	are	gathered	by	analysing	the	previous	papers.	According	to	[19]	and	[28],	we	set	ߚ ∈ ሾ0,1ሿ	
and	ߤ ൌ ሼ0,1,2ሽ	to	illustrate	the	retailer's	preference	degree	with	regard	to	overconfidence	and	
fairness	concern	in	this	paper.	Moreover,	we	set	ܽ ൌ ߛ	,100 ൌ 1,	ܿ௠ ൌ 6,	ܿ௥ ൌ 8,	ܾ ൌ 5,	and	݇ ൌ 2,	
which	the	constraint	conditions	of	Stackelberg	game	models	can	be	satisfied.	Then,	we	can	firstly	
obtain	 the	 equilibrium	 results	ݓ∗ ൌ 9, ∗݌ ൌ 19.5, ݁∗ ൌ ∗௠ߨ	,5 ൌ 37.5, ∗௥ߨ ൌ 18.75, ∗௦ߨ ൌ 56.25	in	
the	first	scenario.	

 
Fig.	2	Wholesale	price	under	three	scenarios	
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Fig.	3	Retail	price	under	three	scenarios		

 

 
Fig.	4	Sales	effort	under	three	scenarios	

 

When	 the	 retailer	 has	 single‐behavioural	 preference	 or	 two‐behavioural	 preferences,	 the	
changes	 in	 the	decision	variables,	profit/utility	and	the	utility	of	 the	 two‐echelon	supply	chain	
system	are	shown	in	Fig.	2	to	Fig.	7.	

In	Fig.	2,	when	the	retailer	has	overconfidence	onlyሺߤൌ0，0൏ߚ ൑ 1ሻ,	the	wholesale	price	of	
the	manufacturer	ݓ௢∗	is	equal	to	ݓ∗that	the	retailer	is	rational	ሺߤ ൌ 0, ߚ ൌ 0ሻ;	when	the	retailer	
has	 fairness	 concern	 onlyሺߚ ൌ 0, ߤ ൌ ሼ1,2ሽሻ,	 the	 wholesale	 price	ݓ௙∗	is	 negatively	 correlated	
with	ߤ.	This	 finding	verifies	 the	 correctness	of	Propositions	1	and	3.	Moreover,	 as	ߚ	increases,	
the	wholesale	price	in	the	two‐behavioural	preferences	ሺ0 ൏ ߚ ൑ 1, ߤ ൌ ሼ1,2ሽሻ	slightly	increases	
at	the	beginning	and	then	decreases	afterwards,	the	turning	point	being	ሺ5 െ ඥ5ሻ/4.	That	is,	the	
with	correlated	negatively	is	௢௙∗ݓ 	in	the	interval	ሾሺ5 െ √5ሻ/4,1ሿ,	and	it	is	positively	correlated	

with	ߚ	in	the	interval	ሺ0, ሺ5 െ √5ሻ/4ሿ.	This	finding	is	consistent	with	the	results	of	Proposition	5.	
In	addition,	the	wholesale	price	in	the	dual‐preferences	scenario	is	a	decreasing	function	of	ߤ.	In	
short,	the	wholesale	price	in	the	two‐behavioural	preferences	is	less	than	or	equal	to	that	in	the	
single‐behavioural	preference.	Therefore,	the	interaction	of	the	two	behavioural	preferences	is	
detrimental	to	the	wholesale	price. 

 

 
Fig.	5	Manufacturer	profit	under	three	scenarios	
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As	shown	in	Figs.	3	and	4,	both	the	sales	price	and	sales	effort	are	positively	correlated	with	
	and 	when	 retailer	 has	 confidence	 only	ሺߤ ൌ 0,0 ൏ ߚ ൑ 1ሻ	or	 dual‐preferences	ሺ0 ൏ ߚ ൑

1, ߤ ൌ ሼ1,2ሽሻ.	Although	the	ߤ	has	a	slight	 influence	on	sales	price	and	sales	effort,	 the	two	deci‐
sions	are	evidently	affected	by	ߚ.	This	 result	 is	mainly	attributed	 to	 the	 fact	 that	 the	retailer's	
overconfidence	 is	 the	 overestimation	 of	 market	 demand	 and	 sales	 effort,	 which	 prompts	 the	
retailer	to	raise	the	sale	price	and	make	a	greater	sales	effort.	In	addition,	the	effects	of	ߤ	on	re‐
tail	price	and	on	sales	effort	under	the	scenario	with	fairness	concern	ሺߚ ൌ 0, ߤ ൌ ሼ1,2ሽሻand	with	
rationality	(ߚ ൌ 0, ߤ ൌ 0)	are	compared.	Intuitively,	the	retailer	concerning	with	the	fairness	of	
profit	between	members	must	pursue	greater	profits	by	improving	price	and	sales	effort	 level.	
However,	as	shown	in	Figs.	3	and	4,	the	retail	price	and	sales	effort	remain	unchanged.	Therefore,	
this	 intuition	 is	 incorrect.	Moreover,	when	retailer	has	overconfidence	only,	 the	values	of	both	
retail	price	and	sales	effort	are	more	than	these	values	when	supply	chain	members	are	rational.	
In	particular,	for	retailer,	the	gap	of	decision	variables	between	the	two	scenarios	is	constantly	
expanding	when	ߚ	increases.	In	summary,	based	on	the	Fig.	3,	Fig.4	and	analysis,	we	find	that	the	
retailer's	overconfidence	ߚ	is	the	main	factor	affecting	retailer	decision‐making;	in	other	words,	
behavioural	preferences	are	beneficial	to	retailer’s	decisions,	but	are	unfavourable	to	manufac‐
turer’s	decision.	

Fig.	5	 illustrates	 that	 the	optimal	manufacturer's	profit	 is	an	 increasing	 function	of	ߚ,	but	a	
decreasing	function	of	ߤ	in	three	scenarios.	When	the	retailer	 is	overconfident	only,	 the	manu‐
facturer's	profit	ߨ௠௢∗	is	evidently	larger	than	ߨ௠∗ ,	which	confirms	the	result	of	Proposition	2.	Be‐
sides,	the	difference	of	profit	for	manufacturer	in	the	two	scenarios	(i.e.,	retailer	has	overconfi‐
dence	only,	retailer	is	rationality)	quickly	increases	in  ,	but	the	difference	of	profit	 for	manu‐
facturer	in	the	two	scenarios	(i.e.,	retailer	has	fairness	concern	only,	retailer	is	rationality)	grad‐
ually	enlarges	in	ߤ.	When	the	retailer	has	both	overconfidence	and	fairness	concern,	the	ߨ௠

௢௙∗	is	
lower	than	ߨ௠∗ 	at	the	beginning	and	then	higher	than	ߨ௠∗ 	afterwards	in	the	situation	in	which	ߚ	
and	ߤ	reach	 a	 certain	 value	 (i.e.,	ߚ ൌ 0.68, ߤ ൌ ߚ	;1 ൌ 0.75, ߤ ൌ 2),	 respectively.	 In	 addition,	 in	
the	three	scenarios,	the	incremental	slopes	of	the	profit	from	the	perspective	of	ߚ	is	higher	than	
the	decrease	in	the	slopes	of	profit	from	the	perspective	of	ߤ,	which	also	highlights	that	the	main	
factor	affecting	the	profit	of	the	manufacturer	is	the	retailer's	overconfidence.	

Both	ߚ	and	ߤ	are	beneficial	to	the	retailer's	utility	in	three	scenarios	in	Fig.	6.	Specially,	as	ߚ	
increases,	the	utility	growth	rate	of	the	retailer	would	be	higher.	The	reasons	for	the	above	phe‐
nomena	are	the	increase	in	the	sales	price	and	sales	effort	under	the	influence	of	the	two	behav‐
ioural	preferences.	At	the	same	time,	the	gap	of	utility	for	retailer	in	the	two	scenarios	(i.e.,	re‐
tailer	has	overconfidence	only,	retailer	is	rationality)	gently	grows	in	ߚ,but	the	gap	of	utility	for	
retailer	in	the	two	scenarios	(i.e.,	the	retailer	has	fairness	concern	only,	the	retailer	is	rationality)	
gradually	decreases	in	ߤ.	Comparing	Fig.	6	with	Fig.	5,	we	know	that	when	retailer	has	overcon‐
fidence	only	the	utility	of	retailer	 is	 less	than	or	equal	 to	the	profit	of	manufacturer.	However,	
when	retailer	has	fairness	concern	only,	the	utility	of	retailer	is	gradually	more	than	the	profit	of	
manufacturer.	 In	 particular,	 when	 retailer	 has	 both	 overconfidence	 and	 fairness	 concern,	 the	
utility	of	retailer	is	significantly	larger	than	the	profit	of	manufacturer,	which	may	be	due	to	the	
increase	 in	 retail	price	and	sales	of	products.	Therefore,	 the	retailer's	 two‐behavioural	prefer‐
ences	are	more	favourable	to	his	own	utility	than	the	manufacturers'	profit.	

 
Fig.	6	Retailer's	utility	under	three	scenarios	
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Fig.	7	Utility	of	the	supply	chain	system	under	three	scenarios	

 

Based	on	Fig.	7,	the	utility	of	the	supply	chain	system	is	positively	correlated	with	ߚ	and	ߤ	in	
three	scenarios.	Combined	with	the	analysis	in	Figs.	5	and	6,	it	is	found	that	the	change	rate	and	
trend	of	the	utility	curve	between	the	retailer	and	the	supply	chain	system	are	consistent.	As	we	
know,	the	utility	of	the	supply	chain	system	comprises	the	manufacturer's	profit	and	the	retail‐
er's	utility.	Hence,	the	effect	of	the	retailer's	utility	change	on	the	utility	of	supply	chain	system	is	
most	obvious,	which	reflects	to	the	importance	of	retailers'	behavioural	preferences	in	the	two‐
echelon	supply	chain	system.	

6. Conclusion  

In	this	paper,	by	establishing	Stackelberg	game	models	in	which	the	manufacturer	as	a	leader	is	
unboundedly	rational,	and	the	retailer	as	a	 follower	has	 two	behavioural	preferences,	we	ana‐
lysed	the	effect	of	two	behavioural	preferences	on	equilibrium	solutions,	such	as	the	wholesale	
price,	 sales	price,	 sales	effort	and	utility,	under	 three	scenarios	and	compared	 the	equilibrium	
solutions	with	the	results	under	the	setting	of	the	rational	retailer.	Based	on	these	propositions	
and	on	the	results	from	the	numerical	analysis,	the	conclusions	and	recommends	of	this	paper	
are	summarized	as	follows:	

 When	the	retailer	has	a	single	behavioural	preference,	the	overconfidence	can	improve	the	
retailer's	 sales	 price	 and	 sales	 effort,	 while	 also	 increasing	 the	 utility	 (or	 profit)	 of	 the	
members	and	the	supply	chain	system.	Although	fairness	concern	does	not	affect	the	re‐
tailer's	sales	price	and	sales	effort	 level,	 they	help	 improve	the	utility	of	 the	retailer	and	
are	not	conducive	to	the	manufacturer's	pricing	and	profit,	which	ultimately	cause	fluctua‐
tion	in	the	utility	of	the	supply	chain	system.	Moreover,	the	gap	about	retail	price	between	
the	scenario	of	single‐behavioural	preference	and	the	scenario	of	rationality	 is	gradually	
increasing	as	overconfidence	or	as	fairness	concern.	The	same	is	true	for	sales	effort.	

 When	 the	 retailer	 has	 both	 overconfidence	 and	 fairness	 concern,	 the	 two	 behavioural	
preferences	influence	both	the	decision‐making	and	utility	(or	profit)	of	the	supply	chain	
members.	Between	 the	 two	behavioural	preferences,	 overconfidence	 is	 the	main	prefer‐
ence.	Most	importantly,	the	degree	of	fairness	concern	changes	according	to	the	degree	of	
overconfidence,	which	can	determine	if	 fairness	concern	has	a	positive	or	negative	influ‐
ence	on	the	wholesale	price,	sales	price	and	sales	effort.	In	addition,	the	positive	effect	of	
overconfidence	 on	 decision‐making	 of	 the	 members	 in	 the	 supply	 chain	 is	 more	 pro‐
nounced	than	the	retailer's	fairness	concern.	

In	practice,	when	information	 is	 transparently	shared	 in	the	supply	chain	system,	manufac‐
turers,	 as	 the	 leader	 of	 the	 supply	 chain,	 can	 synthetically	 compare	 the	 historical	 transaction	
data	of	retailers	with	the	actual	market	demand,	and	then	evaluate	the	degree	of	the	two	behav‐
ioural	preferences	of	retailers,	especially	the	degree	of	overconfidence.	For	retailer,	higher	levels	
of	overconfidence	and	fairness	concern	are	needed	to	pursue	more	profits	or	utility.	However,	
manufacturer	 should	 adopt	 reasonable	 incentives,	 e.g.,	 contracts	 (Xiao	 et	 al.	 [3]),	 premium‐
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penalty mechanism, to guide retailers to control the degree of behaviour preferences, thereby 
promoting the improvement of profit and utility of the entire supply chain system.  

One limitation of this study is that market demand is certain. As we know, the change in mar-
ket environment and customer preference may induce a variety in market demand. Thus, we 
will build relevant models to study the effect of uncertainty and fuzziness base on different be-
havioural preferences, such as the uncertain demand function. In addition, combined with em-
pirical economics, designing experimental studies in which the testers (retailers or manufactur-
ers) are guided to control the degree of behavioural preferences within a reasonable range and 
reduce the negative effect is also on our research agenda. Finally, the profit distribution mecha-
nism between the members will be designed and examined in the supply chain. 
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Appendix A 
When the members are unboundedly rational in the supply chain, their objectives are to maxim-
ize their respective gains. We apply the backward inductive method to model a Stackelberg 
game and obtain the equilibrium solutions. 

In Eq. 3, the first-order and second-order derivative of 𝜋𝜋𝑟𝑟  with respect to the decision varia-
bles 𝑝𝑝 and 𝑒𝑒 are the following 

�
𝜕𝜕𝜋𝜋𝑟𝑟
𝜕𝜕𝜕𝜕

= 𝑎𝑎 + 𝑘𝑘𝑒𝑒 − 2𝑏𝑏𝑝𝑝 + 𝑏𝑏(𝑤𝑤 + 𝑐𝑐𝑟𝑟) = 0
𝜕𝜕𝜋𝜋𝑟𝑟
𝜕𝜕𝜕𝜕

= (𝑝𝑝 − 𝑤𝑤 − 𝑐𝑐𝑟𝑟)𝑘𝑘 − 𝛾𝛾𝑒𝑒 = 0
                                               (A1) 

because 𝜕𝜕
2𝜋𝜋𝑟𝑟
𝜕𝜕2𝜕𝜕

= −2𝑏𝑏 < 0, 𝜕𝜕
2𝜋𝜋𝑟𝑟
𝜕𝜕2𝜕𝜕

= −𝛾𝛾 < 0.Thus, the retailer has a unique equilibrium solution for 
retail price and sales effort. Thus, we obtain the following formula of the retail price and sales 
effort 

�
𝑝𝑝 = (𝑏𝑏𝑏𝑏−𝑘𝑘2)(𝑤𝑤+𝑐𝑐𝑟𝑟)+𝑎𝑎𝑏𝑏

2𝑏𝑏𝑏𝑏−𝑘𝑘2

𝑒𝑒 = [𝑎𝑎−𝑏𝑏(𝑤𝑤+𝑐𝑐𝑟𝑟)]𝑘𝑘
2𝑏𝑏𝑏𝑏−𝑘𝑘2

                                                               (A2) 

 

Based on the demand function, i.e., 𝐷𝐷 = 𝑎𝑎 + 𝑘𝑘𝑒𝑒 − 𝑏𝑏𝑝𝑝, then substituting Eq. A2 into 𝐷𝐷, we can 
obtain 𝐷𝐷 = 𝑏𝑏𝑏𝑏[𝑎𝑎−𝑏𝑏(𝑐𝑐𝑚𝑚+𝑐𝑐𝑟𝑟)]

2𝑏𝑏𝑏𝑏−𝑘𝑘2
. Recall that the assumption 𝐷𝐷 > 0 holds. Therefore, 2𝑏𝑏𝛾𝛾 − 𝑘𝑘2 > 0, 𝑎𝑎 −

𝑏𝑏(𝑐𝑐𝑚𝑚 + 𝑐𝑐𝑟𝑟) > 0. 
By substituting Eq. A2 into Eq. 2, we obtain the function 𝜋𝜋𝑚𝑚(𝑤𝑤). 

𝜋𝜋𝑚𝑚(𝑤𝑤) = 𝑏𝑏𝑏𝑏(𝑤𝑤−𝑐𝑐𝑟𝑟)[𝑎𝑎−𝑏𝑏(𝑤𝑤+𝑐𝑐𝑟𝑟)]
2𝑏𝑏𝑏𝑏−𝑘𝑘2                                                              A3) 

In Eq. A3, the first-order and second-order conditions of 𝜋𝜋𝑚𝑚 with respect to the decision vari-
able 𝑤𝑤 are as follows: 𝑑𝑑𝜋𝜋𝑚𝑚

𝑑𝑑𝑤𝑤
= 𝑏𝑏𝑏𝑏[𝑎𝑎−𝑏𝑏(2𝑤𝑤+𝑐𝑐𝑟𝑟−𝑐𝑐𝑚𝑚)]

2𝑏𝑏𝑏𝑏−𝑘𝑘2
= 0, 𝑑𝑑

2𝜋𝜋𝑚𝑚
𝑑𝑑2𝑤𝑤

= −2𝑏𝑏𝑏𝑏2

2𝑏𝑏𝑏𝑏−𝑘𝑘2
< 0.Thus, the manufacturer 

has a unique equilibrium solution regarding wholesale price. The equilibrium solution of the 
wholesale price is obtained. 

𝑤𝑤∗ = 𝑎𝑎+𝑏𝑏(𝑐𝑐𝑚𝑚−𝑐𝑐𝑟𝑟)
2𝑏𝑏                                                                      (A4) 

Substituting Eq. A4 into Eq. A2, we obtain the optimal solution regarding retail price and sales 
effort. 
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ቐ
∗݌ ൌ

ሺ௕ఊି௞మሻሾ௔ା௕ሺ௖ೝା௖೘ሻሿାଶ௔௕ఊ

2bሺଶ௕ఊି௞మሻ

݁∗ ൌ
ሾ௔ି௕ሺ௖೘ା௖ೝሻሿ௞

ଶሺଶ௕ఊି௞మሻ

																																																			(A5)	

Lastly,	we	substitute	 these	equilibrium	solutions	of	ݓ∗, ݁∗and	݌∗	into	Eq.	2,	Eq.	3	 and	Eq.	4,	
and	the	equilibrium	profits	of	the	manufacturer,	retailer,	and	supply	chain	system	are	obtained,	
as	shown	in	Eqs.8,	9,	and	10.	

Appendix B 

First,	must	to	prove	that	the	retailer	utility	function	 ௥ܷ
௢௙	has	a	unique	equilibrium	solution.	The	

first‐order	and	second‐order	derivative	of	 ௥ܷ
௢௙	with	respect	to	݌	and	݁	are	as	follows	

൞

డ௎ೝ
೚೑

డ௣
ൌ ሺ1 ൅ ሻሾܽߤ ൅ ሺ݇ ൅ ሻ݁ߚ െ ݌ܾ െ ሺ݌ െ ݓ െ ܿ௥ሻሿ െ ݓሺߤ െ ܿ௠ሻሺܽ െ ݌ܾ ൅ ݇݁ሻ ൌ 0

డ௎ೝ
೚೑

డ௘
ൌ ሺ1 ൅ ݌ሻሾሺߤ െ ݓ െ ܿ௥ሻሺ݇ ൅ ሻߚ െ ሿ݁ߛ െ ݓሺ݇ߤ െ ܿ௠ሻ ൌ 0

						(B1)	

because	
డమ௎ೝ

೚೑

డమ௣
ൌ െ2ܾሺ1 ൅ ሻߤ ൏ 0,

డమ௎ೝ
೚೑

డమ௘
ൌ െሺ1 ൅ ߛሻߤ ൏ 0.Thus,	 the	retailer	with	both	overconfi‐

dence	and	 fairness	 concern	has	 a	unique	equilibrium	solution	 regarding	 retail	 price	 and	 sales	
effort.	Thus,	we	obtain	the	formula	of	the	retail	price	and	sales	effort	

ቐ
௢௙݌ ൌ

ିሺଵାఓሻሺ௞ାఉሻమሺ௪ା௖ೝሻା௔ఊሺଵାఓሻା௕ఊ௪ሺଵାଶఓሻା௞ఓሺ௞ାఉሻሺ௖೘ି௪ሻା௕ఊሾሺଵାఓሻ௖ೝିఓ௖೘ሿ

ሺଵାఓሻሾଶ௕ఊିሺ௞ାఉሻమሿ

݁௢௙ ൌ
ሺ௞ାఉሻሾሺଵା௔ሻఓି௕ሺ௪ା௖ೝሻା௕ఓሺ௖೘ି௖ೝሻሿାሺ௔ିଶ௕௪ሻ௞ఓ

ሺଵାఓሻሾଶ௕ఊିሺ௞ାఉሻమሿ

																
(B2)	

Substituting	Eq.	B2	into	ܦை ൌ ܽ െ ݌ܾ ൅ ሺ݇ ൅ 	obtain	can	we	ሻ݁,ߚ

ைܦ ൌ
௕ሾఉఓሺ௞ାఉሻሺ௪ି௖೘ሻାሺଵାఓሻఊሺ௔ି௕௖ೝሻା௕ఊሺ௪ሺଵାଶఓሻିఓ௖೘ሿ

ሺଵାఓሻሾଶ௕ఊିሺ௞ାఉሻమሿ
.	 Recall	 the	 assumption	ܦை ൐ 0.	 In	 addi‐

tion,	the	additional	inequality	constraints	in	Section	3.2,	ݓ ൐ ܿ௠, ݌ ൐ ܿ௥, ܽ െ ܾܿ௥ ൐ 0. Therefore,		
ሾߤߚሺ݇ ൅ ݓሻሺߚ െ ܿ௠ሻ ൅ ሺ1 ൅ ሺܽߛሻߤ െ ܾܿ௥ሻ ൅ ሺ1ݓሺߛܾ ൅ ሻߤ2 െ ௠ሿܿߤ ൐ 0and	2ܾߛ ൐ ሺ݇ ൅ ，ሻଶߚ i.e.,	
0 ൑ ߚ ൑ ඥ2ܾߛ െ ݇.	In	addition,	substituting	Eq.	B2	into	Eq.	14,	we	obtain	ߨ௠

௢௙ሺݓሻ.	

௠ߨ
௢௙ሺݓሻ ൌ

ሺ௪ି௖ೝሻሼఉሺ௞ାఉሻሾ௕௖ೝఓି௔ሺଵାఓሻሿା௕ఉ௪ሾሺଵାଷఓሻ௞ାఉሺଵାఓሻሿି௕మఊሾሺଵାఓሻ௖ೝା௪ሺଵାଶఓሻሿା௕௖೘ఓሺ௕ఊିଶ௞ఉሻሽ

ሺଵାఓሻሾଶ௕ఊିሺ௞ାఉሻమሿ
			(B3)	

In	 Eq.	 B3,	 the	 first‐order	 and	 second‐order	 conditions	 of	ߨ௠
௢௙ሺݓሻ	with	 respect	 to	ݓ		 is	

ௗగ೘
ௗ௪

ൌ 0,
ௗమగ೘
ௗమ௪

ൌ
ିଶ௕ሼሾଶ௕ఊିሺ௞ାఉሻమሿሺଵାఓሻା௞ሺ௞ାఉሻାఓ௞ሺ௞ିఉሻሿ

ሺଵାఓሻሾଶ௕ఊିሺ௞ାఉሻమሿ
൏ 0,	 respectively.	 Thus,	 the	manufacturer	

has	a	unique	equilibrium	solution	regarding	wholesale	price	when	the	retailer	has	both	overcon‐
fidence	and	fairness	concern.	The	equilibrium	solution	is	

∗௢௙ݓ ൌ
௕మ௖೘ఊሺଷఓାଵሻି௕௖೘௞ఉሺହఓାଵሻାሺଵାఓሻሾఉሺ௞ାఉሻሺ௕௖ೝି௔ሻା௕ሺ௔ఊି௕ఊ௖ೝି௖೘ఉమሻሿ

ଶ௕ሾ௕ఊሺଶఓାଵሻି௞ఉሺଷఓାଵሻିఉమሺଵାఓሻሿ
																					(B4)	

Substituting	Eq.	B4	 into	Eq.	B2,	 the	optimal	solutions	regarding	retail	price	and	sales	effort	
are	obtained.	

ە
ۖ
۔

ۖ
ۓ ݁௢௙∗ ൌ

ሾ௔ି௕ሺ௖೘ା௖ೝሻሿሾଶ௕ఊఓሺ௞ାଶఉሻିଶ௞ఉሺଶ௞ାଷఉሻିఉయሺଶఓାଵሻା௕ఊሺ௞ାఉሻሿ

ଶሾଶ௕ఊିሺ௞ାఉሻమሿሾ௕ఊሺଶఓାଵሻି௞ఉሺଷఓାଵሻିఉమሺଵାఓሻሿ

∗௢௙݌ ൌ
௕ఉరሺଵାఓሻା௕ఊఉሺଵିఓሻାሾ௕ఊమሺ௖೘ା௖ೝሻሺఊିଵሻା௔௕ఊሺଷ௕ఊି௞మሻା௞ఉሺ௔௞మାଷ௕௖೘ఉమሻሿሺଵାଶఓሻା଺௔௕௞ఊఉఓ

ଶ௕ሾଶ௕ఊିሺ௞ାఉሻమሿሾ௕ఊሺଵାଶఓሻିఉమሺଵାఓሻି௞ఉሺଵାଷఓሻሿ
൅

ଷ௕௞ఉሾሺ௖೘ା௖ೝሻሺ௕ఊା௞ఉሻା௖ೝఉమሿሺଵାଷఓሻା௕ఉሺ௖೘ା௖ೝሻሺ௕ఊఉା௞యሻሺଵାସఓሻା௔௞ఉమሺ௞ఓାఉሻሺଷାସఓሻି௔௕ఊఉሺସାହఓሻሺఉି଻௞ሻ

ଶ௕ሾଶ௕ఊିሺ௞ାఉሻమሿሾ௕ఊሺଵାଶఓሻିఉమሺଵାఓሻି௞ఉሺଵାଷఓሻሿ

		(B5)	

Lastly,	substituting	the	equilibrium	solutions	 into	Eqs.13	and	14,	 the	equilibrium	profit	of	
the	manufacturer	and	retailer	are	obtained,	as	shown	in	Eqs.19	and	20.	
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Appendix C 

Poof of Proposition 1 

When	the	retailer	has	overconfidence	only,	we	set	ߤ	to	0	in	Eqs.(16),	(17)	and	(18),	and	the	op‐
timal	wholesale	price,	retail	price	and	sales	effort	are	obtained.	It	is	easy	to	see	that	

∗௢ݓ ൌ
௔ା௕ሺ௖೘ି௖ೝሻ

ଶ௕
																																																																						ሺC1ሻ	

∗௢݌ ൌ
ሾ௕ఊିሺ௞ାఉሻమሿሾ௔ା௕ሺ௖ೝା௖೘ሻሿାଶ௔௕ఊ

2bሾଶ௕ఊିሺ௞ାఉሻమሿ
																																																					ሺC2ሻ	

݁௢
∗
ൌ

ሺ௞ାఉሻሾ௔ି௕ሺ௖೘ା௖ೝሻሿ

ଶሾଶ௕ఊିሺ௞ାఉሻమሿ
																																																																	ሺC3ሻ	

Next,	 the	 first‐order	 conditions	 of	ݓ௢∗, ,∗௢݌ ݁௢∗	with	 respect	 to	ߚare	 as	 follows.	ݓ߂ ൌ ∗௢ݓ െ

∗ݓ ൌ 0,
ௗ௣೚∗

ௗఉ
ൌ

ሺ௞ାఉሻఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿ

ሾଶ௕ఊିሺ௞ାఉሻమሿమ
,	
ௗ௘೚∗

ௗఉ
ൌ

ሾ௔ି௕ሺ௖೘ା௖ೝሻሿሾଶ௕ఊାሺ௞ାఉሻమሿ

ଶሾଶ௕ఊିሺ௞ାఉሻమሿమ
.	According	to	Appendix	A	and	B,	

sinceܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ ൐ 0, ߛ2ܾ െ ሺ݇ ൅ ሻଶߚ ൐ 0,	hence	
ௗ௣೚∗

ௗఉ
൐ 0,	

ௗ௘೚∗

ௗఉ
൐ 0.	

Proof of Proposition 2 

Similar	 to	 the	 proof	 process	 for	 Proposition	 1,	 let	ߤ ൌ 0	in	 Eqs.19	 and	 20,	 the	manufacturer's	
profit,	 the	 retailer's	utility	and	 the	utility	of	 the	 supply	 chain	when	 the	 retailer	has	overconfi‐
dence	only	are	obtained.		

∗௠௢ߨ ൌ
ሾ௔ି௕ሺ௖೘ା௖ೝሻሿమሾ௕௥ିఉሺ௞ାఉሻሿ

ସ௕ሾଶ௕ఊିሺ௞ାఉሻሿమ
																																																									ሺC4ሻ	

௥ܷ
௢∗ ൌ

ఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

଼ሾଶ௕ఊିሺ௞ାఉሻమሿ
																																																																			ሺC5ሻ	

௦ܷ
௢∗ ൌ ∗௠௢ߨ ൅ ௥ܷ

௢∗ ൌ
ሾ௔ି௕ሺ௖೘ା௖ೝሻሿమሾଷ௕ఊିଶఉሺ௞ାఉሻሿ

଼௕ሾଶ௕ఊିሺ௞ାఉሻమሿ
																																									ሺC6ሻ	

Thus,	
ௗగ೘

೚∗

ௗఉ
ൌ െ

ሾ௔ି௕ሺ௖೘ା௖ೝሻሿమሾଶ௕ఊఉି௞ሺ௞ାఉሻమሿ

ସ௕ሾଶ௕ఊିሺ௞ାఉሻమሿమ
,			ௗ௎ೝ

೚∗

ௗఉ
ൌ

ሺ௞ାఉሻఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

ସሾଶ௕ఊିሺ௞ାఉሻమሿమ
,	 respectively. According	 to	

Appendix	 B,	 since	2ܾߛ െ ሺ݇ ൅ ሻଶߚ ൐ 0,	 hence,	
ௗగ೘

೚∗

ௗఉ
൐ 0,

ௗ௎ೝ
೚∗

ௗఉ
൐ 0.	 Meanwhile,	 ௦ܷ

௢∗ ൌ ∗௠௢ߨ ൅ ௥ܷ
௢∗,	

that	is,	manufacturer	profit	and	retailer	utility	together	affect	the	change	of	utility	of	the	supply	

chain	system.	Thus,	the	 ௦ܷ
௢∗	has	same	property,	i.e.,	

ௗ௎ೞ
೚∗

ௗఉ
൐ 0.		

Proof of Proposition 3 

When	the	retailer	has	fairness	concern	only,	 i.e.,	ߚ ൌ 0, ߤ ൐ 0.	Thus,	 let	ߚ ൌ 0	in	Eqs.16,	17	and	
18,	and	the	optimal	wholesale	price,	retail	price	and	sales	effort	for	each	member	in	the	scenari‐
os	are	as	follows:	

∗௙ݓ ൌ
ሺଵାఓሻሺ௔ି௕௖ೝሻାሺଷఓାଵሻ௕௖೘

ଶ௕ሺଶఓାଵሻ
																																																											ሺC7ሻ	

∗௙݌ ൌ
ሺ௕ఊି௞మሻሾ௔ା௕ሺ௖ೝା௖೘ሻሿାଶ௔௕ఊ

2bሺଶ௕ఊି௞మሻ
																																																										ሺC8ሻ	

݁௙∗ ൌ
ሾ௔ି௕ሺ௖ೝା௖೘ሻሿ௞

ଶሺଶ௕ఊି௞మሻ
																																																																							ሺC9ሻ	

Then,	the	first‐order	conditions	of	ݓ௙∗, ,∗௙݌ ݁௙∗	with	respect	to	ߤ	is	

	
ௗ௪೑∗

ௗఓ
ൌ െ

௔ି௕ሺ௖೘ା௖ೝሻ

ଶ௕ሺଶఓାଵሻమ
∗௙݌		, ൌ ,∗݌ ݁௙∗ ൌ ݁∗.	 According	 to	 Appendix	 A,	ܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ ൐ 0.	 Hence,	

ௗ௪೑∗

ௗఓ
൏ 0.	Interestingly,	comparing	݌௙∗and	݁௙∗	with	݌∗and	݁∗,	the	optimal	price	and	sales	effort	of	

the	 retailer	with	 fairness	 concern	 are	 equal	 to	 the	 equilibrium	 results	 of	 the	 retailer	without	
fairness	concern.		
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Proof of Proposition 4 

Similar	to	the	proof	process	for	Proposition	3,	let	ߚ ൌ 0	in	Eqs.19	and	20,	the	equilibrium	manu‐
facturer's	profit,	 the	 retailer's	utility	 and	utility	of	 supply	 chain	when	 the	 retailer	has	 fairness	
concern	only	are	obtained.	

௠ߨ
௙∗ ൌ

ሺଵାఓሻఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

ସሺଵାଶఓሻሺଶ௕ఊି௞మሻ
																																																											ሺC10ሻ	

௥ܷ
௙∗ ൌ

ሺଵାఓሻఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

଼ሺଶ௕ఊି௞మሻ
																																																											ሺC11ሻ	

௦ܷ
௙∗ ൌ ௠ߨ

௙∗ ൅ ௥ܷ
௙∗ ൌ

ሺଵାఓሻሺଶఓାଷሻఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

଼ሺଶఓାଵሻሺଶ௕ఊି௞మሻ
																																						ሺC12ሻ	

and 	
ௗగ೘

೑∗

ௗఓ
ൌ െ

ఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

ସሺଵାଶఓሻమሺଶ௕ఊି௞మሻ
൏ 0 ;

ௗ௎గೝ
೑∗

ௗఓ
ൌ

ఊሾ௔ି௕ሺ௖೘ା௖ೝሻሿమ

଼ሺଶ௕ఊି௞మሻ
൐ 0;	

ௗ௎గೞ
೑∗

ௗఓ
ൌ

ሾ௔ି௕ሺ௖೘ା௖ೝሻሿమሺସఓమାସఓିଵሻఊ

଼ሺଶఓାଵሻమሺଶ௕ఊି௞మሻ
.	

According	 to	 Appendix	 A,	2ܾߛ െ ݇ଶ ൐ 0,	 thus,	
ௗగ೘

೑∗

ௗఓ
൐ 0and	

ௗ௎గೝ
೑∗

ௗఓ
൐ 0	.For	 the	 function	

ௗ௎గೞ
೑∗

ௗఓ
,	

letሺ4ߤଶ ൅ ߤ4 െ 1ሻ ൌ ଵߤ	,0 ൌ
ଵି√ଶ

ଶ
	and	ߤଶ ൌ

ିଵା√ଶ

ଶ
		 are	 obtained.	 Since	ߤ ൐ 0,	 thus,	ߤଵ	is	 omitted;	

Given	the	ߤ ∈ ሺ0, ଶߤሺ4	the	ଶሻ,ߤ ൅ ߤ4 െ 1ሻ	is	less	than	zero	by	calculating;	then	the	
ௗ௎ሺగ೑ሻ

ௗఓ
൏ 0	can	

be	observed.	Whereas	given	the	∈ ሺߤଶ, ൅∞ሻ	,	we	can	receive	the	
ௗగ೑

ௗఓ
൐ 0.		

Proof of Proposition 5 

When	the	retailer	has	dual‐preferences,	the	first‐order	partial	derivative	of	ݓ௢௙∗	with	respect	to	
	:follows	as	is	ߚ

డ௪೚೑∗

డఉ
ൌ

ఓሺଵାఓሻሾ௔ି௕ሺ௖೘ା௖ೝሻሿሾ௕ఊାଶఉሺ௞ఉି௕ఊሻሿ

ଶ௕ሾ௕ఊሺଵାଶఓሻି௞ఉሺଵାଷఓሻିఉమሺଵାఓሻሿమ
																																										ሺC13ሻ	

According	to	Appendix	A,	ܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ ൐ 0,	and	ܾ ൐ 0, ߤ ൐ 0, ሺ1ߤ ൅ ሻߤ ൐ 0,	and	the	denom‐

inator	of	 	
డ௪೚೑∗

డఉ
	is	positive.	Thus,	 it	 is	easy	to	see	 that	

డ௪೚೑∗

డఉ
	is	 less	 than	zero	or	more	than	zero	

depending	on	the	degree	of	ܾߛ ൅ ߚሺ݇ߚ2 െ 		.ሻߛܾ

Let	 ߛܾ ൅ ߚሺ݇ߚ2 െ ሻߛܾ ൌ 0 ,	 we	 can	 easily	 obtain	 the	 ଵߚ ൌ
௕ఊିඥሺ௕ఊሻమିଶ௕ఊ௞

ଶ௞
	 and	 ଶߚ ൌ

௕ఊାඥሺ௕ఊሻమିଶ௕ఊ௞

ଶ௞
.	According	to	Appendix	B,	2ܾߛ ൐ ሺ݇ ൅ 	we	Thus,	(0,1].	interval	the	in	is	ߚ	and	ሻଶ,ߚ

obtain		ሺܾߛሻଶ െ ݇ߛ2ܾ ∈ ሺ0, 0	and	ሻߛܾ ൏ ଵߚ ൏ ଶߚ ൏ 2݇.	Therefore,	

*

0
ofw





 	only	whenߚ ∈ ሺ0, 		or		ଵሻߚ

ߚ ∈ ሺߚଶ, 1ሿ	;	
డ௪೚೑∗

డఉ
൏ 0	only	when	ߚ ∈ ሺߚଵ, ,∗௢௙݌	of	derivatives	partial	the	that	Note		ଶሻ.ߚ ݁௢௙∗	with	

respect	to	ߚ	are	more	complex.	There	is	no	analysis	listed	here,	but	their	analysis	will	be	carried	
out	through	numerical	analysis.		

Proof of Proposition 6 

When	the	retailer	has	dual‐preferences,	the	first‐order	derivative	of	ݓ௢௙∗,݁௢௙∗and	݌௢௙∗	with	re‐
spect	to	ߤ	are	as	follows:	

డ௪೚೑∗

డఓ
ൌ

ሺ௕ఊିଶ௞ఉሻሾ௕௥ିఉሺ௞ାఉሻሿሾ௔ି௕ሺ௖೘ା௖ೝሻሿ

ଶ௕ሾ௕ఊሺଶఓାଵሻି௞ఉሺଷఓାଵሻିఉమሺଵାఓሻሿమ
																																															ሺC14ሻ	

డ௘೚೑∗

డఓ
ൌ

ሾ௔ି௕ሺ௖೘ା௖ೝሻሿሾ௕ఊିఉሺ௞ାఉሻሿ

ଶሾ௕ఊሺଶఓାଵሻି௞ఉሺଷఓାଵሻିఉమሺଵାఓሻሿమ
																																																	ሺC15ሻ	

డ௣೚೑∗

డఓ
ൌ

௞ఉሾ௕௥ିఉሺ௞ାఉሻሿሾ௔ି௕ሺ௖೘ା௖ೝሻሿ

ଶ௕ሾ௕ఊሺଵାଶఓሻିሺଵାఓሻఉమିሺଵାଷఓሻ௞ఉሿమ
																																																	ሺC16ሻ	

Since	ሺܾߛ െ 	may	ሻߚ2݇ be	 greater	 than	 zero	 or	 less	 than	 zero,	 we	 assume	 ߚ2݇	 ൐ 	or	ߛܾ

ߚ2݇ ൏ ߛܾ	Let	.ߛܾ െ ሺ݇ߚ ൅ ሻߚ ൌ 0;	 it	 is	easily	 to	obtain	ߚଷ ൌ
௞ି√௞మାସ௕

ିଶ
	and	ߚସ ൌ

௞ା√௞మାସ௕

ିଶ
	.	Recall	

that	ߚ ∈ ሺ0,1ሿ,	and	0 ൏ ݇ ൏ √݇ଶ+4ܾ ൏ 2		can	be	easily	observed.	Hence,	the	ߚସ	is	omitted,	and	ߚଷ	
is	reserved.	The	ߚଷ	has	 two	 intervals	(0,1)	or	 [1,	+∞).	Here,	we	only	analyse	 the	 interval	 (0,1),	
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because	it	is	easily	observed	that	the	relationship	between	optimal	wholesale	price	and	ߤ	when	
	.(∞+	,[1	of	range	the	in	is		ଷߚ

We	first	present	the	relationship	between	ݓ௢௙∗and	ߤ	when	2݇ߚ ൐ 	verified	easily	be	can	It	.ߛܾ

that	 the	denominator	of	 	
డ௪೚೑∗

డఓ
is	positive	and	 that	ܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ	and	ܾ	are	positive.	Therefore,	

డ௪೚೑∗

డఓ
൏ 0	only	whenߚ ∈ ሺ0, 	and	ଷሻ,ߚ

డ௪೚೑∗

డఓ
൐ 0	only	when	ߚ ∈ ሺߚଷ, 1ሿ.	Next,	we	present	 the	rela‐

tionship	between	ݓ௢௙∗and  	when	2݇ߚ ൏ 	where	obtain	we	condition,	same	the	in	;ߛܾ
డ௪೚೑∗

డఓ
൐ 0	

only	when	ߚ ∈ ሺ0, 	and	ଷሻ,ߚ
డ௪೚೑∗

డఓ
൏ 0	only	when	ߚ ∈ ሺߚଷ, 1ሿ.The	proofs	for		

డ௘೚೑∗

డఓ
൐ 0,

డ௣೚೑∗

డఓ
൐ 0	or	

డ௘೚೑∗

డఓ
൏ 0,

డ௣೚೑∗

డఓ
൏ 0	are	similar.		

Proof of Proposition 7  

Comparing	 the	 optimal	 wholesale	 price	 and	 sales	 effort	 under	 basic	 model	 and	 behavioural	
model,	we	get	the	solutions:		

ݓ߂ ൌ ∗௢௙ݓ െ ∗ݓ ൌ െ
ሺ௔ି௕ሺ௖೘ା௖ೝሻሻሺଶ௞ఉା௕ఊሻఓ

ଶ௕൫௕ఊሺଵାଶఓሻାఉሺሺଵାఓሻఉାሺଵାଷఓሻ௞ሻ൯
																																			ሺC17ሻ	

݁߂ ൌ ݁௢௙∗ െ ݁∗ ൌ
௞ሺ௔ି௕ሺ௖೘ା௖ೝሻሻሺ௞ାଶఉሻ

ଶሺଶ௕ఊି௞మሻሺ௕ఊሺଵାଶఓሻି௞ఉሺଵାଷఓሻିఉమሺଵାఓሻሻ
																																	ሺC18ሻ	

		Since	ߚ ∈ ሺ0,1ሿ,ܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ ൐ 0and	2ܾݎ െ ሺ݇ ൅ ሻଶߚ ൐ 0,in	 addition,	 the	optimal	 sales	 ef‐
fort	 must	 be	 greater	 than	 0,	 thus	 ሺܾߛሺ1 ൅ ሻߤ2 ൐ ሺ1ߚ݇ ൅ ሻߤ3 ൅ ଶሺ1ߚ ൅ ሻሻߤ .	 Therefore	
ݓ߂ ൏ 0	and	݁߂ ൐ 0.	

డ௱௪

డఓ
ൌ

ఉሺ௔ି௕ሺ௖೘ା௖ೝሻሻሺଶ௞ఉା௕ఊሻሺఉା௞ሻ

ଶ௕൫௕ఊሺଵାଶఓሻାఉሺሺଵାఓሻఉାሺଵାଷఓሻ௞ሻ൯
మ																																															ሺC19ሻ	

డ௱௘

డఓ
ൌ

௞ሺ௔ି௕ሺ௖೘ା௖ೝሻሻሺ௞ାଶఉሻ൫ଶ௕ఊିఉమିଷ௞ఉ൯

ସሺଶ௕ఊି௞మሻሺ௕ఊሺଵାଶఓሻିఉమሺଵାఓሻିఉ௞ሺଵାଷఓሻሻమ
																																											ሺC20ሻ	

According	to	ܽ െ ܾሺܿ௠ ൅ ܿ௥ሻ ൐ 0,	obviously,	
డ௱௪

డఓ
൐ 0.	In	addition,	sinceߚ ∈ ሺ0,1ሿ,	ܾ ൒ 1, ߛ ൒ 1,	

ߛ2ܾ ൐ ଶߚ ൅ ߛ2ܾ	and,ߚ3݇ ൐ ଶߚ ൅ 	,thus	,ߚ3݇
డ௱௘

డఓ
൐ 0.	



 

 

 

   

295 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	15	|	Number	3	|	September	2020	|	pp	295–306	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2020.3.366 Original	scientific	paper	

 
 

Computational analysis of cavitation at the tongue of the 
volute of a centrifugal pump at overload conditions 

Hu, Q.a, Yang, Y.a, Cao, W.a,* 
aResearch Institute of Fluid Engineering Equipment Technology, Jiangsu University, P.R. China 

 
 

A B S T R A C T	   A R T I C L E   I N F O	

Volute	pump	is	the	most	common	used	centrifugal	pump.	As	cavitation	highly	
contributes	 to	 deteriorating	 the	 performance	 of	 the	 pump,	 anti‐cavitation	
performance	is	one	of	its	design	specifications.	To	clarify	the	cavitation	evolu‐
tion	at	the	tongue	of	the	volute	of	a	centrifugal	pump	at	overload	conditions	
and	its	influence	on	the	flow	field	in	the	impeller,	numerical	simulation	with	
ANSYS	CFD	and	a	hydraulic	test	were	conducted	on	a	volute	pump	at	several	
flow	rates	above	optimal	value.	The	cavity	distribution	and	the	blade	loading	
distribution	were	analyzed.	And	the	characteristics	of	the	pressure	fluctuation	
of	the	monitoring	points	located	in	volute	casing	were	obtained	and	compared	
with	 each	 other.	 Results	 showed	 that	 cavitation	 may	 first	 emerge	 at	 the	
tongue	rather	than	the	 impeller	 inlet	at	overload	conditions.	The	alternative	
stress	resulting	from	periodical	radial	force	increases	obviously	as	the	extent	
of	cavitation	at	the	tongue.	Meanwhile,	the	mean	cavity	length	grows	as	each	
blade	 comes	 close	 to	 the	 tongue,	 and	 causes	 a	 decrease	 in	 performance	be‐
cause	of	a	reduction	or	closure	of	flow	passages.	The	pressure	pulsation	in	the	
volute	 is	 consistent	 with	 the	 blade	 passing	 frequency	 whether	 cavitation	
occurs	or	not,	while	 the	pulsation	 intensity	 increases	obviously	after	cavita‐
tion	inception.	From	the	first	section	to	the	eighth	section	of	volute,	the	pulsa‐
tion	 intensity	 of	 impeller	 outlet	 decreases	 gradually.	 The	 results	 are	 then	
compared	to	provide	a	reference	for	the	optimum	design	of	the	anti‐cavitation	
performance	of	centrifugal	pump.	
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1. Introduction 

The	generation	of	cavitation	can	cause	severe	damage	in	hydraulic	machinery.	In	liquid	flows,	the	
vaporization	of	 liquid	 is	 generally	due	 to	 the	 local	pressure	becomes	 lower	 than	 the	 saturated	
vapor	pressure	 [1].	Volute	pumps	are	among	 the	most	used	 centrifugal	pump	 types,	mainly	 in	
mining,	 petrochemical,	 and	 paper	 industries.	 Cavitation	 is	 a	 major	 undesirable	 phenomenon,	
which	occurs	in	the	operation	of	centrifugal	pumps	[2].	The	occurrence	of	cavitation	in	passages	
affects	the	energy	change	between	the	wall	surface	and	liquid,	which	leads	to	the	breakdown	of	
performance,	 surface	 erosion,	 and	 even	 the	 equipment	 failure	 [3,	 4].	 In	 case	 of	 centrifugal	
pumps,	the	cavitation	inception	generally	takes	place	on	the	suction	surface	of	the	blades	near	
their	leading	edge,	and	the	cavity	presents	an	asymmetrical	feature,	which	is	caused	by	the	inter‐
action	between	the	blade	and	tongue	of	volute.	

On	this	basis,	cavitation	in	centrifugal	pumps	have	been	extensively	studied	[5‐12].	Most	stud‐
ies	 mainly	 focused	 on	 the	 cavitation	 detection	 in	 impellers	 and	 performance	 improvement	
through	the	application	of	cavitating	flow	simulation.	However,	only	a	few	studies	on	the	cavita‐
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tion	at	the	tongue	of	volute	have	been	conducted	based	on	visualization	experiment	and	simula‐
tion	 computation.	 At	 overload	 conditions,	 flow	 separation,	 characterized	 by	 unsteady	 vortex	
shedding	 from	 the	 tongue,	 causes	 the	 low	 pressure	 zone	 near	 the	 tongue.	 The	 present	 study	
deals	with	a	special	case,	where	cavitation	near	the	tongue	of	the	volute	occurs	prior	to	the	cavi‐
tation	at	the	leading	edge	of	blades.	The	head	drop	curve	also	has	a	knee	shape	that	head	remain	
constant	with	the	decrease	of	NPSH	and	rapidly	decreases	at	critical	point.	In	this	case	the	break‐
down	 of	 performance	 due	 to	 cavitation	 at	 the	 tongue	 rather	 than	 cavitation	 in	 impeller.	With	
pressure	fluctuation	and	visualization	experiment,	and	combining	numerical	simulation,	the	cavi‐
tation	structure	at	the	tongue	and	its	influence	to	the	flow	field	in	impeller	was	investigated.	The	
results	were	then	compared	to	provide	a	reference	for	the	optimum	design	of	centrifugal	pump. 

2. State of the art 

The	investigation	of	flow	filed	in	the	vicinity	of	or	inside	cavitation	is	complex	in	spite	of	remark‐
able	progress	on	the	experimental	technique	and	numerical	calculation.	R.F.	Kunz	et	al.	[13]	pre‐
dicted	the	occurrence	and	evolution	of	single	airfoil	cavitation	by	using	a	two‐phase	flow	model	
based	 on	 the	Navier‐Stokes	 equation.	 On	 this	 basis,	 the	 present	 study	 conducted	 a	 numerical	
simulation	analysis	and	research	on	a	centrifugal	pump	and	investigated	the	anti‐cavitation	per‐
formance.	 Luo	 et	al.	 [14]	 compared	 the	 cavitation	 prediction	 for	 a	 centrifugal	 pump	with	 and	
without	volute	casing.	Both	models	predicted	 the	performance	deterioration	caused	by	cavita‐
tion,	while	the	asymmetrical	feature	of	cavitating	flow	exists	when	the	calculation	domain	with	
volute	casing	is	applied.	And	the	performance	deterioration	caused	by	the	asymmetrical	cavita‐
tion	is	overestimate	based	on	the	experiment	data.	Rudolf	et	al.	[15]	provide	high‐speed	photo‐
graphic	observation	of	successive	stages	of	unsteady	cavitation	at	the	tongue	of	the	volute	of	a	
centrifugal	pump.	The	experiments	were	carried	out	at	a	 flow	rate	above	optimal	value	and	at	
3	%	head	drop	conditions.	The	cloud	cavitation	at	the	tongue	is	similar	to	the	one	on	single	hy‐
drofoils.	However,	only	direct	visualization	was	conducted	to	explain	the	evolution	of	cavitation	
structures	at	the	tongue	of	centrifugal	pump	at	overload	conditions,	numerical	method	was	not	
employed	to	investigate	the	cavitation	phenomenon	at	the	tongue.	To	slove	the	cavitation	dam‐
age	problem	near	the	casing	tongue	of	an	afterburner	fuel	pump,	Xue	et	al.	[16]	investigated	the	
separated	flow	characteristics	and	pressure	fluctuations	around	the	tongue	by	large	eddy	simu‐
lations.	 It	 is	 found	 that	 at	 low	 flow	 conditions,	 the	 fuel	 backflow	 from	diffuser	 to	 the	 annular	
chamber	triggers	serious	separation,	which	lowers	the	local	static	pressure	to	less	than	zero.	The	
location	of	the	separated	vortex	is	in	accord	with	the	cavitation	damage	core	region.	Meng	et	al.	
[17]	simulated	and	analyzed	the	complex	transient	cavitation	flow	patterns	inside	a	centrifugal	
pump.	The	cavities	in	the	passages	exhibit	an	obvious	life	cycle	with	a	frequency	corresponding	
to	 the	 impeller	 rotation	 frequency	 under	 off‐design	 conditions.	 The	 asymmetric	 cavitation	 in	
associated	with	the	uneven	pressure	distribution	on	volute	and	impeller‐tongue	interaction.	Du‐
lar	et	al.	 [18]	employed	 the	PIV‐LIF	method	 to	obtain	 the	velocity	 field	 inside	and	outside	 the	
vapour	cavity	around	two	hydrofoils.	On	the	basis	of	the	captured	images	of	vapor	structures,	it	
can	been	seen	that	the	cavitation	behaves	dynamically	at	the	front	wall.	The	backflow	causes	the	
separation	of	 cavitation	 cloud	and	 the	vortex	 remains	present	 inside	 the	 separated	 cloud.	The	
development	 of	 unsteady	 cavitation	 on	 impeller	 blades	 resembles	 that	 on	 a	 single	 hydrofoil.	
However,	in	the	case	of	a	centrifugal	pump,	the	interaction	between	the	impeller	and	the	volute	
tongue	strongly	affects	cavitation	evolution	due	to	the	periodically	variation	of	the	flow	fields	in	
passages.	Limbach	et	al.	[19,	20]	conducted	the	numerical	calculation	and	experimental	work	on	
a	low‐specific‐speed	centrifugal	pump.	It	is	observed	that	the	Net	positive	suction	head	(NPSH)	
rises	toward	overload	due	to	 incidence,	 flow	separation,	and	vapor	zones	at	 the	volute	 tongue.	
The	 numerical	 simulation	 has	 been	 performed	 by	Micha	 et	al.	 [21]	 to	 study	 the	 effect	 of	 tip‐
vortex	 cavitation	 in	 a	 centrifugal	pump	and	 its	 result	 on	 the	 change	 in	nuclei	 size.	The	 size	of	
bubble	nuclei	significantly	affect	the	incipient	of	cavitation	and	unsteady	pressure	distribution	in	
passages	 and	 the	 suction	 surface	 of	 the	 impeller	 leads	 to	 separation	 and	 re‐circulation	 at	 off‐
design	condition	which	in	turn	influences	the	onset	of	cavitation	at	the	leading	edge	of	the	blade.	
Ahmed	et	al.	[22]	analyzed	the	vibration	signal	in	both	time	and	frequency	domains	to	detect	and	
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diagnose	 the	 cavitation	 phenomenon	within	 a	 centrifugal	 pump.	With	 various	 flow	 rates	 and	
rotational	speed,	 the	signals	presented	similar	statistical	 features	and	revealed	that	using	 low‐
frequency	was	sensitive	to	predict	cavitation	in	the	pump.	By	means	of	unsteady	numerical	com‐
putation,	Tang	et	al.	[23]	found	that	the	blade	passing	frequency	is	the	dominant	frequency	of	the	
pressure	fluctuations	in	the	casing	except	the	vicinity	of	the	volute	tongue	for	all	operating	con‐
ditions,	and	the	dominant	one	near	the	volute	tongue	is	the	blade	passing	frequency	at	the	de‐
sign	point	and	0~0.5	times	the	blade	passing	frequency	at	other	off‐design	points.	Dönmez	et	al.	
[24]	and	Tao	et	al.	[25]	investigated	the	influence	of	geometric	parameters	of	blade	inlet	on	cavi‐
tation	phenomenon	of	 the	centrifugal	pump.	Cavitation	performance	of	pump	is	excessively	af‐
fected	by	both	blade	 inlet	angle	and	blade	 leading‐edge	shape.	 Increasing	hub	blade	angle	has	
slightly	negative	effect	on	cavitation	performance	of	the	pump,	and	the	round	and	ellipse	lead‐
ing‐edge	impellers	have	higher	inception	cavitation	coefficient	than	the	ones	with	blunt	or	sharp	
leading‐edge.	Alex	et	al.	[26]	compiled	an	overview	on	the	effect	of	cavitation	in	the	performance	
of	centrifugal	pump.	They	took	account	of	parameters	such	as	blade	numbers,	blade	angle,	inlet	
flow	angle,	flow	rates,	and	inlet	and	outlet	pressure.	These	parameters	all	have	influence	on	the	
cavitation	performance,	however	the	casing	type	or	the	tongue	shape	were	not	considered		

Above	research	results	indicate	that	the	evolution	of	cavitation	causes	the	performance	dete‐
rioration	 of	 centrifugal	 pump	 and	 the	 development	 of	 cavitation	 cloud	 in	 passages	 usually	
emerges	at	the	suction	side	of	blade	leading	edge.	During	the	experiment,	the	pump	was	operat‐
ing	at	overload	 flow	rate	and	cavitation	condition	 leading	to	3	%	head	drop.	Detailed	observa‐
tions	of	cavity	evolution	near	the	tongue	of	casing	were	made	when	no	obvious	cavitation	occurs	
within	 the	 impeller.	On	 the	basis	 of	 numerical	 simulation	 and	hydraulic	 testing,	 this	 study	 ex‐
plored	cavitation	structure	and	flow	field	in	the	vicinity	of	the	tongue	of	the	volute	casing	to	pro‐
vide	guidance	for	the	optimization	design	of	centrifugal	pumps. 

3. Materials and methods 

3.1 Design of test stand 

The	closed	testbed	is	shown	in	Fig.	1.	The	pressure	fluctuation	and	cavitation	at	 tongue	down‐
stream	experiments	were	conducted	on	the	testbed,	except	for	measuring	the	external	character‐
istics	of	the	pump	model	under	different	flow	rates.	In	Fig.1,	impeller	and	volute	were	prepared	
with	PMMA.	The	testbed	was	equipped	with	a	pressure	transmitter,	a	turbine	flowmeter,	and	a	
high‐frequency	pressure	 sensor	 for	 the	effective	measurement	of	 testing	parameters:	 turn	 fre‐
quency	 (n),	 spindle	 torque	 (T),	mass	 flow	 (Q),	 pressure	 fluctuation,	 and	 inlet	 and	 outlet	 pres‐
sures	of	the	pump	model	(pin	and	pout).	Design	parameters	of	the	model	pump	are	shown	in	Table	1.	
	

Table	1	Design	parameters	
Qd(m3/h) 10
H(m)	 11
n(r/min) 1450
P(kW)	 3
Impeller	diameter	D2(mm)	 192
Impeller	inlet	diameter	D1(mm) 54
Impeller	hub	diameter	dh(mm) 20
Impeller	width	b2(mm)	 5
Blade	outlet	angle	β2	 27.5

 

 
Fig.	1	Three‐dimensional	schematic	of	the	test	stand	
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3.2 Pressure fluctuation test 

The	 test	 field	of	pressure	 fluctuation	 is	 shown	 in	Fig.	2.	The	overall	 structure	of	 the	 testbed	 is	
shown	in	Fig.	2(a).	Under	the	assistance	of	a	high‐frequency	dynamic	pressure	sensor,	the	pres‐
sure	fluctuation	characteristics	at	 the	tongue	downstream	were	monitored	with	a	HSJ2010	hy‐
draulic	 machinery	 comprehensive	 tester	 developed	 by	 Huazhong	 University	 of	 Science	 and	
Technology.	 The	 distributions	 of	 pressure	 fluctuation	measurement	 points	 are	 shown	 in	 Figs.	
2(b)	and	2(c).	The	sampling	frequency	and	sampling	time	of	test	data	were	set	to	8,700	Hz	and	
60	s,	respectively.	
	

           
(a) 																																																																										(b)																																															(c)	

Fig.	2	The	pressure	fluctuation	testing	station	

3.3 High‐speed photography experiments 

The	experimental	apparatus	for	high‐speed	photography	is	shown	in	Fig.	3.	The	positions	in	Fig.	
3	show	the	locations	of	the	light	source	and	CCD	camera	in	the	test.	The	capture	frequency	was	
set	 to	500	 images/s,	and	the	pixel	depth	of	 images	was	set	 to	8	bits	due	 to	 the	 low	revolution	
speed	of	 the	test	pump.	The	pixels	of	 the	obtained	 image	were	860×1,280.	The	arrow	in	Fig.	3	
shows	the	shooting	direction	of	the	camera	and	the	incidence	angle	of	 light	source	to	decrease	
the	interferences	of	the	reflected	light.	
	

        

Fig.	3	High‐speed	photographic	experiment	device	

3.4 Analysis of the test results 

The	overall	external	characteristics	of	the	pump	are	shown	in	Fig.	4.	The	flow	head	curve	under	
non‐cavitation	is	shown	in	Fig.		4(a),	and	the	NPSH‐H	curve	is	shown	in	Fig.	4(b)	when	Q/Qd		=	1.52.	
With	the	reduction	in	NPSH,	no	evident	cavitation	is	found	at	the	back	of	the	impeller	inlet.	How‐
ever,	evident	cloudy	cavitation	is	detected	close	to	the	tongue	near	the	flow	measuring	points.	

ܪܵܲܰ ൌ
௣೔೙ି௣ೡ
ఘ௚

൅
௩೔೙
మ

ଶ௚
	 (1)

where	pin	is	the	static	pressure	at	the	impeller	inlet,	pv	is	the	saturated	vapor	pressure,	taken	as	3574	
Pa,	vin	is	the	absolute	velocity	at	the	impeller	inlet.	
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Fig. 4 External characteristic curve of the model pump 

The	pressure	fluctuation	in	rotating	hydraulic	machinery	can	be	divided	into	three	types,	name‐
ly,	 random	pressure,	 blade	multifrequency,	 and	 axial	multifrequency	 fluctuations.	 The	 random	
pressure	fluctuation	is	induced	by	cavitation,	eddies,	and	unsteady	secondary	flows.	It	is	similar	
with	white	noise	on	the	spectrum.	The	blade	frequency	fluctuation	has	a	multiple	relation	with	
blade	passing	 frequency	and	 is	 related	 to	rotor‐stator	 interaction.	The	shaft	 frequency	 fluctua‐
tion	 is	 related	 to	mechanical	speed.	 In	 this	study,	 the	rotational	speed	of	 the	centrifugal	pump	
was	1,450	rpm.	The	patterns	of	time	and	frequency	domains	at	Q/Qd	=	1.52	and	NPSH3%	=	1.5	m	
are	shown	in	Fig.	5.	The	domain	pressure	fluctuation	in	the	flow	field	at	the	volute	downstream	
is	mainly	blade	passing	frequency.	
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Fig. 5 Time-domain and frequency-domain of the pressure fluctuation in monitoring point 

The	 high‐speed	 photography	 results	 at	 the	 tongue	 of	 the	 pump	 model	 at	 Q/Qd	=	1.52	 are	
shown	in	Fig.	6.	Figure	6	shows	that:	a)	A	large	cavitation	structure	is	developed	at	the	leading	
edge	of	 the	 tongue	when	the	blade	 leaves	 the	observation	range,	b)The	cavitation	cloud	at	 the	
leading	edge	of	the	tongue	develops	quickly	and	sheds	when	the	next	blade	appears	in	the	visual	
frame,	c)	The	flow	regime	deteriorates,	and	many	bubbles	begin	to	develop	at	the	leading	edge	
when	the	blade	approaches	the	tongue,	d)	The	cavitation	cloud	at	the	tongue	tends	to	attach	on	
the	cavities	when	the	blade	is	close	to	the	tongue	position,	e)	The	cavitation	cloud	rapidly	blocks	
the	flow	passage	near	the	tongue	because	the	blade	leaves	the	tongue	and	moves	to	the	down‐
stream	areas,	significantly	influencing	the	energy	transmission	in	the	volute.	

 
	a																																			b																																					c																																					d																																	e	

Fig.	6	Cavitation	evolution	at	the	volute	tongue	
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4. Result analysis and discussion 

4.1 Method of numerical simulation 

Time‐averaged	N‐S	equations	were	utilized	as	the	basic	governing	equations	in	the	single‐phase	
computation.	The	SST	k‐ω	 turbulence	model	was	selected	for	3D	turbulence	numerical	simula‐
tion	because	it	considers	the	transmission	of	turbulence	shear	stress	and	can	accurately	predict	
the	 initial	 position	 and	 results	 of	 fluid	 separation	under	 turbulent	 negative‐pressure	 gradient.	
The	transport	behavior	was	obtained	using	the	eddy	viscosity	equation	containing	the	 limiting	
quantity		

௧ݒ ൌ
ఈభ௞

୫ୟ୶ሺ௔భఠௌிమሻ
	 (2)

where	vt	denotes	dynamic	viscosity,	α1	is	a	constant	taken	as	5/9,	k	is	turbulent	kinetic	energy,	ω	
is	turbulence	frequency,	F2	is	mixing	function	that	constrains	the	limiting	quantity	in	the	bounda‐
ry	layer,	and	S	is	the	invariant	measure	of	shear	rate.	

A	homogeneous	model	was	used	in	the	vapor‐liquid	two‐phase	flow	field.	The	Zwart	equation	
based	on	the	Rayleigh‐Plesset	formula	was	used	to	analyze	the	generation	and	collapse	of	cavita‐
tion	bubbles	and	 the	mass	 transfer	 in	 the	 fluid.	The	evolution	process	of	 cavitation	bubbles	 is	
given	as	

ܴ஻
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ୢ௧మ

൅
ଷ
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ଶ
൅
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ൌ

௣ೡି௣

ఘ೑
	 (3)

where	RB	is	the	radius	of	bubble,	pv	is	the	pressure	inside	the	bubble,	p	is	the	pressure	of	the	fluid	
around	bubble,	ρf	is	the	density	of	the	fluid,	and	σ	is	the	surface	tension	of	the	interface	between	
the	fluid	and	bubble.	

ANSYS	ICEM	was	used	to	generate	high‐quality	hexahedral	meshes	in	the	computational	do‐
mains	of	the	model	pump.	Fifteen	mesh	layers	were	added	to	each	boundary	while	guaranteeing	
that	 the	distribution	of	 blocks	was	 accordance	with	 the	 flow	 regime	 in	 the	 computational	 do‐
mains	to	ensure	the	accuracy	of	the	numerical	simulation	in	the	near‐wall	zone.	Mesh	independ‐
ence	was	applied	under	the	design	condition	to	guarantee	calculation	accuracy	and	improve	cal‐
culation	efficiency.	When	 the	 grid	number	exceeded	2.6	million,	 the	 change	 in	 the	pump	head	
was	within	1	%.	Thus,	the	grid	number	was	determined.	Fig.	7	shows	a	3D	model	of	the	computa‐
tional	domain,	and	Fig.	8	shows	a	schematic	of	the	computation	meshes.	The	left	side	presents	
the	cross‐section	mesh	of	the	impeller	and	volute,	and	the	right	side	shows	partial	enlargement	
of	the	mesh	at	the	inlet	and	outlet	of	blade.	

Steady‐stage	computation	of	multiple	working	conditions	was	performed	with	different	inlet	
attack	angles	by	using	ANSYS‐CFX	16.0	software.	Given	that	NPSH	is	closely	related	to	the	pres‐
sure	at	the	pump	inlet,	the	total	pressure	in	the	inlet	and	the	mass	flow	in	the	outlet	were	used	
for	the	computational	domain.	The	calculations	 for	non‐cavitation	simulation	were	used	as	the	
initial	results	for	the	cavitation	simulation	to	reduce	the	calculation	time.	

	
	

           
Fig.	7	Computational	domain																				Fig	8	Schematic	of	the	mesh	
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4.2 Numerical simulation results and analysis 

The	one‐sixth	 cycle	numerical	 simulation	 results	 of	 cavitation	at	 the	 tongue	at	Q/Qd		=	1.52	are	
shown	in	Fig.	9.	The	short	tongue	adopted	in	this	study	differs	significantly	from	ordinary	airfoil	
profile	but	its	cavitation	structure	has	great	similarities	to	the	attachment	and	shedding	of	cavi‐
ties	on	single	airfoil.	The	inlet	speed	and	Strouhal	number	are	the	main	factors	influencing	peri‐
odic	 cavitation	 formation	 and	 shedding	 on	 single	 airfoil.	 For	 the	 cavitation	 at	 the	 tongue	 ,	 the	
development	 of	 cavitation	 is	 influenced	 by	 the	 interaction	 changes	 in	 pressure	 gradients	 be‐
tween	the	pressure	surface	(PS)	and	suction	surface	(SS)	of	blades	and	the	unsteady	changes	in	
flow	field	near	the	leading	edge	of	the	tongue	caused	by	jet	wake	at	the	impeller	outlet.	

As	shown	in	Fig.	9(a),	the	tongue	at	0	T	is	in	the	middle	of	flow	passage.	At	this	moment,	a	rel‐
atively	 large	cavitation	cloud	occurs	at	 the	 leading	edge	of	 the	 tongue.	At	1/4	T,	 the	cavitation	
cloud	develops	quickly	at	the	tongue	and	sheds	when	the	next	blade	approaches	the	tongue.	At	
1/2	T,	the	cavitation	cloud	gradually	moves	toward	the	tongue	downstream	when	the	blade	ap‐
proaches	 the	 tongue.	 The	 cavitation	 cloud	 separates	 in	 the	 high‐pressure	 zone	 at	 the	 tongue	
downstream,	thereby	decreasing	the	area	of	low‐pressure	zone.	At	3/4	T,	the	blade	is	located	at	
the	tongue,	and	a	newly	attached	cavitation	emerges	at	the	tongue.	The	previous	cavitation	cloud	
breaks	quickly	and	then	moves	downward.	The	flow	regime	in	the	volute	deteriorates,	and	cavi‐
tation	wake	occurs	at	the	downstream	close	to	the	volute	outlet.	Thus,	the	low‐pressure	zone	is	
expanded.	At	1	T,	 the	blade	 leaves	the	tongue,	and	the	cavitation	cloud	develops	at	 the	 leading	
edge	of	the	tongue,	exerting	the	evident	blocking	effect	of	the	flow	passage.	With	the	shedding	of	
cavities,	the	actual	flow	area	close	to	the	tongue	increases	suddenly,	thereby	causing	great	ener‐
gy	losses	in	the	volute.	

The	velocity	diagram	for	the	middle	section	of	the	pump	in	a	single	cycle	is	shown	in	Fig.	9(b).	
Uniform	 relative	 rates	 are	 found	 on	 the	middle	 stream	 surface	 of	 the	 blade,	 and	 a	 local	 high‐
pressure	 zone	 is	 found	at	 the	blade	outlet	 close	 to	 the	 tongue.	At	overload	conditions,	 serious	
separation	 occurs	 at	 the	 tongue.	 The	 negative	 pressure	 fluctuation	 caused	 by	 separation	 and	
transition	can	trigger	the	initiation	of	cavitation.	Separated	unsteady	eddies	are	formed	near	the	
tongue,	which	are	the	vibration	and	noise	sources.	At	0	T,	a	low‐rate	backflow	zone	that	occupies	
approximately	 one‐half	 of	 the	 flow	 passage	 is	 formed	 at	 the	 leading	 edge	 and	 tongue	 down‐
stream,	 significantly	 blocking	 the	 flow	 passage.	 The	 cavitation	 cloud	 develops	 quickly	 and	
squeezes	the	actual	 flow	area.	At	1/4	and	1/2	T,	 the	blocked	passage	 is	released	partially	with	
the	shedding	of	cavities.	The	 low‐rate	backflow	zone	shrinks,	and	 the	eddies	move	downward.	
The	 flow	 field	 near	 the	 tongue	 is	 divided	 into	 backflow	 and	mainstream	 zones.	 At	 3/4	 T,	 the	
blade	outlet	is	close	to	the	tongue,	and	the	eddy	center	moves	downward.	The	previous	cavita‐
tion	cloud	moves	downward	to	form	a	cavitation	wake.	At	1	T,	the	blade	leaves	the	tongue,	and	a	
new	cavitation	cloud	emerges	at	the	leading	edge	of	the	tongue.	
	

 
0T                         1/4 T                     1/2 T                       3/4 T                       1 T 

(a)	Cavitation	evolution	at	the	tongue	

	
0T                         1/4 T                     1/2 T                    3/4 T                     1 T	

(b)	Velocity	distribution	on	the	cross	section	of	the	pump	

Fig.	9	Flow	field	at	Q/Qd	=	1.52	
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A	centrifugal	pump	with	a	helical	pumping	chamber	can	generate	a	radial	force	that	acts	
on	the	impeller	during	operation.	Thus,	the	axis	bears	alternating	stresses	and	generates	a	
directed	 deflection.	 The	 pressure	 in	 the	 chamber	 of	 the	 centrifugal	 pump	 continuously	
changes	due	to	the	interference	by	the	impeller	and	the	tongue	of	the	volute,	thereby	gener‐
ating	 unsteady	 radial	 forces.	 The	 existence	 of	 cavitation	may	 affect	 the	 radial	 forces.	 The	
vector	diagram	of	radial	force	distribution	on	the	impeller	in	a	single	cycle	under	different	
flow	rates	 is	 shown	 in	Fig.	10.	Cavitation	occurs	 at	 the	 impeller	 inlet	when	Q/Qd		=	1.3	and	
1.52.	However,	the	radial	force	distributions	at	the	critical	cavitation	state	are	basically	con‐
sistent	under	three	working	conditions.	The	radial	force	distribution	is	related	to	the	num‐
ber	of	blades	and	is	in	hexagonal	star	distribution.	This	condition	is	caused	by	the	interfer‐
ence	of	the	impeller	and	the	volute.	At	Q/Qd		=	1.3,	the	vector	diagrams	under	critical	cavita‐
tion	and	non‐cavitation	conditions	are	close.	At	Q/Qd		=	1.52	and	1.73,	the	radial	forces	pro‐
duce	alternating	stresses	under	cavitation	conditions	when	the	blade	sweeps	the	separation	
tongue.	
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																																Q/Qd	=	1.3																																															Q/Qd	=	1.5																																																		Q/Qd	=	1.73														

Fig.	10	Distribution	of	radical	force 

The	secondary	flows	and	“jet	wake”	phenomenon	are	caused	by	the	high‐speed	rotation	of	the	
impeller,	interference	between	the	impeller	and	the	volute,	and	the	viscosity	of	fluid	due	to	the	
spatial	asymmetric	structure	of	the	centrifugal	pump.	The	internal	flow	field	presents	complicat‐
ed	 unsteady	 characteristics	 that	may	 cause	 pressure	 fluctuation.	 The	 circumferential	 pressure	
fluctuation	 of	 the	 volute	 and	 pressure	 fluctuation	 near	 the	 tongue	 are	 influenced	 and	 present	
different	characteristics	when	cavitation	emerges	at	the	tongue.	The	monitoring	points	of	pres‐
sure	fluctuation	in	the	volute	are	shown	in	Fig.	11.	
	

 
Fig.	11	Monitoring	points	of	pressure	fluctuation	

The	 pressure	 amplitude	 of	 pressure	 pulsation	 in	 the	 volute	 is	 characterized,	 and	 the	 influ‐
ences	 of	 the	 static	 pressure	 of	monitoring	 points	 on	 pressure	 fluctuation	 are	 eliminated.	 The	
strength	of	pressure	fluctuation	is	expressed	as	pressure	coefficient	Cp	

௣ܥ ൌ
௣ି௣
భ
మ
ఘ௎మ

	 (4)

where	p	is	the	instantaneous	pressure	value	at	the	monitoring	points,	and	݌	is	the	mean	pressure	
of	monitoring	points	in	the	investigated	cycle.	

The	time	domain	of	monitoring	points	P1‐P9	when	Q/Qd	=	1.3,	1.52,	and	1.73	is	shown	in	Fig.	
12.	The	pressure	fluctuation	intensity	increases	significantly	with	the	increase	of	flow	rate.	Alt‐
hough	the	number	of	wave	peaks	at	different	monitoring	points	in	a	single	cycle	is	equal	to	the	
number	of	blades,	the	regularity	in	a	single	cycle	weakens	with	the	increase	of	flow	rate.	At	Q/Qd	=	
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1.3,	 the	pressure	 fluctuation	 at	different	monitoring	points	 shows	evident	periodic	 fluctuation	
laws.	The	fluctuation	amplitudes	at	different	monitoring	points	are	close,	except	for	the	monitor‐
ing	points	at	the	downstream	of	the	tongue.	Considering	that	all	monitoring	points	are	close	to	
the	flow	field	at	the	impeller	outlet,	the	pressure	fluctuation	is	caused	by	the	jet‐wake	structure	
at	 the	passage	outlet	of	 the	 impeller,	and	 the	 fluctuation	amplitudes	are	similar.	At	Q/Qd	=	1.73,	
irregular	 wave	 peaks	 are	 found,	 indicating	 the	 occurrence	 of	 serious	 cavitation	 close	 to	 the	
tongue.	Therefore,	the	flow	field	becomes	extremely	disordered.	

The	multiplication	of	rotating	frequency	is	defined	as	

ܨܰ ൌ
଺଴ி

௡
ൌ

ி

ி೙
	 (5)

where	F	is	the	practical	frequency	after	Fourier	transform,	n	is	the	rotating	speed	of	the	impeller,	
and	Fn	is	the	rotating	frequency	under	the	corresponding	rotating	speed.	

As	shown	in	Fig.	13,	the	excitation	frequency	at	different	monitoring	points	is	the	blade	pass‐
ing	frequency	under	different	flow	rates.	The	shaft	frequency	and	other	low‐frequency	and	high‐
frequency	bands	have	small	amplitudes.	This	finding	reveals	that	the	pressure	fluctuation	caused	
by	the	“jet	wake”	flow	structure	under	high	flow	rate	is	the	main	excitation	frequency.	With	the	
increase	 in	 flow	 rate,	 the	 pressure	 fluctuation	 strength	 increases	 significantly.	 In	 particular,	 a	
magnitude	of	 jumps	of	pulsation	strength	 is	 found	after	the	cavitation	occurs	at	 the	 tongue.	At	
Q/Qd	=	1.3,	 the	pressure	 fluctuation	 is	weak.	The	main	 excitation	 frequency	 first	decreases	and	
then	increases	from	the	first	to	the	eighth	sections.	The	pressure	fluctuation	strength	declines	as	
the	monitoring	point	moves	away	from	the	tongue.	At	Q/Qd	=	1.52	and	1.73,	the	cavitation	in	the	
volute	 becomes	 evident,	 and	 the	 pressure	 fluctuation	 in	 the	 volute	 shows	 different	 laws.	 The	
pressure	fluctuation	at	the	downstream	of	the	tongue	is	 lower	than	that	at	the	impeller	outlet.	
The	 fluctuation	strength	at	 the	 impeller	outlet	decreases	gradually	 from	the	 first	 to	 the	eighth	
sections.	
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Fig.	12	Pressure	fluctuation	of	monitoring	points	around	the	impeller	outlet	
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Fig.	13	Frequency	domain	of	pressure	fluctuation 

The	time	domains	of	pressure	fluctuation	at	P10‐P15	are	shown	in	Fig.	14.	The	pressure	fluc‐
tuation	has	six	wave	peaks	under	different	working	conditions,	and	the	pressure	fluctuation	at	
different	monitoring	points	is	caused	by	the	interference	of	the	tongue.	The	pressure	fluctuation	
strength	 increases	with	 the	 increase	 of	 flow	 rate.	 The	 fluctuation	 strength	weakens	when	 the	
distance	between	the	monitoring	point	and	the	tongue	increases.	The	influence	of	the	tongue	on	
pressure	fluctuation	and	the	influence	of	jet‐wake	structure	at	the	impeller	outlet	decline	when	
the	monitoring	 point	 approaches	 the	wall	 surface	 facing	 the	 tongue.	 The	 pressure	 fluctuation	
strength	without	cavitation	close	to	the	tongue	at	Q/Qd	=	1.3	is	significantly	lower	than	that	with	
cavitation	at	 the	 tongue	at	Q/Qd		=	1.52	and	1.73.	This	 finding	reflects	that	 the	unsteady	 flow	at	
the	tongue	is	complicated,	and	the	changes	in	pressure	distribution	are	intense	after	the	occur‐
rence	of	 cavitation.	At	 actual	 operation,	 these	 conditions	may	 trigger	 serious	 vibration	noises,	
thereby	influencing	the	stable	operation	of	the	pump.	

The	 frequency	domains	 of	 pressure	 fluctuations	 at	 different	monitoring	 points	 close	 to	 the	
tongue	under	different	working	conditions	are	shown	in	Fig.	15.	The	dominant	frequency	under	
working	 conditions	 is	 the	 blade	 passing	 frequency.	 The	 rapid	 increase	 in	 dominant	 frequency	
amplitude	caused	by	cavitation	reflects	the	influences	of	cavitation	development	on	the	pressure	
fluctuation	strength	close	to	the	tongue.	The	pressure	fluctuation	at	the	downstream	monitoring	
point	P1	is	0.41	of	the	dominant	frequency	amplitude	under	non‐cavitation	condition.	However,	
it	 increases	 to	2.12	 and	3.84	when	Q/Qd	=	1.52	 and	Q/Qd	=	1.73,	 respectively.	A	 strong	pressure	
fluctuation	may	be	found	at	the	downstream	position	of	the	tongue	due	to	the	development	and	
breakage	 of	 cavities.	 In	 accordance	with	 the	 changes	 in	 dominant	 frequency	 amplitude	 under	
different	 working	 conditions,	 the	 pressure	 fluctuation	 intensity	 declines	 gradually	 when	 the	
monitoring	point	approaches	the	wall	surface	facing	the	separation	tongue.	
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Fig.	14	Pressure	fluctuation	near	the	tongue 
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Fig. 15 Frequency domain of pressure fluctuation of monitoring points near the tongue 

5. Conclusion 
In this study, an attempt is made to investigate the cavitation at the tongue of centrifugal pump at 
overload conditions. By means of numerical computation and visualization measurement, un-
steady flow structures in cavitation zone were studied to associate with blade loading and pres-
sure fluctuation. From the present research following conclusions can be drawn: 

• As the increase of flow rate, the shedding of the separated vortex lowers the static pres-
sure near the tongue. And the flow separation at the tongue brings dramatic pressure fluc-
tuation and strong shearing vortex which induce cavitation.  

• At overload conditions, higher radical velocity and deviation of relative flow angle contrib-
ute to periodical variation of flow field near the tongue, which results in periodical cavita-
tion evolution. Thus, the frequency of the cavitation cloud shedding is equal to the blade 
passing frequency.  

• Cavitation at the tongue not only enhances the pressure fluctuation in volute, but also affects the 
blade loading distribution: The pressure pulsation in the volute is consistent with the blade 
passing frequency whether cavitation occurs or not, while the pulsation intensity increases 
obviously after cavitation inception. From the first section to the eighth section of volute, 
the pulsation intensity of impeller outlet decreases gradually. 

The study showed that it is possible that the head drop at overload conditions is caused by 
the appearance of cavitation at the tongue of volute, which may provide guidance for the optimi-
zation of the anti-cavitation performance of centrifugal pump. In future, more accurate visualiza-
tion measurement and vibration experiment can be conducted to investigate the cavitation phe-
nomenon at the tongue of casing. 
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A B S T R A C T	   A R T I C L E   I N F O	

This	 research	 developed	 mathematical	 models	 to	 optimize	 process	 perfor‐
mance	 for	multiple	 pentagon	 fuzzy	 quality	 responses.	 Initially,	 each	 quality	
response	 was	 represented	 by	 a	 pentagon	 membership	 function.	 Then,	 the	
combination	of	optimal	factor	levels	was	obtained	for	each	response	replicate.	
Those	optimal	combinations	were	then	used	to	construct	pentagon	regression	
models	 for	each	response.	A	pentagon	fuzzy	optimization	model	was	 formu‐
lated	and	solved	to	determine	the	combination	of	optimal	factor	levels	at	each	
element	of	pentagon	response’s	fuzzy	number.	Two	real	case	studies,	i.e.	wire‐
electrical	 discharge	 machining	 and	 sputtering	 process,	 were	 provided	 for	
illustration.	 Optimal	 results	 of	 the	 two	 case	 studies	 revealed	 that	 the	 pro‐
posed	 procedure	 effectively	 optimized	 performance	 under	 uncertainty	 and	
provided	 larger	 improvement	 in	 multiple	 quality	 characteristics.	 In	 conclu‐
sion,	the	proposed	procedure	may	enhance	the	process	engineer’s	knowledge	
about	effects	of	uncertainty	on	process/product	performance	and	help	practi‐
tioners	 decide	 the	 proper	 adjustments	 of	 factor	 levels	 in	 order	 to	 enhance	
performance	of	electrical	discharge	machining	and	sputtering	process.	
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1. Introduction  

In	practice,	 inherent	variations	 in	a	manufacturing	process	and	measurement	system	are	una‐
voidable.	When	conducting	designed	experiments,	such	variations	may	result	in	obtaining	erro‐
neous	 combination	 of	 optimal	 process	 factor	 settings,	 and	 thereby	 may	 not	 lead	 to	 produce	
product/process	improvement	as	expected	[1].	Most	literature	studies	ignored	the	effect	on	un‐
certainty	and	provided	a	certain	combination	of	optimal	 factor	settings	[2,	3].	Hocine	et	al.	 [4]	
extended	the	conventional	fuzzy	goal	programming	model	to	solve	a	wide	range	of	uncertainties	
decision‐making	problems.	The	model	was	validated	by	optimizing	the	renewable	portfolio	for	
electricity	 generation	 in	 Italy.	 Komsiyah	 et	al.	 [5]	 analysed	 production	 planning	 problem	 in	 a	
furniture	Company	with	different	operational	constraint,	including	production	time,	quantity	of	
raw	materials,	and	warehouse	capacity.	The	 fuzzy	goal	programming	was	applied	 to	minimize	
the	production	cost	and	 raw	material	 cost,	 and	maximize	 the	profit.	Mirzaee	et	 el.	 [6]	empha‐
sized	the	problem	of	supplier	selection,	which	was	mathematically	formulated	by	a	mixed	inte‐
ger	 linear	 programming	model.	 This	model	was	 then	 solved	by	 a	 pre‐emptive	 fuzzy	 goal	 pro‐
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gramming	approach.	Johnson	and	Bogle	[7]	presented	a	model‐based	approach	to	risk	analysis	
to	 aid	 design	 for	 pharmaceutical	 processes	which	 combined	 systematic	modelling	 procedures	
with	Hammersley	sampling‐based	uncertainty	analysis	and	sensitivity	analysis	used	to	quantify	
predicted	 performance	 uncertainty	 and	 to	 identify	 key	 uncertainty	 contributions.	 Authors	
demonstrated	 the	methodology	 on	 an	 industrial	 case	 study	where	 the	 process	 flowsheet	was	
fixed	and	some	pilot	data	was	available.		

In	 order	 to	 enhance	 process	 knowledge	 about	 the	 influence	 of	 such	 variations	 on	 pro‐
cess/product	performance,	an	effective	optimization	procedure	is	required.	The	fuzzy	goal	pro‐
gramming	(FGP)	is	found	an	effective	technique	in	handling	the	challenge	of	optimizing	process	
performance	under	responses’	uncertainty	[8‐11].	Further,	Al‐Refaie	et	al.	 [12]	expressed	each	
quality	characteristic	by	triangular	fuzzy	number	and	then	used	fuzzy	regression	combined	with	
desirability	function	to	optimize	process	performance.	However,	in	order	to	obtain	better	evalu‐
ation	of	process	performance	under	 fuzziness	over	 a	wider	 range	of	optimal	 factor	 levels	 and	
guide	process	 engineers	 on	 taking	proper	adjustment	of	 key	 factor	 levels,	 this	 research	 treats	
each	quality	response	as	a	pentagon	fuzzy	number.	Then,	a	pentagon	fuzzy	regression‐desirability	
procedure	 is	developed	to	optimize	process	performance.	The	remaining	of	 this	paper	 is	orga‐
nized	as	follows.	Section	two	defines	materials	and	methods,	Section	three	presents	results	and	
discussion,	finally,	section	four	summarizes	conclusion.	

2. Materials and methods 

2.1 Optimization procedure  

Assume	a	production	process	 is	studied	via	designed	experiments.	Typically,	at	each	combina‐
tion	of	process	controllable	factors	product	samples	are	collected	and	then	observations	of	each	
quality	characteristic’s	replicate	are	recorded.	Then,	the	proposed	procedure	to	optimal	process	
performance	for	fuzzy	multiple	quality	responses	goes	as	follows:	

Step	I:	Formulate	the	multiple	regression	model	between	the	ݕ௝௥ሺݔሻ;	the	response	value	of	the	r‐th	
replicate	of	response	݆,	and	controllable	process	factors,	ݔ,	as	shown	in	Eq.	1.	

ሻݔ௝௥ሺݕ ൌ ଴௥ߚ ൅෍ߚ௙௥ݔ௙

௩

௙ୀଵ

൅෍ߚ௙௙௥

௩

௙ୀଵ

௙ݔ
ଶ ൅ ෍ ௙௚௥ߚ∑

௚<  ௙

௚ݔ௙ݔ ൅ ݎ     ,ߝ ൌ 1,2, . . . , ݇	 (1)

where	ߚ଴௥	is	the	intercept	and	the	coefficients,	ߚ௙, ,௙ݔ	,while	values,	crisp	are	௙௙,ߚ	and	௙௚,ߚ ௙ݔ
ଶ,	and	

	.error	random	is	ߝ	and	variables	factor	independent	denote	௚ݔ௙ݔ
Utilizing	the	intercept	and	coefficients	for	each	response	replicate,	obtained	in	Eq.	1,	the	fuzzy	

multilinear	regression	is	developed	for	each	fuzzy	response,	ݕ௝ሺݔ෤ሻ,	as	follows:	

෤ሻݔ෤௝ሺݕ ൌ ෨଴ߚ ൅෍ߚ෨௙ݔ෤௙

௩

௙ୀଵ

൅෍ߚ෨௙௙

௩

௙ୀଵ

෤௙ݔ
ଶ ൅ ෍∑ߚ෨௙௚

g<  ௙

෤௚ݔ෤௙ݔ ൅ ,݆∀       ߝ ∀݂	 (2)

where	ߚ෨଴, ,௔ߚሺ	coefficients	fuzzy	pentagonal	are	෨௙௚ߚ	and	෨௙௙,ߚ ,௕ߚ ,௖ߚ ,ௗߚ 	:as	calculated	and	௘ሻߚ

෨ߚ ൌ

ە
ۖ
۔

ۖ
ۓ

௔ߚ ൌ ௖ߚ െ ݏ
௕ߚ ൌ ௖ߚ െ ݏߣ

௖ߚ ൌ ,ଵߚሺ ݁݃ܽݎ݁ݒܣ . . . , ௞ሻߚ
ௗߚ ൌ ௖ߚ ൅ ݏߣ
௘ߚ ൌ ௖ߚ ൅ ݏ

	 (3)

where	s	is	the	estimated	standard	deviation	of	β	values	and	λ	is	a	constant	between	zero	and	one.	

Step	 II:	Represent	each	of	 the	quality	 responses	and	process	 factors	by	adequate	membership	
functions	from	Fig.	1,	MSFs,	as	follows:	
a) For	the	nominal‐the‐best	(NTB)	type	quality	response,	the	negative	deviations,	݀ଵ

ି
	and	݀ଶ

ି,	and	
positive	deviations,	 ݀ଵ

ା	 and	݀ଶ
ା,	 from	 the	 target,	 ܶ,	 are	 the	decision	 variables.	 The	maximal	

negative	admissible	violation,	ܦଵ
ି	and	ܦଶ

ି,	and	positive	admissible	violation,	ܦଵ
ା	and	ܦଶ

ା,	from	
ܶ	are	the	parameters.		
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Fig.	1	The	selected	membership	functions	for	quality	responses	

The	objective	function	for	the	NTB	type	response	is	to	minimize	the	sum	of	the	weighted	posi‐
tive	and	negative	deviations	as	shown	in	Eq.	4a.		

෍݊݅ܯ
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష ൅

ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ

∀ே்஻
     [Minimize	sum	of	deviation	ratios]  	 (4a)

The	objective	function	is	subject	to	the	following	constraints:	

ݕ ൅ ݀ଵ
ା ൅ ݀ଶ

ା െ ݀ଵ
ି െ ݀ଶ

ି ൌ ܶ     [Response	target]	 (4b)

ߤ ൅
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష ൅

ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ ൌ 1					[Response	membership	value]  	 (4c)

0 ൑ ݀ଵ
ି ൑ ଵܦ

ି  , 0 ൑ ݀ଶ
ି ൑ ଶܦ

ି     [Negative	deviation	ranges]	 (4d)

0 ൑ ݀ଵ
ା ൑ ଵܦ

ା			,	0 ൑ ݀ଶ
ା ൑ ଶܦ

ା					[Positive	deviation	ranges]	 (4e)

b) For	the	smaller‐the‐better	(STB)	type	quality	response,	the	objective	function	is	to	minimize	
the	sum	of	weighted	positive	deviations:			

෍݊݅ܯ
ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ

∀ௌ்஻
    [Minimize	sum	of	positive	deviation	ratios]	 (5a)

Subject	to:	
ݕ െ ݀ଵ

ା െ ݀ଶ
ା ൑ ܶ     [Response	target]	 (5b)

ߤ ൅
ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ ൌ 1     [Response	membership	value]	 (5c)

0 ൑ ݀ଵ
ା ൑ ଵܦ

ା , 0 ൑ ݀ଶ
ା ൑ ଶܦ

ା     [Positive	deviation	ranges]  (5d)
c) For	the	larger‐the‐better	(STB)	type	response,	the	objective	function	is	to	minimize	the	sum	of	

weighted	negative	deviations.			

෍݊݅ܯ
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష

∀௅்஻
      [Minimize	sum	of	positive	deviation	ratios]	 (6a)

Subject	to:	
ݕ ൅ ݀ଵ

ି ൅ ݀ଶ
ି ൒ ܶ     [Response	target]	 (6b)

ߤ ൅
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష ൌ 1     [Response	membership	value]	 (6c)

0 ൑ ݀ଵ
ି ൑ ଵܦ

ି, 0 ൑ ݀ଶ
ି ൑ ଶܦ

ି     [Negative	deviation	ranges]  (6d)

d) Each	process	factor,	ݔ,	is	represented	by	a	trapezoidal	MSF	with	preferable	upper	and	lower	
limits,	ܶ௟	and	ܶ௨,	respectively.	Let	the	maximal	negative	admissible	violations	from	ܶ௟	be	de‐
noted	as	ܦଵ

ି	and	ܦଶ
ି	while	the	positive	admissible	violations	from	ܶ௨	be	denoted	as	ܦଵ

ା
	and	ܦଶ

ା.	
The	objective	function	is	to	minimize	the	sum	of	the	weighted	positive	and	negative	deviations	
and	is	formulated	mathematically	as	shown	in	Eq.	7a.	

෍݊݅ܯ
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష ൅

ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ

∀௫
     [Minimize	sum	of	positive	deviation	ratios]	 (7a)

Subject	to:	
ݔ ൅ ݀ଵ

ି ൅ ݀ଶ
ା ൒ ܶ௟    [Factor	target]	 (7b)

ݔ െ ݀ଵ
ା െ ݀ଶ

ା ൑ ܶ௨ 			[Factor	target]  (7c)
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ߤ ൅
ௗభ
ష

஽భ
ష ൅

ௗమ
ష

஽మ
ష ൅

ௗభ
శ

஽భ
శ ൅

ௗమ
శ

஽మ
శ ൌ 1    [Factor	membership	value]	 (7d)

0 ൑ ݀ଵ
ି ൑ ଵܦ

ି,   0 ൑ ݀ଶ
ି ൑ ଶܦ

ି    [Negative	deviation	ranges]  (7e)

0 ൑ ݀ଵ
ା ൑ ଵܦ

ା,   0 ൑ ݀ଶ
ା ൑ ଶܦ

ା    [Positive	deviation	ranges]  (7f)

Finally,	the	objective	function	for	the	full	optimization	model	minimizes	the	sum	of	ratios	of	
positive	and	negative	deviations	subject	 to	the	set	of	constraints	 for	all	responses	and	process	
factors.	Solving	the	complete	optimization	model	for	each	response’s	replicate,	the	combination	
of	optimal	factor	settings,	ݔ∗,	can	then	be	obtained	for	all	response	replicates.	
	

Step	III:	Let	ݕ෤௝ሺݔ෤௤ሻ	be	the	value	of	response	݆;	݆ ൌ 1, . . . , ܳ	obtained	by	substituting	optimal	fac‐
tor	 levels,	ݔ෤௤,	 for	quality	 characteristic	ݍ;	 ݍ ൌ 1, . . . , ܳ.	Calculate	 the	ݕ෤௝ሺݔ෤௤ሻ	 values	 for	 all	 	ݍ re‐
sponses	utilizing	Eq.	(2).	Let	 ሚ݀௝ሺݕ෤௝ሺݔ෤௤ሻሻ	denotes	the	fuzzy	desirability	function	are	defined	as:				

NTB	response  	 (8a)

ሚ݀
௝ሺݕ෤௝ሺݔ෤௤ሻሻ ൌ ൞

෤௤ሻݔ෤௝ሺݕ                                  ,0 ൑ ୫୧୬ݕ
௬෤ೕሺ௫෤೜ሻି௬ౣ౟౤

௬ౣ౗౮ି௬ౣ౟౤
୫୧୬ݕ       , ൑ ෤௤ሻݔ෤௝ሺݕ ൑ ୫ୟ୶ݕ

෤௤ሻݔ෤௝ሺݕ                                    ,1 ൒ ୫ୟ୶ݕ

            LTB	response  (8b)

ሚ݀
௝ሺݕ෤௝ሺݔ෤௤ሻሻ ൌ ൞

෤௤ሻݔ෤௝ሺݕ                                    ,1 ൑ ୫୧୬ݕ
௬෤ೕሺ௫෤೜ሻି௬ౣ౗౮

௬ౣ౟౤ି௬ౣ౗౮
୫୧୬ݕ       , ൑ ෤௤ሻݔ෤௝ሺݕ ൑ ୫ୟ୶ݕ

෤௤ሻݔ෤௝ሺݕ                                    ,0 ൒ ୫ୟ୶ݕ

            STB	response     (8c)

Utilizing	the	 ሚ݀௝ሺݕ෤௝ሺݔ෤௤ሻሻ	functions,	obtain	the	 ሚ݀௝
௔,௕,௖,ௗ,௘ሺݔ෤௤ሻ	values	for	each	response	݆.	The	 ෩ܷ௝	(Eq.	

9)	and	ܮ෨௝	(Eq.	10);	upper	and	lower	deviation	values,	respectively,	are	then	estimated	as:		

෩ܷ
௝
௔,௕,௖,ௗ,௘ ൌ ሚ݀

௝ሺݕ௝ሺݔ෤௝ሻሻ ൌ ሚ݀
௝௝ ൌ ሺ ෩ܷ௝

௔, ෩ܷ௝
௕, ෩ܷ௝

௖, ෩ܷ௝
ௗ, ෩ܷ௝

௘ሻ, ∀݆	 (9)

෨௝ܮ
௔,௕,௖,ௗ,௘ ൌ ൛  ݊݅ܯ ሚ݀௝ሺݕ௝ሺݔ෤ሺଵሻሻሻ, . . . , ሚ݀௝ሺݕ௝ሺݔ෤ொሻሻൟ ൌ ሺܮ෨௝

௔, ෨௝ܮ
௕, ෨௝ܮ

௖, ෨௝ܮ
ௗ, ෨௝ܮ

௘ሻ, ∀݆	 (10)

Let	ܦ෩௝ሺݕ෤௝ሺݔ෤௤ሻሻ	denotes	the	deviation	function	of	ݕ෤௝ሺݔ෤௤ሻ	and	is	calculated	as	(Eq.	11):	

෤௤ሻሻݔ෤௝ሺݕ෩௝ሺܦ ൌ
෤௝ݕ
௘ሺݔ෤௤ሻ െ ෤௝ݕ

ௗሺݔ෤௤ሻ

1 െ ߣ
, ∀݆	 (11)

Then,	calculate	the	ܦ෩௝ሺݕ෤௝ሺݔ෤௤ሻሻ	values	for	all	ݕ෤௝ሺݔ෤௤ሻ.	Finally,	calculate	the	 ෨ܲ௝	(Eq.	12)	
and	 ෨ܳ௝	(Eq.	

13)	as	follows:	
෨ܲ
௝
௔,௕,௖,ௗ,௘ ൌ ෤௝ሻݔ෩௝ሺܦ ൌ ෩௝௝ܦ ൌ ሺ ෨ܲ௝

௔, ෨ܲ௝
௕, ෨ܲ௝

௖, ෨ܲ௝
ௗ, ෨ܲ௝

௘ሻ, ∀݆	 (12)

෨ܳ
௝
௔,௕,௖,ௗ,௘ ൌ ,෤ሺଵሻሻݔ)෤௝ݕ෩௝ሺܦ൛ ݔܽܯ . . . , ෤ீሻൟݔ)෤௝ݕ෩௝ሺܦ ൌ ሺ ෨ܳ௝

௔, ෨ܳ௝
௕, ෨ܳ௝

௖, ෨ܳ௝
ௗ, ෨ܳ௝

௘ሻ,	∀݆	 (13)

Step	IV:	Formulate	the	complete	fuzzy	optimization	models.		
The	optimization	model	consists	of	two	multiple	objectives;	to	maximize	desirability	and	mini‐
mize	the	deviation.	That	is,		

൛ݔܽܯ	=	Functionሽ	ሼDesirabilityݔܽܯ ሚ݀ଵሺݕ෤ଵሺݔ෤ሻሻ, . . . , ሚ݀௝ሺݕ෤ொሺݔ෤ሻሻൟ  

,෤ሻሻݔ෤ଵሺݕ෩ଵሺܦ൛݊݅ܯ	=				Functionሽ	ሼDeviation݊݅ܯ . . . , ෤ሻሻൟݔ෤ொሺݕ෩ொሺܦ
s. t.

ݔ ∈ [Factor	levels]

	

To	formulate	the	model	with	a	single	objective	function,	two	fuzzy	functions;	 ሚܵ௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ	

and	 ෨ܶ௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ,	will	be	introduced	which	are	calculated	respectively	using	Eqs.	14	and	15.	



Optimization of process performance by multiple pentagon fuzzy responses: Case studies of wire‐electrical discharge …
 

Advances in Production Engineering & Management 15(3) 2020  311
 

ሚܵ
௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൌ

ە
ۖ
۔

ۖ
ۓ 0,                                                                             ሚ݀௝

௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൑ ෨௝ܮ
௔,௕,௖,ௗ,௘

ሚ݀
௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ െ ෨௝ܮ

௔,௕,௖,ௗ,௘

෩ܷ
௝
௔,௕,௖,ௗ,௘ െ ෨௝ܮ

௔,௕,௖,ௗ,௘ ෨௝ܮ 								        ,
௔,௕,௖,ௗ,௘ ൑ ሚ݀

௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൑ ෩ܷ

௝
௔,௕,௖,ௗ,௘

1,                                                                               ሚ݀௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൒ ෩ܷ

௝
௔,௕,௖,ௗ,௘

∀݆ (14)

෨ܶ
௝
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൌ

ە
ۖ
۔

ۖ
ۓ ෩௝ܦ																																						       								                           ,1

௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൑ ෨ܲ
௝
௔,௕,௖,ௗ,௘

෨ܳ
௝
௔,௕,௖,ௗ,௘ െ ෩௝ܦ

௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ

෨ܳ
௝
௔,௕,௖,ௗ,௘ െ ෨ܲ

௝
௔,௕,௖,ௗ,௘ ,  			 ෨ܲ௝

௔,௕,௖,ௗ,௘ ൑ ෩௝ܦ
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൑ ෨ܳ

௝
௔,௕,௖,ௗ,௘

෩௝ܦ																																						  										                             ,0
௔,௕,௖,ௗ,௘ሺݕ෤௝ሺݔ෤௝ሻሻ ൒ ෨ܳ

௝
௔,௕,௖,ௗ,௘

∀݆	 (15)

Let	
  ݊݅ܯ ሚܵ௝ሺݕ෤௝ሺݔ෤௝ሻሻ ൌ ሚܵ	 (16)

	 ݊݅ܯ ෨ܶ௝ሺݕ෤௝ሺݔ෤௝ሻሻ ൌ ෨ܶ 	 (17)

Let	ݓଵ	and	ݓଶ	represent	the	assigned	weights	for	desirability	and	robustness,	which	are	usu‐
ally	chosen	by	decision	maker	based	on	cost	and	warranty.	Then,	formulate	the	final	optimiza‐
tion	model	as:	

 ଵݓ    ݔܽܯ ሚܵ௔,௕,௖,ௗ,௘ ൅  ଶݓ ෨ܶ ௔,௕,௖,ௗ,௘

s. t.
ሚ݀
௝
௔,௕,௖,ௗ,௘ሺݔሻ െ ሚܵ௔,௕,௖,ௗ,௘ሺ ෩ܷ௝

௔,௕,௖,ௗ,௘ െ ෨௝ܮ
௔,௕,௖,ௗ,௘ሻ ൒ ෨௝ܮ

௔,௕,௖,ௗ,௘        , ∀݆

෩௝ܦ
௔,௕,௖,ௗ,௘ሺݔሻ ൅ ෨ܶ ௔,௕,௖,ௗ,௘ሺ ෨ܳ௝

௔,௕,௖,ௗ,௘ െ ෨ܲ
௝
௔,௕,௖,ௗ,௘ሻ ൑ ෨ܳ

௝
௔,௕,௖,ௗ,௘     , ∀݆

0 ൑ ሚܵ௔,௕,௖,ௗ,௘ ൑ 1
0 ൑ ෨ܶ௔,௕,௖,ௗ,௘ ൑ 1
ݔ ∈ [Factor	levels].

	

Solve	the	optimization	model	to	identify	the	optimal	factor	levels	for	each	of	the	fuzzy	number	
elements;	ܽ, ܾ, ܿ, ݀,	and	݁.		

Step	V:	Apply	the	proposed	optimization	procedure	on	real	case	studies,	and	then	analyze	and	
discuss	 the	 optimization	 results.	 Finally,	 compare	 the	 anticipated	 improvements	 in	 the	 fuzzy	
quality	 characteristics	 by	 the	 proposed	 optimization	 procedure	 with	 those	 using	 other	 tech‐
nique(s)	in	previous	studies.	

2.2 Experimental work  

Several	studies	[13‐18]	were	conducted	to	optimize	process	performance	for	a	product’s	multi‐
ple	quality	characteristics.	In	this	research,	two	processes	were	employed	to	illustrate	the	pro‐
posed	optimization	procedure	and	presented	as	follows:		

Case	study	1:	Wire	electro‐discharge	machining		
	

Ramakrishnan	and	Karunamoorthy	 [13]	optimized	performance	of	wire	electro‐discharge	ma‐
chining	(WEDM)	of	material	removal	rate	(MRR, ,(SR	roughness	surface	and	ଵሻݕ ‐artifi	using	ଶሻݕ
cial	neural	network	(ANN)	models	and	multi‐response	optimization	technique.	The	MRR	and	SR	
the	larger‐the‐better	(LTB)	and	the	smaller‐the‐better	(STB)	type	quality	characteristics,	respec‐
tively.	Four	three‐level	controllable	process	factors	were	examines;	the	pulse	on	time	(ݔଵ),	delay	
time	(ݔଶ),	wire	feed	speed	(ݔଷ),	and	ignition	current	(ݔସ).	The	Taguchi’s	ܮଽ	orthogonal	array	was	
utilized	for	experimental	design	as	shown	in	Table	1.	After	randomization,	each	experiment	was	
conducted.	 Experimentation	 was	 replicated	 twice.	 Finally,	 the	 MRR	 (mm2/min)	 and	 SR	
(mm2/min)	values	were	measured.	Let	ݕ௜ଵଵ	and	ݕ௜ଵଶ	denote	the	MRR	values	for	the	first	and	sec‐
ond	replicate	at	the	i‐th	experiment,	respectively.	Similarly,	let	ݕ௜ଶଵ	and	ݕ௜ଶଶdenote	the	SR	values	
for	the	first	and	second	replicate	at	 the	 i‐th	experiment,	respectively.	Table	1	also	displays	the	
measured	MRR	and	SR	values	for	all	experiments. 
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Table	1	Results	of	designed	experiments	for	WEDM	[13]	
SR(mm2/min)MRR (mm2/min)Control	factor	Exp.	݅	

		ଵݔ	ଶݔ	ଷݔ	ସݔ	௜ଵଵݕ	௜ଵଶݕ	௜ଶଵݕ	௜ଶଶݕ
3.13.2	464688	4	0.6	1	
3.23.3	47481212	6	0.6	2	
3.33.3	41421615	8	0.6	3	
3.73.8	55561612	4	0.8	4	
3.53.4	4950815	6	0.8	5	
3.33.2	5352128	8	0.8	6	
44.2	71701215	4	1.2	7	
3.53.8	7374168	6	1.2	8	
3.13.2	4646812	8	1.2	9	

	

The	multilinear	regression	models	for	MRR	(ݕଵଵ,	ݕଵଶ)	and	SR	replicates,	(ݕଶଵ	and	ݕଶଶ)	are	ex‐
pressed	respectively	as:	

Regression	model	for	response	replicate R2adjusted	

yଵଵ ൌ െ2.68	 ൅ 	41.88xଵ ൅ 4.26xଶ	 െ 	1.251	xଷ ൅ 3.82 xସ െ 0.458xଶ
ଶ ൅ 0.119xଶxଷ െ 0.166 xସ

ଶ	 99.48 %
ଵଶݕ ൌ െ2.53	 ൅ ଵݔ42.319	 ൅ 	ଶݔ4.21 െ 	1.175 +	ଷݔ 3.76 ସݔ െ ଶݔ0.333

ଶ ൅ 0.1087 ଷݔଶݔ െ ସݔ	0.1934	
ଶ	 99.99	%	

ଶଵݕ ൌ 	2	 ൅ ଵݔ	2.207	 െ 0.0284	+	ଷݔ0.0233	+	ଶݔ0.04	 ସݔ െ 0.278 ଵݔ
ଶ െ 0.1364 ଶݔଵݔ ൅ ଶݔ	0.00417

ଶ	 97.43	%
ଶଶݕ ൌ 	1.326 ൅ ଵݔ	2.155	 െ 0.0254	+	ଶݔ0.0446 +	ଷݔ 0.0199 ସݔ െ ଵݔ0.2805

ଶ െ 0.169 ଶݔଵݔ ൅ ଶݔ	0.0083
ଶ	 98.30	%	

	

The	 fuzzy	numbers	of	 the	 intercept	 and	 regression	 coefficients	 are	 calculated	and	 then	 the	
multiple	regression,	ݕ෤ଵ(ݔ෤)	,	for	ݕଵ	is	constructed	as	(ߣ ൌ	0.15):	

,ሺെ2.9	ൌ	(෤ݔ)෤ଵݕ	 െ2.71,െ2.68,െ2.65, െ2.46ሻ ൅ ሺ41.27,41.79,41.88,41.97,42.49ሻݔ෤ଵ ൅ ሺ4.18,4.24,4.26,4.27,4.33ሻݔ෤ଶ ൅
																				ሺെ1.26, െ1.22,െ1.21,െ1.2, െ1.15ሻݔ෤ଷ ൅ ሺ3.73,3.8,3.82,3.83,3.9ሻݔ෤ସ ൅ ሺെ0.63,െ0.48, െ0.45, െ0.43,െ0.28ሻݔ෤ଶ

ଶ

൅ሺ0.1,0.11,0.12,0.121,0.13ሻݔ෤ଶݔ෤ଷ ൅ ሺെ0.2, െ0.17,െ0.166, െ0.16, െ0.13ሻݔ෤ଶݔ෤ସ

The	multiple	regression,	ݕ෤ଶ(ݔ෤),	for	ݕଶ	is	constructed	in	a	similar	manner	as:	
ሺ0.37,1.18,1.32,1.46,2.27ሻ	=	(෤ݔ)෤ଶݕ ൅ ሺ2.08,2.14,2.15,2.16,2.22ሻݔ෤ଵ ൅ ሺെ0.051, െ0.045, െ0.044, െ0.043,െ0.038ሻݔ෤ଶ

൅	ሺ0.022,0.025,0.0254,0.026,0.028ሻݔ෤ଷ ൅ ሺ0.007,0.018,0.019,0.021,0.031ሻݔ෤ସ
൅	ሺെ0.284,െ0.281, െ0.28, െ0.279, െ0.276ሻݔ෤ଵ

ଶ

൅ሺെ0.21, െ0.17, െ0.169, െ0.162,െ0.122ሻݔ෤ଵݔ෤ଶ ൅ ሺ0.002,0.007,0.008,0.009,0.014ሻݔ෤ଶ
ଶ

	

Utilizing	the	formulations	in	Steps	I	and	II,	the	optimization	model	is	developed	and	then	solved	
to	determine	the	combination	of	optimal	factor	settings	for	each	replicate	of	the	two	responses.	
The	obtained	optimization	results	 for	each	replicate	are	displayed	 for	all	response	replicates	 in	
Table	2.	The	optimization	models	for	ݕ෤ଵଶ,	ݕ෤ଶଵ,	and	ݕ෤ଶଶ,	are	formulated	and	then	solved	in	a	similar	
manner.	The	results	of	optimal	factor	settings	are	also	shown	in	Table	2.	

The	results	shown	in	Table	2	are	utilized	in	Steps	III	and	IV	to	generate	the	pentagon	fuzzy	
numbers	for	optimal	factor	settings;	ݔ෤ሺଵሻ	and	ݔ෤ሺଶሻ,	of	ݕ෤ଵ	and	ݕ෤ଶ,	respectively.	The	obtained	ݕ෤௝ሺݔ෤௚ሻ	
values	are	displayed	in	Table	3.	

The	 ሚ݀ଵሺݕ෤ଵሺݔ෤௤ሻሻ,	 ሚ݀ଶሺݕ෤ଶሺݔ෤௤ሻሻ,	ܦ෩ଵሺݕ෤ଵሺݔ෤௤ሻሻ,	and	ܦ෩ଶሺݕ෤ଶሺݔ෤௤ሻሻ	values	are	then	calculated	for	both	
responses	and	the	results	are	shown	in	Table	4.	

Table	2	Optimal	results	for	WEDM	

Optimal	level	
Response	replicate

	෤ଵଵݕ ෤ଵଶݕ ෤ଶଵݕ 	෤ଶଶݕ
ଵݔ
∗	 0.9341	 1.0254 0.6000 1.1345	
ଶݔ
∗	 4.0000	 4.0000 4.0000 8.0000	
ଷݔ
∗	 8.0000	 13.6120 8.0000 8.0000	
ସݔ
∗	 8.0000	 8.0000 8.0000 8.0000	

	
	

Table	3	The	calculated	ݕ෤௝ሺݔ෤௚ሻ	values	for	WEDM	
Optimal	combination ෤௤ሻݔ෤ଵሺݕ 	෤௤ሻݔ෤ଶሺݕ

	෤ሺଵሻݔ (52.46,	58.8,	60,	61.2,	68.5)	 (1.29,	2.65,	2.89,	3.13,	4.54)	
	෤ሺଶሻݔ (33.5,	54.65,	58.61,	62.7,	89.91)	 (1.09,	2.26,	2.49,	2.74,	4.53)	

	

	 	



Optimization of process performance by multiple pentagon fuzzy responses: Case studies of wire‐electrical discharge …
 

Advances in Production Engineering & Management 15(3) 2020  313
 

Table	4	The	calculated	matrix	of	 ሚ݀௝
௔,௕,௖,ௗ,௘ ቀݕ෤௝ሺݔ෤௤ሻቁ and	ܦ෩௝

௔,௕,௖,ௗ,௘ ቀݕ෤௝ሺݔ෤௤ሻቁ	of	MMR	and	SR	

	 ሚ݀
ଵሺݕ෤ଵሺݔ෤௤ሻሻ	 ሚ݀

ଶሺݕ෤ଶሺݔ෤௤ሻሻ	 	෤௚ሻሻݔ෤ଵሺݕ෩ଵሺܦ 	෤௚ሻሻݔ෤ଶሺݕ෩ଶሺܦ

	෤ሺଵሻݔ
(0.098,	0.352,	0.399,	0.448,	
0.7402)	

(0.012,	0.317,	0.371,	
0.423,	0.717)	

(7.746,	8.164,	8.238,	
8.312,	8.73)	

(1.432,	1.457,	1.461,	
1.466,	1.491)	

	෤ሺଶሻݔ (0,	0.186,	0.344,	0.508,	1)	
(0.014,	0.402,	0.457,	
0.508,	0.762)	

(6.41,	10.78,	11.762,	
12.81,	19.94)	

(1.263,	1.567,	1.635,	
1.708,	2.203)	

	

The	optimization	models	ܽ	to	݁	were	formulated	for	WEDM	and	then	solved.	For	illustration,	
the	Model	ܽ	is	formulated	as:	
 

ݔܽܯ      0.5 ൈ ܵ௔ ൅ 0.5 ൈ ܶ௔

s. j.
െ2.11 ൅ ଵݔ1.65

௔ ൅ ଶݔ0.167
௔ െ ଷݔ0.05

௔ ൅ ସݔ0.149
௔ െ ଶݔ0.025

௔ݔଶ
௔ ൅ ଶݔ0.0041

௔ݔଷ
௔ െ ସݔ0.0081

௔ݔସ
௔ െ 0.0985ܵ௔ ൒ 0

0.504 െ ଵݔ0.484
௔ ൅ ଶݔ0.0082

௔ െ ଷݔ0.0062
௔ െ ସݔ0.0069

௔ ൅ ଵݔ0.0602
௔ݔଵ

௔ ൅ ଵݔ0.026
௔ݔଶ

௔ െ ଶݔ0.0031
௔ݔଶ

௔ െ  0.0026ܵ௔ ൒ 0.01208
0.219 ൅ ଵݔ0.6144

௔ ൅ ଶݔ0.0707
௔ ൅ ଷݔ0.0537

௔ ൅ ସݔ0.084
௔ ൅ ଶݔ0.1765

௔ݔଶ
௔ ൅ ଶݔ0.015

௔ݔଷ
௔ ൅ ସݔ0.0374

௔ݔସ
௔+0ܶ௔ ൑ 7.7462

0.953 ൅ ଵݔ0.0735
௔ ൅ ଶݔ0.0065

௔ ൅ ଷݔ0.003
௔ ൅ ସݔ0.012

௔ ൅ ଵݔ0.0035
௔ݔଵ

௔ ൅ ଵݔ0.0468
௔ݔଶ

௔ ൅ ଶݔ0.0058
௔ݔଶ

௔+0.1691ܶ௔ ൑ 1.4323
0 ൑ ܵ௔ ൑ 1
0 ൑ ܶ௔ ൑ 1

 

 

The	optimization	models	ܾ	to	݁	are	formulated	and	then	solved	in	a	similar	manner.		

Case	study	2:	Sputtering	process	of	gallium‐doped	zinc	oxide	GZO	films	

Chen	et	al.	[14]	optimized	five	process	controllable	factors;	R.F.	power	(ݔଵ),	sputtering	pressure	
		of	(ହݔ)	temperature	post‐annealing	and	,(ସݔ)	temperature	substrate	,(ଷݔ)	time	deposition	,(ଶݔ)
GZO	 films	 deposited	 on	 polyethylene	 terephthalate	 substrates	 by	magnetron	 sputtering	 using	
the	Taguchi	method.	Three	important	quality	responses	were	considered	including:	deposition	
rate	 (DR,	ݕଵ)	 electrical	 resistively	 (ER,	ݕଶ)	 and	optical	 transmittance	 (OT,	ݕଷ),	which	 are	 LTB,	
STB,	 and	 LTB	 type	 quality	 characteristics,	 respectively.	 The	 Taguchi’s	 	ଵ଼ܮ orthogonal	 array	
shown	 in	 Table	 5	was	 employed	 to	 provide	 experimental	 layout,	where	 each	 experiment	was	
repeated	twice.	Let	ݕ௜ଵ௥,	ݕ௜ଶ௥,	and	ݕ௜ଷ௥	denote	the	ݎ‐th	replicate	(ݎ ൌ 1	or	2)	of	DR,	ER,	and	OT	
responses	at	experiment	݅;	݅ ൌ 	1, … , 18,	respectively.	Table	5	also	displays	the	experimental	data	
of	ݕ௜ଵ௥,	ݕ௜ଶ௥,	and	ݕ௜ଷ௥	for	the	sputtering	process.	

Following	the	proposed	procedure,	the	optimization	models	were	constructed	to	determine	
the	combination	of	optimal	factor	settings	that	optimizes	each	response	replicate.	Table	6	 lists	
the	obtained	optimal	factor	settings	for	each	replicate	for	all	responses.	

Utilizing	the	results	in	Table	6,	the	optimization	model	ܽ	to	݁	were	formulated	for	the	sputter‐
ing	process	and	then	the	combination	of	optimal	fuzzy	process	factors	were	determined.	
	

Table	5	Experimental	data	for	sputtering	process	[14]	

Exp.	݅	
Factor	 DR ER	 OT

	ଵݔ 	ଶݔ 	ଷݔ 	ସݔ 	ହݔ 	௜ଵଵݕ 	௜ଵଶݕ 	௜ଶଵݕ 	௜ଶଶݕ 	௜ଷଵݕ 	௜ଷଶݕ
1	 50	 0.13	 30	 25	 0 4.5 4.7 14.9 15.3	 88.4	 88.4
2	 50	 0.67	 60	 50	 100 5.6 5.6 9.8 9.7	 87.7	 87.7
3	 50	 1.33	 90	 100 200 5.0 4.9 7.9 7.8	 88.1	 88.1
4	 100	 0.13	 30	 50	 100 9.6 9.3 5.4 5.6	 89.2	 89.3
5	 100	 0.67	 60	 100 200 11.1 11.3 4.6 4.3	 87.1	 87.0
6	 100	 1.33	 90	 25	 0 10.0 10.0 6.5 6.6	 84.7	 84.7
7	 200	 0.13	 60	 25	 200 19.9 20.2 1.6 1.7	 86.6	 86.6
8	 200	 0.67	 90	 50	 0 21.6 21.6 1.9 2.0	 82.3	 82.4
9	 200	 1.33	 30	 100 100 20.9 20.9 1.8 1.6	 85.6	 85.3
10	 50	 0.13	 90	 100 100 4.8 4.6 7.3 7.0	 87.6	 87.6
11	 50	 0.67	 30	 25	 200 5.0 4.9 6.9 7.1	 89.1	 89.1
12	 50	 1.33	 60	 50	 0 4.9 4.8 7.8 7.7	 87.4	 87.4
13	 100	 0.13	 60	 100 0 9.7 9.7 6.1 5.9	 87.0	 87.0
14	 100	 0.67	 90	 25	 100 11.1 11.6 6.0 5.8	 83.7	 83.7
15	 100	 1.33	 30	 50	 200 10.7 10.8 5.5 5.7	 88.4	 88.3
16	 200	 0.13	 90	 50	 200 19.5 19.4 1.0 1.1	 83.1	 83.1
17	 200	 0.67	 30	 100 0 22.1 22.0 1.2 1.3	 85.7	 85.7
18	 200	 1.33	 60	 25	 100 20.5 20.5 1.4 1.3	 83.9	 83.7
	
	 	



Al‐Refaie, Lepkova, Abbasi, Bani Domi 
 

314  Advances in Production Engineering & Management 15(3) 2020

 

Table	6	Optimization	results	for	sputtering	process	for	each	response	replicate	
Factors	 	ଵଵݕ 	ଵଶݕ ଶଵݕ ଶଶݕ 	ଷଵݕ ଷଶݕ
ଵݔ
∗	 92.60 94.03	 200.00 200.00 50.00	 50.00
ଶݔ
∗	 1.33 1.33	 1.33 1.33 1.31	 0.13
ଷݔ
∗	 30.00 30.00	 30.00 30.00 30.00	 30.00
ସݔ
∗	 25.00 25.00	 25.00 25.00 25.50	 25.00
ହݔ
∗
  200.00 1.24	 1.22 4.71 1.24	 1.24

3. Results and discussion	
In	Step	V,	 two	case	studies	were	utilized	to	 illustrate	the	proposed	procedure.	The	optimal	re‐
sults	 for	each	case	study	are	discussed	and	compared	with	 those	obtained	by	previously	used	
techniques	in	the	following	subsections.	

3.1 Optimal wire electrical‐discharge machining 

Using	Lingo	11	package,	the	combinations	of	the	fuzzy	optimal	factor	settings	for	each	of	models	
ܽ,	ܾ,	ܿ,	݀	and	݁	of	the	Wire	electrical‐discharge	machining	were	obtained	and	are	then	listed	in	
Table	 7.	 For	 example,	 the	 obtained	 combination	 of	 optimal	 factor	 settings	 ଵݔ)

ଶݔ	,∗
∗  ଷݔ	,

∗  ସݔ	,
∗) by	

solving	model	a	is	(0.9019,	4.00,	8.00,	8.331). 
Finally,	the	ݕ෤ଵ	and	ݕ෤2	values	of	MRR	and	SR,	respectively,	are	calculated	at	all	combinations	of	

optimal	factor	settings	and	found	to	be	(51.05,	56.96,	59.22,	61.21,	70.02)	and	(1.31,	2.48,	2.72,	
2.89,	 4.16)	mm2/min,	 respectively.	 The	 results	 reveal	 the	 effect	 of	 process	 variability	 on	MRR	
(LTB	type)	and	SR	(STB	type).	For	illustration,	when	the	combination	of	optimal	process	factor	
settings	by	model	a	is	selected,	the	MRR	and	SR	are	51.05	and	1.31,	respectively.	However,	when	
the	optimal	combination	of	factor	settings	by	model	݁	is	chosen,	the	MRR	and	SR	are	70.02	and	
4.16,	 respectively.	Clearly,	model	ܽ	provides	 the	 largest	 improvement	 in	 SR,	whereas	model	e	
provides	 the	 largest	 improvement	 in	 MRR.	 Consequently,	 process	 engineering	 can	 select	 and	
then	control	the	proper	combination	of	optimal	settings	from	models	ܽ	to	݁	that	satisfies	product	
requirements. 
 

Table	7	Fuzzy	optimal	factor	settings	for	WEDM	
Optimal	level	 Model	ܽ	 Model	ܾ Model	ܿ Model	݀	 Model	݁

෤ଵݔ
∗	 0.9019	 0.8809 0.9045 0.9067	 0.8810
෤ଶݔ
∗	 	4.0000	 4.1870 4.2220 4.6920	 4.9460
෤ଷݔ
∗	 8.0000	 8.0000 8.0000 8.0000	 8.0000
෤ସݔ
∗	 8.3310	 8.0000 8.0000 8.0000	 8.8750

3.2 Optimal sputtering process  

Solving	 models	 ܽ	 to	 ݁	 of	 the	 sputtering	 process,	 the	 combination	 of	 optimal	 factor	 settings	
ଵݔ)

ଶݔ	,∗
ଷݔ	,∗

ସݔ	,∗
∗) were	found	determined	and	displayed	in	Table	8.	

Then,	 the	ݕ෤ଵ,	ݕ෤ଶ,	 and	ݕ෤ଷ	values	 for	DR	 (nm/min),	ER	 (10‐4	Ω	cm),	 and	OT	 (%),	 respectively,	
were	calculated	at	the	optimal	factor	settings	of	models	ܽ,	ܾ,	ܿ,	݀	and	݁	and	found	to	be	(11.895,	
12.282,	14.886,	18.071,	21.946),	(2.848,	3.942,	4.098,	4.784,	5.19)	and	(88.218,	88.276,	88.395,	
88.626,	89.174),	respectively.	Obviously,	the	combinations	of	optimal	factor	settings	vary	due	to	
the	observed	 fuzziness	 in	 the	DR,	ER,	and	OT.	For	example,	 the	DR	value	at	optimal	 setting	of	
model	ܽ	is	11.895,	while	it	is	21.946	using	optimal	setting	of	model	݁.	Note	that	the	optimal	set‐
ting	of	factor	ݔସ,	ݔସ

∗,	changes	from	62.852	to	25.	Similarly,	optimal	setting	of	factor	ݔଵ,	ݔଵ
∗,	changes	

from	127.605	to	195.153.	Although	the	optimal	settings	of	model	e	results	in	improving	the	DR	
(LTB	 type),	 but	 it	worsens	 the	ER	 (STB	 type).	 Consequently,	 process	 engineers	 should	decide	
and	control	the	settings	of	these	two	factors	to	avoid	the	negative	impacts	of	their	variations	on	
quality	characteristics.	
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Table	8	Fuzzy	optimal	factor	settings	for	sputtering	process		
Factor	 Model	ܽ	 Model	ܾ Model	ܿ Model	݀	 Model	݁
ଵݔ
∗	 127.605	 129.091 143.363 161.715	 195.153
ଶݔ
∗	 0.130	 0.130 0.130 0.130 0.130	
ଷݔ
∗	 30.00	 30.000 30.000 30.000 30.000
ସݔ
∗	 62.852	 63.852 69.967 60.160 25.000
ହݔ
∗	 0.000	 0.000	 0.000	 0.000 0.000	

3.3 Comparison of the results 

For	WEDM	process,	 the	 comparison	between	 the	 optimization	 results	 by	ANN	 [13]	 and	 these	
obtained	by	 the	proposed	procedure	 is	made	 in	Table	9,	where	 it	 is	noticed	 that	 at	 the	 initial	
(ANN)	 process	 factor	 settings	 of	 WEDM	 process,	 the	 values	 of	 MRR	 (mm2/min)	 and	 SR	
(mm2/min)	were	64	(71)	and	3.48	(3.198),	respectively.	However,	these	approaches	fail	to	con‐
sider	the	effects	of	process	variations/fuzziness	on	quality	responses.	Using	the	proposed	pro‐
cedure,	the	MRR	and	SR	values	of	(51.05,	56.96,	59.22,	61.21,	70.02)	and	(1.31,	2.48,	2.72,	2.89,	
4.16),	 respectively.	This	result	clearly	reveals	 the	existence	of	 fuzziness	between	 the	observed	
measurements	of	each	response	replicates,	which	 is	 ignored	when	optimizing	process	settings	
by	 ANN,	 thereby	 misleading	 process	 engineers.	 Moreover,	 the	 proposed	 procedure	 provides	
better	understanding	on	how	to	choose	the	optimal	factor	settings	that	satisfy	both	quality	re‐
sponses.	In	other	words,	if	the	SR	(mm2/min)	is	more	important	than	the	MRR,	the	minimal	val‐
ue	 that	 can	 be	 reached	 by	ANN	 technique	 is	 3.198.	However,	 utilizing	 the	 optimal	 settings	 of	
model	ܽ	from	the	proposed	approach	results	in	reducing	the	values	of	SR	and	MRR	to	1.31	and	
51.05,	 respectively.	 Further,	 the	ANN	 technique	 requires	defining	 initial	parameter	 settings	of	
learning	and	prediction	stages	which	are	usually	unknown,	which	the	uncertainty	in	the	decision	
making	process	about	optimal	factor	settings.	

Table	10	displays	the	comparison	between	the	DR,	ER,	and	OT	values	at	the	initial	and	the	op‐
timal	 factor	 settings	 of	 the	 sputtering	 process	 using	 the	 Grey‐Taguchi	 [14]	 and	 the	 proposed	
approach.	It	is	found	that	the	DR	(nm/min),	ER	(10‐4	Ω	cm),	and	OT	(%)	values	at	initial	(Grey‐
Taguchi)	 factor	 settings	 were	 21.033	 (20.922),	 11.9	 (8.627)	 and	 86.627	%	 (90.00	%).	While,	
their	 corresponding	 values	 by	 using	 the	 proposed	 procedure	 are	 (11.895,	 12.282,	 14.886,	
18.071,	21.946),	(2.848,	3.942,	4.098,	4.784,	5.19),	and	(88.218,	88.276,	88.395,	88.626,	89.174),	
respectively.	Obviously,	settings	process	factors	of	sputtering	process	at	those	obtained	by	mod‐
el	e	of	the	proposed	approach	leads	to	achieve	significant	improvement;	that	is,	DR,	ER,	and	OT	
values	of	21.946,	5.19,	and	89.174,	respectively,	in	the	three	quality	responses	when	compared	
to	those	at	the	initial	and	the	Grey‐Taguchi	method.	Further,	the	Grey‐Taguchi	method	is	a	non‐
parametric	 approach	 that	 cannot	 guarantee	 optimal	 factor	 settings	 and	 failed	 to	 consider	 the	
effect	of	fuzziness	on	the	three	quality	characteristics.	
		

Table	9	MRR	and	SR	at	the	combination	of	optimal	fuzzy	factor	settings	of	WEDM	
Response	 Initial	setting	 ANN	[13] Proposed	models	

MRR	(mm2/min)	 64	 71 (51.05,	56.96,	59.22,	61.21,	70.02)
SR	(mm2/min)	 3.48	 3.198 (1.31,	2.48,	2.72,	2.9,	4.16)	

	
Table	10	MRR	and	SR	at	the	combination	of	optimal	fuzzy	factor	settings	of	sputtering	process	

Response	 Initial	setting	 Grey‐Taguchi	[14] Proposed	models	
DR	(nm/min,	LTB)	 21.033	 20.922 (11.895,	12.282,	14.886,	18.071,	21.946)
ER	(10‐4	Ω	cm,	STB)	 11.9	 8.627 (2.848,	3.942,	4.098,	4.784,	5.19)

OT	(%,	LTB)	 86.148	 90 (88.218,	88.276,	88.395,	88.626,	89.174)
	

In	summary,	the	proposed	procedure	has	the	following	advantages:	

 effectiveness	in	dealing	with	fuzziness	through	the	use	of	pentagon	fuzzy	regression	mod‐
els;	

 depiction	of	 the	 relationship	between	quality	 response	and	process	 factors,	which	helps	
process	engineers	in	identifying	the	critical	process	factors	and	determining	the	required	
adjustments	in	process	levels	to	increase	the	anticipated	improvements	in	desirable	quali‐
ty	responses;	
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• guaranteeing optimality of factor levels, and 
• conveying valuable information to process engineers in understanding the impact of fuzz-

iness on process performance and then guiding them to take proper improvement actions. 

4. Conclusion 
This research proposed an efficient procedure for optimizing process performance for fuzzy 
multiple quality responses utilizing pentagon regression modelling. Initially, the optimal factor 
settings were determined for each replicate of a quality response. Then, the optimal factor set-
tings for the replicates of each quality response were combined to construct a pentagon fuzzy 
regression model for this quality response. The combinations of fuzzy responses, desirability, 
and deviations values were constructed and utilized in formulating an optimization model, 
which was then solved for each element of the pentagon fuzzy number to decide optimal factor 
settings for multiple quality responses concurrently. Two case studies were employed for illus-
tration, where the results of both cases revealed that the proposed procedure efficiently dealt 
with fuzziness problem in quality responses.  In conclusion, the developed optimization proce-
dure provided valuable assistance to process engineering when optimizing process performance 
for fuzzy multiple quality responses. 
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A B S T R A C T	   A R T I C L E   I N F O	

Self‐excited	 chatter	 vibrations	 are	 one	 of	 factors	 affecting	 the	 reduction	 of
cutting	efficiency,	especially	while	machining	highly	compliant	machine	parts.	
Their	occurrence	can	be	limited	by	the	proper	technological	parameters	selec‐
tion.	 These	 parameters	 can	 be	 determined	 by	 analysing	 the	 cutting	 process
stability,	 which	 requires	 knowledge	 of	 the	 machine‐tool‐workpiece	 system
dynamic	properties.	Normally,	these	properties	are	determined	experimental‐
ly,	which	is	troublesome	in	industrial	practice.	This	article	presents	a	method
in	which	 dynamic	 properties	 are	 calculated	 by	 single‐board	 computer	 inte‐
grated	 with	 a	 Computer	 Numerical	 Control	 (CNC)	 system,	 with	 no	 need	 to	
carry	 out	 additional	 experimental	 tests.	 It	 is	 possible	 with	 the	 receptance	
coupling	 approach	 which	 allows	 for	 obtaining	 the	 workpiece	 geometry	 by	
analyzing	 the	machining	 program	 and	 then	 determining	 the	machine	 tool	 –
workpiece	system	dynamic	properties.	These	properties	are	the	input	to	the	
presented	algorithm	 that	 facilitates	 the	 selection	of	 cutting	parameters	 ena‐
bling	stable	turning	of	highly	compliant	machine	parts.	The	presented	system	
is	dedicated	 to	 turning	but	can	also	be	adapted	 to	determine	 the	stability	of	
milling	with	flexible	tools.	
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1. Introduction 

Research	 works	 on	 the	 suppression	 of	 self‐excited	 chatter	 vibrations	 that	 were	 initiated	 by	
Tlusty	 [1]	 and	Tobias	 [2]	who	 found	 that	 vibration	during	machining	 results	 from	 the	 loss	 of	
process	 stability.	 The	 chatter	 suppression	 is	 still	 the	 subject	 of	 scientific	 research	 conducted	
around	the	world,	which	still	does	not	provide	a	universally	effective	solution	of	 this	problem.	
Performing	the	cutting	with	chatter	vibration	negatively	affects	the	quality	of	the	machined	sur‐
face,	shortens	the	tool	life	and	can	ultimately	lead	to	machine	tool	failure	[3].	Avoiding	the	chat‐
ter	vibrations	is	a	particularly	challenging	task	while	machining	flexible	parts	(e.g.	slender	shafts	
turning),	as	presented	by	Powałka	et	al.	 in	[4]	or	Kaliński	et	al.	 in	[5].	A	detailed	review	of	the	
most	important	chatter	suppression	techniques	and	chatter	vibration	research	was	presented	by	
M.	Siddhpura	et	al.	in	[6]	and	J.	Munoa	et	al.	in	[7].		

Basically,	two	approaches	concerning	chatter	suppression	can	be	distinguished:	introduction	
of	process	modification	to	maintain	its	stability	or	search	for	a	range	of	stability	within	the	exist‐
ing	process	[8].	The	first	group	consists	of	hardware	solutions	and	may	refer	to	solutions	intro‐
duced	at	the	stage	of	machine	tool	construction	or	implementation	of	improvements	to	the	exist‐
ing	 machine	 tools.	 An	 innovative	 approach	 to	 the	 construction	 of	 machine	 tools	 in	 terms	 of	
providing	higher	resistance	to	vibration	during	machining	was	presented	by	Dunaj	et	al.	 in	[9–
11].	They	proposed	the	construction	of	the	machine	tool	body	as	a	welded	steel‐polymer	concen‐
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trate	 frame,	which	significantly	 increases	 the	vibration	damping	capacity.	Another	solution	 for	
increasing	the	vibration	damping	capacity	is	the	introduction	of	additional	damping	elements	to	
the	 structure	 such	 as	 epoxy	 coating	 of	 the	 linear	 guide	 system	 foundation	 for	 the	milling	ma‐
chine	proposed	by	Powałka	et	al.	[12]	or	the	introduction	of	additively	manufactured	vibration	
eliminators	presented	by	Dunaj	et	al.	 in	 [13].	Process	modification	at	a	 later	 stage	 that	 can	be	
implemented	on	an	existing	machine	tool	is	the	use	of	active	vibration	eliminators,	as	proposed	
by	 Parus	 et	 al.	 in	 [14]	 or	 Brecher	 et	 al.	 in	 [15].	 The	 second	 group	 of	 methods,	 consisting	 of	
searching	 for	areas	of	machining	stability,	can	be	defined	as	a	software	solution.	Ensuring	cut‐
ting	stability	is	done	through	a	selection	of	machining	parameters	(spindle	rotational	speed	and	
cutting	depth)	for	which	the	chatter	vibrations	do	not	occur.	The	elementary	method	for	select‐
ing	these	parameters	is	stability	lobes,	presenting	the	cutting	depths	at	which	chatter	occurs	as	a	
function	 of	 spindle	 rotational	 speed	 [16‐18].	 The	 stability	 lobes	 are	 determined	 based	 on	 the	
dynamic	properties	of	using	a	machine	tool‐workpiece	system.	These	properties,	like	frequency	
response	function	(FRFs)	can	be	determined	in	numerous	ways.	The	experimental	methods	as‐
sume	carrying	out	impulse	tests,	where	the	accelerometers	measure	the	system’s	response	ex‐
cited	with	a	modal	hammer	 [19].	However,	 this	 solution	 is	dedicated	mainly	 to	 research	units	
with	highly	specialized	measuring	equipment	and	qualified	staff	to	perform	the	experiment.	An	
alternative	 to	experimental	measurements	 is	 the	model‐based	approach,	which	consists	 in	de‐
termining	the	machine	tool‐workpiece	system	FRFs	using	a	finite	element	method	[20‐22].	Such	
methods,	 however,	 remain	 computationally	 complex,	 and	 achieving	 good	 results	 requires	 ex‐
pensive	software	and	highly	experienced	staff.	A	solution	that	incorporates	the	advantages	of	an	
experimental	and	model	approach	is	the	use	of	the	receptance	coupling	[23].	The	dynamic	prop‐
erties	of	the	machine	tool	are	determined	experimentally	and	the	compliant	part	of	the	system	
(a	tool	or	a	workpiece)	is	modeled	analytically,	as	presented	for	milling	by	Park	et	al.	in	[24]	or	
for	turning	by	Jasiewicz	et	al.	in	[25].	

	The	 operation	 of	 CNC	machine	 tools	 requires	 the	 operator	 experience	 in	 programming	 as	
well	as	knowledge	of	technological	issues.	Manufacturers	of	the	most	common	CNC	control	sys‐
tems	 provide	 solutions	 using	 a	 graphic	 interface,	 significantly	 simplifying	 programming	 in	 G‐
code	(Shopturn/ShopMill	by	Siemens	or	Manual	Guide	by	Fanuc).	CNC	control	systems	are	also	
often	modified	by	machine	tool	manufacturers	by	introducing	their	own	human‐machine	inter‐
faces	 (e.g.,	Celos	by	DMG	Mori	or	Mazatrol	by	Mazak).	This	 introduces	 the	possibility	of	using	
different	CNC	systems	 in	 the	same	machine	tool	model	while	maintaining	a	consistent	graphic	
design	of	 the	operator	panels.	Furthermore,	 touch	screens,	3D	graphics	or	gesture	control	are	
visually	 attractive	 and	 increase	 the	 comfort	 of	 using	 the	 machine.	 However,	 despite	 the	 im‐
provement	in	terms	of	machine	tool	operation	and	programming,	the	issue	of	optimal	technolog‐
ical	parameters	selection	remains	without	additional	support.	In	some	cases,	an	arbitrary	selec‐
tion	of	the	parameters	proposed	by	the	tool	manufacturer	will	be	sufficient.	However,	when	ma‐
chining	compliant	parts	where	there	is	a	risk	of	vibration,	additional	support	in	this	area	can	be	
particularly	helpful.	One	of	the	solutions	offered	by	machine	tool	manufacturers	in	the	Machin‐
ing	Navi	system	by	Okuma.	Based	on	the	acoustic	analysis	of	 the	process,	 in	case	of	vibrations	
during	machining,	it	proposes	to	change	the	spindle	speed.	However,	as	in	all	commercial	solu‐
tions,	the	operation	of	the	system	is	a	trade	secret	and	the	manufacturer	does	not	provide	tech‐
nical	details	for	the	solution.	Machining	optimization	systems	that	can	be	integrated	into	a	ma‐
chine	tool	have	been	the	subject	of	research	for	many	research	teams.	Passive	systems	for	chat‐
ter	suppression	are	based	only	on	software	solutions.	Intelligent	optimization	of	machining	pa‐
rameters	 for	 turning	using	 the	 evolutionary	 algorithms	was	presented	by	Mia	 et	 al.	 in	 [26].	A	
solution	 in	which	computer	numerical	control	parameters	are	optimized	using	fuzzy	 logic	was	
proposed	by	Chiu	et	al.	in	[27].	Jasiewicz	et	al.	[28]	proposed	a	parameter	selection	assistant	for	
turning	 integrated	 into	 the	CNC	 system.	 Sun	 et	 al.	 developed	 in	 [29]	 a	 chatter	 detection	 algo‐
rithm	based	on	variable‐scale	wavelet	packet	entropy.	Active	methods	 for	chatter	suppression	
are	also	very	popular.	Apart	from	software	solutions,	they	use	additional	devices	integrated	with	
the	CNC	machine	system.	An	active	control	approach	using	 two	piezoelectric	actuators	and	an	
adaptive	neural‐network‐based	controller	was	proposed	by	Liu	et	al.	in	[30].	Another	active	con‐
trol	method	 consisting	of	 an	 adaptive	 sliding‐mode	 controller	 and	a	displacement	 field	 recon‐
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struction	method	for	chatter	suppression	was	developed	by	Ma	et.al.	in	[31].	Chen	et.	al.	in	[32]	
used	an	in‐house	designed	magnetic	actuator	for	an	active	damping	method	of	boring	bars.	The	
popularity	of	integrating	passive	and	active	systems	solutions	into	CNC	systems	will	grow	due	to	
increasing	 computational	 power	 of	 CNC	 systems	 and	 introducing	 build‐in	 sensors	 in	 the	ma‐
chine‐tools.	This	creates	the	possibility	to	continuous	monitoring	and	impact	on	the	machining	
process.	Another	difficulty	in	developing	a	universal	solution	is	the	large	variety	of	materials	and	
geometry	of	workpieces.	In	[33]	highlights	some	factors	which	affect	the	formation	of	a	protec‐
tive	built‐up	layer	(BUL)	on	the	rake	face	of	the	cutting	tool	when	cutting	magnesium	alloys.	In	
other	work	[34]	the	authors	focus	on	the	problem	of	control	of	the	accuracy	of	forming	elastic‐
deformable	shafts	with	low	rigidity.	The	paper	focuses	on	analyzing	fundamental	factors	affect‐
ing	 the	 accuracy	 of	machining	 of	 low‐rigidity	 shafts	 like	 stiffness,	 the	 geometry	 of	 the	 cutting	
tool,	 lathe	 temperature,	 degree	 of	 cutting	 tool	 wear,	 cutting	 tool	 strength,	 lubrication‐cooling	
fluid,	and	machining	parameters	are	presented.	

This	article	presents	the	concept	of	a	low‐cost	system	supporting	the	selection	of	turning	pa‐
rameters	on	a	 lathe	with	a	FANUC	CNC	 system.	The	 first	part	 concerns	 the	 issues	of	 ensuring	
machining	stability	and	the	procedure	for	determining	the	FRFs	of	the	machine	tool‐workpiece	
system	using	the	receptance	coupling	approach.	The	second	part	presents	the	idea	of	a	system	
supporting	the	selection	of	machining	parameters,	and	subsequently,	the	implementation	of	the	
assistant	 for	 a	 CNC	 lathe	 equipped	with	 a	 FANUC	 control	 system.	 The	 summary	 presents	 the	
results	of	an	experimental	study	as	well	as	conclusions.		

2. Materials and methods 

This	subsection	presents	issues	related	to	the	problems	of	self‐excited	chatter	vibrations	occur‐
ring	during	machining,	and	a	method	for	determining	the	stability	of	machining	using	stability	
lobes.	Moreover,	the	receptance	coupling	procedure	is	described,	which	allows	for	determining	
the	machine	tool‐workpiece	system's	frequency	response	function,	obligatory	for	evaluating	the	
stability	lobes.	

2.1 Background on turning stability 

The	reason	for	the	occurrence	of	vibration	during	machining	is	the	loss	of	cutting	process	stabil‐
ity.	Most	cutting	operations,	including	turning,	involve	machining	so	that	the	tool	tip	moves	over	
a	previously	machined	surface.	If	one	of	the	vibration	modes	of	the	machine	tool	system	(usually	
the	dominant	one,	the	first	mode)	is	excited	by	cutting	forces,	a	wavy	trace	is	formed	on	the	ma‐
chined	surface.	In	the	case	of	turning,	the	edge	of	the	tool	will	meet	this	trace	at	the	next	rota‐
tion,	which	leads	to	a	temporary	change	of	the	chip	thickness	and	hence,	a	temporary	increase	of	
cutting	and	as	a	result,	the	formation	of	a	new	wave	(trace).	This	phenomenon	is	known	as	re‐
generative	chatter.	Research	concerning	this	phenomenon	carried	out	over	the	years	shows	that	
ensuring	the	stability	of	machining	depends	on	the	appropriate	selection	of	the	depth	of	cut.	The	
limiting	depth	of	cut	ܽ௟௜௠	for	turning	can	be	provided	as:	
	

ܽ௟௜௠ ൌ െ
1

ሺ݆߱ሻሻܩ௥ܴ݁ሺܭ2
	 (1)

	

where:	ܭ௥	–	cutting	force	coefficient,	ܴ݁ሺܩሺ݆߱ሻሻ	–	real	part	of	the	FRF	ܩሺ݆߱ሻ	determined	for	the	
compliant	part	of	the	machine	tool	system.		
	 For	slender	shaft	turning	the	FRF	is	evaluated	for	the	workpiece,	while	for	a	boring	process,	
where	tools	usually	have	long	overhangs,	FRF	is	determined	at	the	tool	tip.	From	Eq.	1	it	can	be	
seen	that	to	determine	the	cutting	depth	limit	(which	should	be	positive)	negative	values	of	the	
real	part	of	the	FRF	are	required,	as	shown	in	Fig.	1a.	The	part	marked	"negative	real"	is	directly	
used	to	determine	stability	lobes,	by	converting	to	rotational	speeds	using	Eq.	2	and	then	repli‐
cating	for	subsequent	positive	integers	݇	as	shown	in	Fig.	1b.	
	

௖ܰ ൌ
60 ∙ ௖݂

݇
, for ݇ ൌ 1,2. . , ݊	 (2)
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Variable	 ௖݂	is	the	chatter	frequency	and	݇	is	a	positive	integer	(representing	the	lobe	number).	
The	stability	 lobes	separate	the	stable	and	unstable	machining	area.	Therefore,	by	selecting	

the	appropriate	spindle	speed	and	cutting	depth,	chatter	vibration	can	be	avoided.	The	stability	
lobes	presented	in	Fig.	1b	require	the	FRF	of	the	machine	tool	system	and	cutting	force	coeffi‐
cient	that	describes	the	interaction	between	the	workpiece	(it	is	material)	and	the	tool.	In	order	
to	determine	a	stable	cutting	depth	for	specific	spindle	speed,	the	coefficients	are	evaluated	ex‐
perimentally	for	a	specific	set	of	the	tool	and	the	workpiece	material.	Omitting	the	influence	of	
the	coefficient	does	not	allow	for	specifying	the	cutting	depth	limit,	however	it	is	still	suitable	for	
the	 selection	 of	 spindle	 speed.	 Although	 this	 solution	 does	 not	 guarantee	 full	 effectiveness	 in	
ensuring	 machining	 stability,	 the	 complex	 experimental	 procedure	 is	 omitted,	 making	 use	 of	
stability	lobes	more	accessible	for	less	advanced	machining	systems.	
	

	
																																																													a)																																																																																																									b)	

Fig.	1	a)	Real	part	FRF	of	the	machine	tool	system;	b)	Graphic	representation	of	determining	the	stability	lobes	

2.2 Receptance coupling 

The	frequency	response	functions	of	the	machine	tool‐workpiece	system,	needed	for	the	stabil‐
ity	lobes	calculation,	can	be	determined	using	the	receptance	coupling	approach	(RCA).	To	per‐
form	the	synthesis	of	 the	dynamic	properties	of	 the	coupled	system,	 the	FRFs	 for	 the	selected	
points	of	its	subassemblies	are	required.	The	developed	procedure	applies	to	the	case	in	which	
slender	shafts	are	machined.	Therefore,	this	system	consists	of	a	lathe	spindle	with	a	three‐jaw	
chuck	 (subassembly	 "1")	 and	 a	workpiece,	 i.e.	 a	 rod	 (subassembly	 "2").	 The	 components	 and	
their	local	coordinates	are	presented	in	Fig.	2a	and	the	coupled	system	in	Fig.	2b.	
	 The	 modelled	 system	 consists	 of	 three	 points:	 “1”	 ‐	 point	 of	 the	 fixture	 spindle	 three‐jaw	
chuck	‐	workpiece,	“2”	a	tool	point	which	can	be	arbitrarily	oriented	along	the	axis	of	the	work‐
piece,	“3”	point	at	the	end	of	the	workpiece.	For	turning,	dynamic	properties	in	the	x	direction	
have	a	major	impact	on	chatter	vibrations,	therefore	for	the	receptance	coupling	procedure	the	
other	directions	have	been	neglected.		

	
																																																								a)																																																																																																	b)	

Fig.	2	a)	The	system	subassemblies	in	the	local	coordinates;	b)	The	coupled	system	
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However,	 the	use	of	receptance	coupling	for	turning	 involves	 the	difficulty	of	modelling	the	
interaction	 between	 the	workpiece	 and	 the	 three‐jaw	 chuck.	 It	 is	 analogous	 to	modelling	ma‐
chine	(spindle	and	holder)	 tool	 joint	 for	milling,	 for	which	the	RCA	method	 is	most	commonly	
used.	 Phenomena	 that	 occur	 when	 modelling	 such	 a	 fixture	 are	 presented,	 among	 others	 by	
Schmitz	in	[35].	To	obtain	correct	calculation	results,	additional	consideration	of	rotational	de‐
grees	of	freedom	(RDOF)	for	the	spindle	‐	workpiece	connection	is	required.	
	 A	Timoshenko	beam	model	can	be	used	in	order	to	evaluate	dynamic	properties	of	the	work‐
piece.	First,	 information	on	geometry	(diameter	and	length)	and	material	properties	are	given,	
then	boundary	conditions	are	imposed	(in	this	case	“free	–	free”)	and	finally	the	required	FRFs	
can	be	calculated.	
	 Matrix	 equations	 describing	 the	 dynamic	 properties	 of	 system	 components	 for	 receptance	
coupling	procedure	are	given	as	follows:	
	

ቂ
௦ଵݔ
߮௦ଵ

ቃ ൌ ൤
௦ଵଵܪ ௦ଵଶܪ
௦ଶଵܪ ௦ଶଶܪ

൨ ∙ ൤
௦ଵܨ
௦ଵܯ

൨	 (3)
	

቎

௕ଵݔ
߮௕ଵ
௕ଶݔ
௕ଷݔ

቏ ൌ ൦

௕ଵଵܪ ௕ଵଶܪ ௕ଵଷܪ
௕ଶଵܪ ௕ଶଶܪ ௕ଶଷܪ
௕ଷଵܪ ௕ଷଶܪ ௕ଷଷܪ

௕ଵସܪ
௕ଶସܪ
௕ଷସܪ

௕ସଵܪ ௕ସଶܪ ௕ସଷܪ ௕ସସܪ

൪ ∙ ൦

௕ଵܨ
௕ଵܯ
௕ଶܨ
௕ଷܨ

൪	 (4)

	

where:	ݔ	–	the	x	direction	translational	displacement,	߮	rotation	angle,	ܪ௦	–	spindle	FRFs,	ܪ௕	–	
workpiece	FRFs,	ܨ	–	force,	ܯ	–	torque.	
	 For	the	spindle,	 the	translational	FRF	ܪ௦ଵଵ	can	be	determined	by	 impulse	testing.	However,	
the	RCA	also	requires	the	rotational	FRFs	(ܪ௦ଵଶ,	ܪ௦ଶଵ,	and	ܪ௦ଶଶ)	and	the	experimental	determi‐
nation	 of	 these	 is	 troublesome.	 The	methods	 provided	 for	 the	 experimental	 determination	 of	
RDOFs	in	practice	turn	out	to	be	sensitive	to	measurement	inaccuracies	or	have	numerous	limi‐
tations	resulting	from	the	fact	that	they	were	mainly	developed	for	tool‐holder	joints	in	milling.	
The	issue	of	experimental	determination	of	rotational	FRFs	for	lathe	applications	was	explored	
by	Jasiewicz	and	Powałka	in	[33]	where	the	Extended	Inverse	Receptance	Coupling	(EIRC)	pro‐
cedure	was	presented.	The	method	assumes	the	determination	of	the	FRF	of	a	spindle	using	the	
inverse	receptance	coupling.	The	translational	transfer	functions	of	the	system	spindle	‐	rod	are	
evaluated	experimentally	(by	impact	testing)	and	the	system	is	decoupled	so	that	the	FRF	of	the	
subassembly,	 i.e.,	 the	 spindle,	 can	 be	 obtained.	Moreover,	 in	 order	 to	 increase	 the	 calculation	
accuracy,	the	number	of	measurement	configurations	has	been	extended.	The	EIRC	method	was	
used	to	determine	spindle	FRFs.	
	 While	having	 the	 transfer	 functions	of	 the	workpiece	 and	 the	 spindle,	 the	RCA	 can	be	per‐
formed	to	evaluate	the	machine	tool	system	dynamic	properties.	The	relationships	between	the	
points	of	the	system	constitute	boundary	conditions	and	equilibrium	of	forces.	Moreover,	 local	
coordinates	(for	separate	subassemblies)	are	replaced	by	the	global	ones	(for	a	coupled	system):	
	

ቄ
ௌଵݔ ൌ ௕ଵݔ ൌ ଵݔ
߮௦ଵ ൌ ߮௕ଵ ൌ ߮ଵ

, ൜
ௌଵܨ ൅ ௕ଵܨ ൌ ଵܨ
௦ଵܯ ൅ ௕ଵܯ ൌ ଵܯ

	 (5)
	

By	 including	 boundary	 conditions	 and	 equilibrium	 of	 forces	 in	 the	 spindle	 (Eq.	 3)	 and	 beam	
(Eq.4)	matrices	the	coupled	system	matrix	equation	is	obtained:		
	

቎

ଵݔ
߮ଵ
ଶݔ
ଷݔ

቏ ൌ ܶ ∙ ൦

௕ଵଵܪ ௕ଵଶܪ ௕ଵଷܪ
௕ଶଵܪ ௕ଶଶܪ ௕ଶଷܪ
௕ଷଵܪ ௕ଷଶܪ ௕ଷଷܪ

௕ଵସܪ
௕ଶସܪ
௕ଷସܪ

௕ସଵܪ ௕ସଶܪ ௕ସଷܪ ௕ସସܪ

൪ ∙ ൦

ଵܨ
ଵܯ
ଶܨ
ଷܨ

൪	 (6)

	

	 In	the	matrix	equation,	Eq.	6,	the	dynamic	properties	of	the	coupled	system	are	determined	as	
the	 product	 of	 the	matrix	 ܶ	 and	 the	matrix	 containing	 beam	FRFs.	 The	ܶ	matrix	 contains	 the	
spindle	and	beam	FRFs	and	is	given	as:	
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ܶି૚ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
1ۍ ൅

ௌଶଶܪ௕ଵଵܪ െ ௌଵଶܪ௕ଵଶܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

ௌଵଵܪ௕ଵଶܪ െ ௌଵଶܪ௕ଵଵܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

0 0

ௌଶଶܪ௕ଶଵܪ െ ௌଵଶܪ௕ଶଶܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

1 ൅
ௌଵଵܪ௕ଶଶܪ െ ௌଵଶܪ௕ଶଵܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

0 0

ௌଶଶܪ௕ଷଵܪ	 െ ௌଵଶܪ௕ଷଶܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

	
ௌଵଵܪ௕ଷଶܪ െ ௌଵଶܪ௕ଷଵܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

1 0

ௌଶଶܪ௕ସଵܪ െ ௌଵଶܪ௕ସଶܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

ௌଵଵܪ௕ସଶܪ െ ௌଵଶܪ௕ସଵܪ
ௌଶଶܪௌଵଵܪ െ ௌଶଵܪௌଵଶܪ

0 1
ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

	 (7)

	 Using	the	RCA	procedure	presented,	FRFs	of	the	machine	tool	system	are	obtained,	which	are	
the	basis	for	predicting	system	stability	and	thus	determining	technological	parameters	to	avoid	
vibrations	during	the	machining.		

2.3 Proposed machining parameters selection system 

The	 beginning	 of	 the	 production	 process	 using	 a	 CNC	machine	 tool	 is	 usually	 the	 analysis	 of	
technical	 documentation,	 i.e.,	 technical	 drawing.	 Then,	 based	 on	 experience	 and	 knowledge	
about	machining	technology,	the	tools	to	perform	the	machining	are	selected.	Regardless	of	the	
system	 in	which	 it	 is	developed,	 the	machining	program	consists	of	 commands	describing	 the	
geometry	of	 the	part,	allowing	the	tool	path	to	be	calculated.	 In	addition,	 the	operation	of	ma‐
chine	 tool	 systems	 is	 controlled	 (e.g.	 spindle	 on/off,	 coolant	 activation,	 tool	 change),	 but	 also	
machining	parameters	must	be	selected.	For	 turning,	 these	 include	 the	 feed,	 the	cutting	depth	
and	 the	 spindle	 rotational	 speed	 (or	 cutting	 speed).	 The	manufacturers	 of	 the	 cutting	 inserts	
usually	provide	the	recommended	ranges	to	facilitate	the	selection	of	optimal	parameters.	How‐
ever,	this	selection	does	not	respect	the	dynamic	properties	of	the	machine	tool‐workpiece	sys‐
tem	 and	 while	 machining	 of	 compliant	 parts,	 a	 small	 change	 in	 parameters	 can	 significantly	
change	the	cutting	conditions	i.e.,	affect	whether	the	machining	will	be	stable	or	whether	vibra‐
tion	will	occur.	As	an	example,	turning	parts	with	a	30	mm	diameter	with	a	tool	 for	which	the	
manufacturer	recommends	the	cutting	speed	from	335	to	450	m/min	gives	a	spindle	rotational	
speed	in	the	range	of	3350‐4770	rpm.	For	a	non‐susceptible	part	(low	length	–	diameter	ratio),	
choosing	a	higher	cutting	speed	will	only	mean	higher	machining	efficiency	with	lower	tool	life,	
while	 for	 lower	 speeds,	 the	 cutting	 process	will	 take	 longer,	 but	more	parts	 can	be	machined	
with	the	same	tool	insert.	However,	for	the	parts	with	high	compliance,	where	the	risk	of	chatter	
vibration	occurrence	during	the	cutting	 is	particularly	high,	 this	 issue	becomes	more	complex.	
For	such	parts,	it	is	justified	to	determine	the	stability	lobes,	representing	the	area	of	stable	and	
unstable	machining,	as	shown	in	Fig.	3.		
	

 
Fig.	3	Selection	of	the	spindle	rotational	speed	on	stability	lobes	diagram	
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Fig.	4	The	concept	of	machining	parameters	selection	system	

	 When	analyzing	the	stability	lobes,	it	can	be	seen	that	at	a	given	cutting	depth,	for	some	spin‐
dle	rotational	speeds	from	the	recommended	speeds	range,	the	machining	will	be	stable,	while	
for	others	the	chatter	vibration	will	occur.	However,	in	practice,	stability	lobes	are	rarely	deter‐
mined	 before	machining	 because	 they	 require	 an	 impact	 test	 to	 be	 carried	 out	 for	 a	 specific	
workpiece	mounted	in	the	spindle	chuck.	This	can	be	done	using	the	specialized	measurement	
equipment,	 software	and	 requires	highly	qualified	 staff.	 For	 these	 reasons,	 this	 solution	 is	un‐
profitable	for	most	small	and	medium‐sized	manufacturing	companies.	The	proposed	approach	
is	a	low‐cost	solution.	Importantly,	the	system	is	integrated	with	the	CNC	system	of	the	machine	
tool,	which	does	not	require	performing	any	calculations	on	an	external	device.	The	concept	of	
the	system	operation	is	presented	in	the	algorithm	in	Fig.	4.		

The	machining	program	is	developed	in	the	same	way	as	for	standard	machining,	except	that	
additionally,	the	cutting	speed	range	must	be	specified.	This	may	be	the	range	provided	by	the	
tool	insert	manufacturer	or	resulting	from	the	programmers	experience.	In	order	to	determine	
the	 properties	 of	 the	machine	 tool‐workpiece	 system	using	 RCA,	 it	 is	 necessary	 to	 have	 FRFs	
matrices	of	workpiece	and	spindle	as	the	input.	The	spindle	properties	are	determined	using	the	
EIRC	method	at	the	stage	of	system	installation	at	the	machine	tool	and	the	FRFs	matrix	is	saved	
in	 the	 single‐board	 computer	 (Raspberry	Pi	4)	memory.	The	dynamic	properties	of	 the	work‐
piece	are	determined	using	the	Timoshenko	beam	model	with	defined	diameter	and	length.	As	
presented	earlier	in	section	2.1,	the	influence	of	the	cutting	force	coefficient	(related	to	material	
properties)	 is	 neglected,	 which	 in	 practice	 means	 that	 only	 "stable"	 rotational	 speeds	 of	 the	
spindle	are	sought.	The	cutting	speed	preselected	in	the	machining	program	is	compared	with	a	
set	of	"stable"	spindle	speeds	and	as	a	result,	the	system	indicates	the	nearest	spindle	rotational	
speed	that	can	contribute	to	chatter	suppression.		
	 In	the	presented	form,	the	method	is	dedicated	for	turning	and	can	be	useful	when	machining	
slender	workpieces.	However,	the	concept	of	the	machining	parameters	selection	system	can	be	
also	applied	to	milling	operations.	The	receptance	coupling	method	is	commonly	used	to	deter‐
mine	the	dynamic	properties	of	the	spindle‐holder	‐tool	system.	However,	 it	should	be	empha‐
sized	that	then	the	use	of	the	system	would	be	justified	for	machining	with	slender	tools,	which,	
due	to	their	geometry,	could	be	analytically	modeled	as	a	beam	with	a	circular	cross‐section.	For	
milling,	 there	 are	 also	 cases	 where	 thin‐walled	workpieces	 are	machined.	 In	 these	 cases,	 the	
application	of	the	presented	system	will	not	be	helpful.		
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3. Results and discussion 

3.1 Implementation of the system in the CNC control 

The	machining	process	assistant	has	been	integrated	with	the	FANUC	CNC	31i	model	B	control	
system.	The	FANUC	control	system	is	a	part	of	a	medium	size	lathe	AFM	TAE	35	"Hanka"	manu‐
factured	 by	 “Andrychowska	 Fabryka	Maszyn	 DEFUM	 S.A”.	 The	 speed	 selection	 algorithm	 has	
been	implemented	in	a	single‐board	computer	Raspberry	Pi	4B	with	Raspbian	OS.	Raspbian	is	an	
open‐source	operating	system	optimized	for	the	SoC	Raspberry	Pi	hardware.	Raspbian	includes	
a	set	of	basic	programs	and	utilities	 that	allows	the	usage	of	 the	Raspberry	Pi.	MATLAB	Coder	
was	used	to	generating	and	deploying	the	C/C++	code	on	Raspberry	Pi.	Communication	between	
RPi	4	 and	NC/PMC	 controller	 is	 implemented	over	 the	Ethernet.	On	 the	CNC	 control	 side,	 the	
Ethernet	 communication	 is	 implemented	 by	 the	 socket	 communication	 (TCP/IP)	with	 FANUC	
Ethernet	Board	with	 the	 "Embedded	Ethernet	 function".	 A	 diagram	of	 the	 communication	be‐
tween	the	system	components,	with	the	libraries	and	software	used,	is	shown	in	Fig.	5a.	

The	first	step	to	integrating	the	developed	algorithm	into	the	CNC	system	was	to	develop	an	
HMI	user	interface.	The	FANUC	Picture	software	was	used	for	this	purpose.	This	software	allows	
integrators	to	create	customized	operator	screens	and	implement	complex	machining	functions.	
Created	screens	are	compiled	and	saved	in	the	CNC	Flash‐ROM	(FROM)	memory.	Properly	pre‐
pared	 and	 uploaded	 compiled	 code	 is	 rendered	 by	 the	 CNC	 main	 processor	 on	 an	 HMI	 LCD	
screen.	The	prepared	assistant	main	screen	is	shown	in	Fig.	5b.	
	 After	 the	machine	 is	 switched	 on,	 the	 start‐up	 screen	 appears	 on	 the	 operator	 panel.	 The	
main	screen	allows	the	operator	to	switch	directly	to	the	assistant's	settings	or	other	machine	
functions.	When	 the	 screen	appears,	 the	machining	parameter	 fields	are	empty.	The	 following	
parameters	 (necessary	 for	 the	 calculation)	 are	 required	 from	 the	 operator	 to	 use	 the	 system:	
workpiece	length,	workpiece	diameter,	cutting	speed	range,	chosen	cutting	speed.	Then	entered	
parameters	are	saved	 in	PMC	memory	 in	R	 (relay)	data	area.	The	next	 step	necessary	 to	 inte‐
grate	 the	proposed	solution	 into	 the	machine	was	 to	prepare	 the	Raspberry	Pi	4	 single‐board	
computer.	First,	using	MATLAB	Coder	software,	 the	MATALB	code	of	 the	developed	algorithm	
for	RPi	 4	was	 generated.	 That	 code	 can	be	deployed	 and	 run	 standalone	 on	 the	Raspberry	Pi	
prepared	by	MATLAB	Support	Package	for	Raspberry	Pi	Hardware	creator.	The	pseudo‐code	of	
the	algorithm	is	given	below.	
	

					 	
																																																								a)																																																																																																										b)	

Fig.	5	a)	Operating	diagram	of	the	integrated	system	for	chatter	suppression;	b)	Operator	screen	of	the	
integrated	system	for	chatter	suppression	
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	 	 	 Table	1	Algorithm	of	spindle	rotational	speed	selection	pseudocode	
  Algorithm of spindle rotational speed selection 

  Input: ܦ, ,ܮ ௖ܸ ௥௔௡௚௘, ௖ܸ ௦௘௟௘௖௧ 

  Output:  ௖ܰ௢௥ 
1  Read input data form CNC

2  Calculate beam FRFs matrix ܪ௕ 
3  Load spindle FRFs matrix ܪ௦ 
4  Synthesize FRFs of the coupled system using RCA 

5  Determine the stability lobes and select stable speeds  ௦ܰ௧௔௕ 
6  Transform cutting speeds  ௖ܸ to ܰ rotational speeds 
7  Find  ௦ܰ௧௔௕ 	 ∈ ௥ܰ௔௡௚௘ closest to  ௦ܰ௘௟௘௖௧ and assign as  ௖ܰ௢௥ 

8  Send  ௖ܰ௢௥to NC/PMC 

	ܦ –	 workpiece	 diameter,	 	ܮ –	 workpiece	 length,	 ௖ܸ	௥௔௡௚௘/ ௥ܰ௔௡௚௘	 –	 cutting	 speed/spindle	 rotational	 speed	 range,	

௖ܸ	௦௘௟௘௖௧/	 ௦ܰ௘௟௘௖௧	–	cutting	speed/spindle	rotational	speed	selected	in	machining	program,	 ௦ܰ௧௔௕	–	stable	spindle	rota‐
tional	speeds,	 ௖ܰ௢௥	–	recommended	spindle	rotational	speed	
	
	 FANUC	FOCAS2	for	ARM	libraries	were	used	to	read/write	values	of	variables	from/to	R	reg‐
isters	of	the	PMC	controller.	The	use	of	these	libraries	allows	creating	custom	programs	and	cy‐
cles	that	are	not	available	by	default	in	the	CNC	system.	FOCAS2	libraries	provide	direct	access	
to	 the	 variables,	 parameters,	 registers	 in	NC/PCM	memory	 areas,	 control	 of	 the	machine	 axis,	
perform	 complex	 calculations	 and	 connecting	 external	 devices.	 Establishing	 communication	
between	the	CNC	controller	and	SoC	requires	creating	the	library	handle	and	the	TCP/IP	connec‐
tion	by	passing	a	CNC's	IP	address	parameter	to	the	cnc_allclibhndl3	function.	Acquired	library	
handle	 number	must	 be	 known	until	 the	 application	program	 terminates.	 The	 actual	 instance	
handle	number	is	required	as	an	argument	in	every	call	CNC/PMC	Data	window	library	function.	
	 The	following	functions	were	used	to	read	and	write	values	using	RPi	4	via	Ethernet	connec‐
tion:	 cnc_rdunsolicprm2	 (to	 read	parameters),	 cnc_wrunsolicprm2	 (to	write	parameters).	 It	 is	
necessary	to	execute	cnc_wrunsolicprm2	and	make	the	parameter	effective	before	reading	the	
parameters.	The	outline	of	the	processing	sequence	of	a	FOCAS2	application	is	shown	on	Fig.	6a.	
In	 the	 prototype	 system	 phase	 it	 was	 necessary	 to	 use	 the	 NCGuide	 CNC	 simulator.	 FANUC	
NCGuide	is	a	software	for	simulating	real	CNC	machine	(G‐code	and	PLC/PMC	code).	It	allows	for	
real	 programming,	 operation,	 and	maintenance	 environment	 without	 using	 a	 production	ma‐
chine	 tool.	 For	 a	 better	 understanding	 overview	 of	 the	 complete	 control	 system	 architecture	
with	connections	is	presented	in	Fig.	6b.	
	

						

Start program

Get library handle 
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Call library functions 
(pass library handle number as 

argument)

Relase library handle 
number

End of the program
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a)																																																																																																	b)	
Fig.	6	a)	FOCAS2	application	processing	sequence;	b)	Structure	of	Fanuc	CNC	control	system	
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At	the	prototype	stage	of	the	solution,	all	necessary	parameters	must	be	entered	to	calculate	
the	 recommended	 settings.	 In	 the	 next	 version	 of	 the	 system,	 the	 number	 of	 parameters	 re‐
quired	to	enter	will	be	reduced.	A	special	algorithm	will	be	prepared	which	will	download	cut‐
ting	speed	and	the	diameter	of	the	workpiece	information	from	G‐code.	The	main	advantage	of	
the	 developed	 solution	 is	 that	 it:	 does	 not	 change	 the	 existing	 system	 functionality,	 increases	
user	convenience	by	limiting	the	amount	of	data	entered,	additional	equipment	allowing	to	per‐
form	calculations	is	fully	integrated	with	the	CNC	system.	

3.2 Experimental tests 

In	this	subsection,	the	experimental	test	results	were	presented	to	validate	the	proposed	solu‐
tion.	The	system	was	integrated	into	a	AFM	TAE35	CNC	lathe	on	which	cutting	tests	on	the	slen‐
der	workpiece	were	carried	out.	The	workpiece	was	a	circular	cross	section	rod	of	a	diameter	of		
40	mm,	 length	250	mm	and	the	material	was	a	machining	steel	1.0715	(11SMn30).	The	SVJCL	
2020‐16	cutting	tool	was	used,	equipped	with	VCMT	160402‐SM	cutting	insert.	

The	 initial	 step	 of	 the	 procedure	was	 to	 determine	 the	 dynamic	 properties	 of	 the	machine	
tool‐workpiece	system	using	 the	RCA.	For	 the	analysis	of	machining	stability,	 the	most	signifi‐
cant	 is	 the	 first	 vibration	mode,	which	 for	 the	 selected	 system	was	 at	 a	 frequency	 of	 223	Hz.	
Then,	the	stability	 lobes	diagram	for	the	selected	system	was	evaluated,	as	given	in	Fig.	7.	The	
cutting	test	plan	assumed	the	machining	of	two	10mm	long	sections	at	the	end	of	the	workpiece.	
Due	to	the	lack	of	support	with	the	tailstock,	the	rigidity	of	the	system	is	the	lowest	at	the	end,	
and	therefore	the	risk	of	chatter	vibrations	is	the	greatest.	In	order	to	set	the	same	cutting	depth	
for	both	sections,	without	passing	through	the	machined	surface,	“Section	1”	(closer	to	the	face)	
has	 been	 pre‐machined.	 The	 effectiveness	 of	 the	 proposed	 procedure	 consisted	 of	machining	
Section	1,	with	the	spindle	rotational	speed	set	arbitrarily,	whereas	 for	“Section	2”	the	spindle	
speed	has	been	corrected	using	the	presented	machining	parameters	selection	system.	For	both	
sections,	the	cutting	depth	and	the	feed	value	remained	unchanged.	Fig.	8	presents	the	results	of	
one	of	the	performed	experiments.	
	

	
Fig.	7	The	Stability	lobes	for	the	selected	machine	tool	‐	workpiece	system	

	

	
Fig.	8	Experimental	test	result	–	machined	surfaces	
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	 For	the	“Section	1”,	the	selected	cutting	speed	was	290	m/min,	which	for	the	32	mm	diameter	
gives	 a	 rotational	 speed	of	 approx.	2800	rpm.	The	cutting	depth	ܽ௣	was	0.7	mm	and	 feed	per	
revolution	0.05	mm.	The	analysis	of	 the	stability	 lobes	diagram	in	Fig.	9	gives	that	 for	the	ma‐
chine	tool‐workpiece	system,	the	selection	of	 this	rotational	spindle	speed	may	 lead	to	chatter	
vibration	occurrence	during	the	machining.	However,	this	cannot	be	stated	without	the	stability	
lobes	 for	 the	workpiece	 setting,	 normally	 not	 determined	 in	 industrial	 applications.	 Thus,	 de‐
spite	the	selection	of	the	cutting	speed	from	the	range	given	by	the	cutting	insert	producer,	the	
chatter	marks	appeared	on	the	machined	surface	in	“Section	1”.	The	cutting	in	“Section	2”	was	
performed	with	 the	 spindle	 rotational	 speed	proposed	by	 the	machining	parameters	 selection	
system.	 Setting	 the	 same	 feedrate	 and	 cutting	 depth	 as	 for	 “Section	 1”,	 but	 correction	 of	 the	
spindle	rotational	speed	to	3250	rpm,	allowed	to	obtain	a	stable,	chatter‐free	machining	process.	
As	can	be	seen	in	Fig.	7,	in	the	presented	rotational	speed	range,	other	stable	speeds	can	be	se‐
lected	for	determined	cutting	depth.	However,	by	choosing	a	speed	of	4200	rpm	(pointed	as	tri‐
angle),	 the	cutting	speed	is	outside	the	speed	range	proposed	by	the	tool	manufacturer,	which	
may	result	 in	accelerated	tool	wear	or	even	cutting‐edge	damage.	For	a	 lower	speed,	e.g.	2600	
rpm	(pointed	as	a	square),	the	machining	performance	is	lower,	and	there	is	an	increased	risk	of	
going	 outside	 the	 stable	machining	 area.	 At	 the	 surface	machined	with	 the	 corrected	 spindle	
rotational	speed	no	chatter	marks	were	observed,	which	indicates	that	the	manufacturing	pro‐
cess	could	be	successfully	continued.		

4. Conclusion 

The	paper	presents	the	issue	of	selecting	the	cutting	parameters	for	compliant	workpieces	turn‐
ing.	 The	 selection	 of	 these	 parameters	 is	 practically	 based	 on	 ranges	 provided	 by	 the	 cutting	
tools	producers	or	on	the	experience	of	 the	programmer.	 In	most	cases,	 this	approach	 is	suffi‐
cient	and	only	the	manufacturing	efficiency	and	tool	life	depend	on	the	choice	made.	However,	
the	selection	of	rotational	speed	and	cutting	depth	is	particularly	important	for	compliant	parts	
machining,	as	it	can	affect	the	occurrence	of	unwanted	chatter	vibrations.	The	algorithm	imple‐
mented	 on	 a	 single	 board	 computer	 integrated	 into	 the	 CNC	 control	 system	 presented	 in	 the	
article	allows	supporting	the	task	of	selecting	these	parameters.	The	determination	of	machining	
stability	is	based	on	the	analysis	of	the	frequency	response	function	of	the	workpiece	mounted	
in	the	lathe.	A	significant	advantage	of	the	presented	system	compared	to	other	research	works	
on	 turning	 stability	 is	 the	omission	of	 impulse	 tests	by	application	of	 the	 receptance	 coupling	
approach	 (most	 commonly	 used	 for	 milling).	 The	 dynamic	 properties	 of	 the	 machine	 tool‐
workpiece	 system	 determined	 by	 this	method	 are	 a	 substantial	 part	 of	 the	 standard	 stability	
lobes	determination	procedure.	However,	in	order	to	simplify	the	procedure	for	selecting	tech‐
nological	parameters,	 the	 influence	of	 the	cutting	 force	 factor	was	omitted.	As	a	 result,	 it	only	
allows	searching	for	the	"stable	rotational	speeds”	without	setting	a	cutting	depth	limit	that	may	
be	considered	a	drawback	of	the	system.	Nevertheless,	in	many	cases,	this	simplification	proves	
to	be	sufficient	and	may	be	useful	in	industrial	practice	while	selecting	the	machining	parame‐
ters.	An	important	advantage	of	the	proposed	solution	is	integration	with	the	CNC	control	sys‐
tem.	The	system	is	operated	from	the	operator	panel	and	only	calculations	are	carried	out	on	an	
external	single	board	computer.	This	solution	does	not	require	an	independent	computer	station	
outside	 the	machine	 tool	 and	 therefore	 is	 a	 low‐cost	 solution.	 Moreover,	 what	 is	 particularly	
important	from	a	practical	point	of	view,	it	can	be	installed	both	on	brand	new	and	already	used	
machine	tools	already	working	in	the	industry.	Due	to	the	use	of	a	single‐board	computer	Rasp‐
berry	Pi,	 the	system	is	not	a	closed	solution	and	new	options	and	 improvements	can	easily	be	
introduced.	Although	the	system	presented	in	the	article	refers	to	turning,	in	some	applications,	
it	can	also	be	adapted	to	milling.	The	following	studies	will	concern,	among	others,	extending	the	
stability	analysis	with	cutting	depth	and	introducing	the	system	interface	improvements.		
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The	 paper	 presents	 a	 simple	 simulation	model	 of	 the	 lifting	 procedure	 that	
can	be	used	to	predict	the	total	time	required	for	the	sequence	of	basic	manu‐
al	assembly	tasks	depending	on	the	various	parameters	of	the	load	and	with	
regard	 to	 the	workers’	 health.	 The	 aim	 of	 the	 research	 is	 to	 determine	 the	
appropriateness	 of	 using	 simulation	 tool	 for	 (re)setting	 time	 standards	 for	
manual	assembly	tasks.	An	avatar	in	the	simulation	model	performs	sequenc‐
es	 of	 tasks	with	 a	 handling	mass	 of	 up	 to	 20.5	 kg.	 The	 individual	 times	 ob‐
tained	from	the	simulation	model	were	analysed	and	compared	with	several	
time	prediction	methods	and	validated	in	laboratory	environment.	An	analy‐
sis	 of	 the	 influence	 of	 different	 load	 parameters	 on	 the	 total	 time	was	 also	
performed.	 Dependency	 is	 mostly	 linear,	 so	 from	 the	 practitioner	 point	 of	
view,	we	can	predict	with	reasonable	certainty	the	total	time	for	any	sequence	
of	manual	 assembly	 tasks	 for	 every	 size	 and	mass	 of	 the	 box.	 Based	 on	 the	
results	we	can	confirm	that	simulation	tool	JACK	is	suitable	not	only	for	ergo‐
nomic	analyses	but	also	for	setting	time	standards	for	the	workers.	Further‐
more,	with	 the	 simulation	 tool	we	 analyse	 the	process	 and	 get	 the	 accurate	
results	in	shorter	time	compared	to	other	mentioned	methods.	
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1. Introduction

Many	tasks	at	industrial	assembly	workplaces	still	require	manual	work	that	includes	a	variety	
of	activities	such	as	loading	and	unloading,	pushing	and	pulling,	and	carrying	tasks	that	require	
manual	handling	of	 goods	and	materials	 (MMH)	 [1,	2].	When	designing	 jobs	and	products	 the	
aggregated	 information	 on	 processes,	 tools,	 machines,	 subjects	 of	 work,	 tasks	 and	 operators	
must	be	 taken	 into	account,	 limitations,	which	are	often	conflicting,	must	be	met	and	a	design	
must	 be	 generated,	 which	will	 be	 acceptable	 for	 all	 parties	 involved	 [3].	 In	 order	 to	 address	
workplace	 design	 from	 an	 ergonomic	 and	 health	 point	 of	 view,	 it	 is	 necessary	 to	 predict	 the	
times	required	 for	a	worker	 to	complete	 individual	work	 tasks.	These	 times	are	 important	 for	
determining	expected	productivity,	planning	staff	and	material	requirements	in	the	workplace,	
conducting	ergonomic	assessments,	reducing	work‐related	musculoskeletal	disorders	(WMSDs),	
etc.	[4‐7].	They	are	usually	predicted	by	the	use	of	Predetermined	Motion	Time	Systems	(PMTS),	
such	 as	 the	Methods	 Time	Measurement	 (MTM)	 and	 the	Maynard	 Operation	 Sequence	 Tech‐
nique	(MOST)	[8,	9].	Digital	Human	Models	(DHMs)	are	effective	design	tools	for	visualizations,	
time	analyses	and	ergonomic	evaluation	of	user	and	workplace	 interactions	 in	 terms	of	 reach,	
clearance,	 visibility	 and	 comfort.	 There	 is	 a	 gap	 between	 the	 use	 of	DHM	 tools	 for	 ergonomic	
assessment	of	workplaces	and	the	use	of	DHM	tools	for	advanced	time	analysis	according	to	dif‐
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ferent	 load	parameters	and	avatar	poses.	To	close	 this	gap,	 there	are	still	 challenges	 to	be	ad‐
dressed	[7,	10],	and	our	research	is	focused	in	this	direction.	

In	 this	 paper	we	describe	 step	 by	 step	 a	 time	 assessment	methodology	 for	 basic	 assembly	
tasks	in	a	sequence	(multitasking,	combined	tasks)	used	in	an	industrial	environment.	We	com‐
pare	time	reports	obtained	in	the	conventional	way	with	the	MTM	method,	the	simulation	tool	
Siemens	JACK	9.0,	a	laboratory	experiment	and	a	new	biomechanical	time	prediction	model	de‐
veloped	and	presented	by	Harrari	et	al.	[8].	In	our	case	study	we	focused	on	whether	the	simula‐
tion	done	in	Siemens	Jack	produces	the	same	results	as	the	MTM	method	or	whether	there	are	
parameters	 (trajectories	 of	 hands,	 banding	 routine,	 dimension	 and	mass	 of	 the	 lifting	 object)	
that	 lead	to	different	times	in	Siemens	Jack	simulation	compared	to	the	MTM	method.	In	addi‐
tion,	the	results	of	the	time	analysis	were	also	calculated	with	the	new	method	NTPM	developed	
by	Harrari	et	al.	[8]	and	verified	by	a	laboratory	experiment.	Other	research	has	also	been	car‐
ried	out	in	the	field	of	time	and	ergonomics	analysis	and	DHM	simulations	of	the	lifting	proce‐
dure,	both	in	the	studies	of	single	tasks	and	as	well	in	combined	tasks.		

Firstly,	 in	the	literature	review,	we	first	concentrate	on	individual	tasks	of	the	lifting	proce‐
dure	and	analyses	that	other	researchers	have	dealt	with,	taking	into	account	different	parame‐
ters,	gender,	mass	of	the	load,	etc.	Secondly,	we	will	discuss	studies	on	combined	tasks.	We	will	
also	 review	 the	 case	 studies	of	DHM	simulation	and	 finally	 focus	on	 the	 studies	 that	 are	most	
relevant	to	our	case.	

Padula	et	al.	[11]	studied	the	DHM	simulation	of	trunk	movement	when	lifting	the	load	to	dif‐
ferent	 heights.	 The	 experiment	 was	 performed	 on	 different	 population	 groups	 (female,	 male,	
students,	and	workers	with	and	without	musculoskeletal	symptoms).	Martinez	et	al.	focused	on	
the	study	of	gender	differences	in	upper	limb	technique	during	a	lifting	task	of	a	6	or	12	kg	box	
from	hip	to	eye	level	[12].	Other	researchers	focused	on	studying	the	influence	of	box	weight	or	
handling	height	on	 the	biomechanical	 exposure	of	workers	 [1,	8,	 9],	while	others	 investigated	
the	correlation	between	manual	handling	and	injuries	[13‐16],	and	some	of	them	focused	on	the	
maximum	acceptable	weight	of	a	lift	(MAWL)	and	lifting	frequency	[17,	18].	At	this	point,	it	must	
first	be	emphasized	that	our	case	is	focused	on	lifting	and	lowering	tasks,	which	are	only	part	of	
the	MMH	tasks,	and	that	we	have	not	concentrated	on	a	part	of	the	MMH	that	includes,	for	ex‐
ample,	pushing	and	pulling	tasks.	Secondly,	our	study	is	based	on	the	combination	of	the	basic	
tasks	of	MMH,	as	we	named	it	as	sequence	of	tasks	or	lifting	procedure.	In	the	area	of	combined	
tasks	it	is	necessary	to	mention	the	studies	for	Straker	et	al.	[19].	They	combined	basic	manual	
handling	activities	such	as	pulling,	lifting,	carrying,	lowering	and	pushing	and	investigated	how	
the	risk	of	such	combined	tasks	could	be	assessed.	The	aim	of	the	study	was	to	compare	the	risks	
assessed	in	single	manual	handling	tasks	with	the	risks	of	combination	tasks	according	to	Maxi‐
mum	Acceptable	Weights	(MAWs	).	They	concluded	that	the	risk	assessment	of	combined	manu‐
al	handling	tasks	using	MAW	measures	cannot	be	performed	accurately	when	using	the	risk	as‐
sessments	of	 isolated	 single	 tasks.	 In	 [20]	 they	 focused	on	 ratings	of	discomfort,	 exertion	and	
heart	 rate	 and	 concluded	 that	 combination	 task	discomfort	 Sum,	Rating	of	Perceived	Exertion	
and	heart	rate	measures	were	different	to	measures	of	the	component	of	single	tasks.		

Different	DHM	tools	are	used	to	speed	up	a	manual	workplace	and	to	use	"what‐if"	scenarios	
for	time	and	ergonomic	analyses.	Many	researchers	have	investigated	DHM	tool	in	different	sit‐
uations	and	industrial	fields.	Several	studies	have	reported	on	the	use	of	DHMs	in	the	automo‐
tive,	aerospace	and	other	industries	[2,	10,	21].	There	is	some	research	that	uses	DHM	tools	as	
safety	training	methods	[7].	There	are	also	reports	of	disadvantages	in	the	use	of	DHM	software	
for	example	when	working	with	the	workers	with	disabilities	[22].	The	study	focuses	mainly	on	
working	environments	where	manual	work	is	presented	with	the	aim	of	creating	new	classifica‐
tions	of	disabilities	related	to	a	manufacturing	environment.	The	problem	is	that	the	well‐known	
ergonomic	software	packages	of	DHM	do	not	 include	workers	with	disabilities	 for	 theirs	ergo‐
nomic	and	 time	analysis.	Other	studies,	more	related	 to	our	case	study,	have	 focused	on	work	
cycle	 time	and	time	prediction	models	 [6,	8,	9,	23].	 In	many	cases,	 the	PMTS	method	does	not	
accurately	 take	 into	 account	 the	 physiological	 and	 biomechanical	 aspects	 in	 time	 predictions.	
Especially	in	cases	of	lifting,	carrying	and	lowering	objects,	the	PMTS	method	predicts	a	shorter	
time	period	than	a	worker	is	capable	of	performing	without	health	consequences	in	the	future.		
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The	most	relevant	studies	regarding	our	research	on	time	prediction	models	can	be	found	in	
[8,	9,	24].	The	[9]	covers	the	MTM	experiment	and	MOST	analysis,	but	compared	to	this	research	
it	does	not	include	computer	simulations.	The	focus	is	on	the	whole	body	of	the	worker	and	the	
aim	was	to	develop	a	new	time	prediction	model.	The	[8]	deals	with	the	design	of	a	workplace	
with	manual	material	handling	tasks.	It	considers	both	productivity	and	ergonomics.	It	includes	
the	DHM	simulation	tool	and	proposes	a	new	time	prediction	model	to	be	used	in	our	study.	The	
same	 new	 time	 prediction	 model	 was	 used	 in	 [24],	 as	 a	 parameter	 for	 optimization	 of	 the	
productivity.	 In	 [24]	authors	presents	an	 innovative	 framework	 for	 formulating	workplace	de‐
sign	as	an	optimization	problem	that	maximizes	productivity	while	maintaining	ergonomic	as‐
sessment	values	below	commonly	used	thresholds.		

Based	on	 the	 literature	 review	described	 above,	we	 can	 conclude	 that	 the	DHM	simulation	
tool	is	mainly	used	as	an	ergonomic	assessment	tool,	rather	than	as	a	tool	that	can	be	used	in	the	
process	of	workplace	design	based	on	time	analysis	and	different	load's	parameters.	Therefore,	
the	main	idea	of	our	research	is	the	usage	of	the	DHM	for	both,	ergonomic	and	time‐based	analy‐
sis,	which	can	be	performed	in	much	shorter	time	compared	to	other	mentioned	approaches	and	
with	equal	time	prediction	accuracy,	is	useful	and	reliable	method.	

2. Materials, methods, and experimental work 

In	this	section	the	methodology,	the	methods	of	study	and	the	analysis	of	our	research	are	pre‐
sented	step	by	step.	The	research	is	divided	into	two	parts,	as	shown	in	Fig.	1.	The	first	part	is	a	
comparison	 of	 the	 total	 times	obtained	with	 four	methods	 (MTM,	 Jack	 tool,	NTPM,	 laboratory	
experiment)	and	a	second	part	is	a	study	of	the	influential	parameters.	Besides	the	overview,	the	
methodology	is	divided	into	three	sub‐sections,	the	first	part	is	a	case	study	presenting	the	basic	
assembly	operations.	The	next	 subsection	 is	 a	 comparison	of	 the	methods	and	an	explanation	
why	and	how	different	basic	operations	can	be	compared	with	each	other	using	different	meth‐
ods.	The	third	part	deals	with	the	influential	parameters	of	the	box.	

2.1 Overview of the research approach 

The	overview	of	the	research	approach	and	the	steps	of	the	case	study	are	shown	in	Fig.	1.	The	
study	is	divided	into	two	parts.	The	first	part	includes	a	time	analysis	of	the	total	time	of	the	lift‐
ing	procedure.	The	lifting	object	is	the	cube‐shaped	box	with	evenly	distributed	weight.	The	di‐
mension	(height/width/depth)	of	the	box	is	400	mm	and	a	mass	is	13.5	kg.	The	lifting	height	is	
800	mm.	The	results	of	the	time	analysis	were	obtained	with	four	different	methods	(Jack	simu‐
lation,	MTM	method,	NTPM	 [8],	 laboratory	experiment).	 The	 study	 is	only	 a	 simulation	 study,	
which	aims	to	test	the	difference	in	the	results	due	to	the	different	time	prediction	models.	The	
results	were	compared	to	determine	if	simulation	is	a	suitable	tool	for	designing	work	tasks.	We	
know	that	the	simulation	tool	enables	"what‐if"	scenarios,	which	only	facilitates	and	speeds	up	
the	planning	of	work	tasks,	but	if	the	tools	were	also	suitable	for	design,	it	would	make	it	easier	
to	set	time	standards	for	workers.	The	simulation	was	carried	out	in	the	Siemens	Jack	program	
based	on	 the	MTM	method.	For	comparison,	we	calculated	 time	standards	 for	 the	sequence	of	
tasks	with	the	classic	MTM	method	and	the	NTPM	method,	which	extends	certain	times	for	the	
execution	 of	 tasks	 by	 the	worker	with	 the	 aim	 of	 not	 causing	 injuries	 or	WMSDs.	 The	 results	
were	 also	 verified	by	 a	 laboratory	 experiment	with	10	healthy	 students.	All	 subjects	were	 re‐
cruited	on	a	voluntary	basis.		

The	 total	 time	 of	 lifting	 procedure	 TT	 [s]	 (manual	 material	 handling	 process)	 consists	 of	
walking,	banding,	applying	force,	lifting,	carrying	(walking	with	box),	putting	the	box	(lowering)	
and	posing	in	neutral	position.	

ܶܶ ൌ ௪௔௟௞ݐ ൅ ௕௔௡ௗݐ ൅ ௔௣௣௟௬ݐ ൅ ௟௜௙௧ݐ ൅ ௖௔௥௥௬ݐ ൅ ௟௢௪௘௥ݐ ൅ ௣௢௦௘ݐ 	 (1)

where	twalk,	tband,	tapply,	tlift,	tcarry,	tlower,	and	tpose,	are	the	times	required	to	walk,	to	band	for	the	
mass	(box)	reach	 it	and	grasp	 it,	 to	apply	 force	 to	the	mass,	 to	 lift	 the	mass,	 to	carry	the	mass	
(walking	with	mass),	to	lower	the	mass	(put	and	release	the	mass)	and	to	pose	the	body	in	neu‐
tral	position.	
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Individual	 times	has	different	dependency	among	parameters.	Following	equations	(Eq.	1	–	
Eq.	8)	show	functional	dependency	for	each	time,	which	participate	in	Eq.	1.	

௪௔௟௞ݐ ൌ ݂൛݀௪௔௟௞௜௡௚, ݀௧௨௥௡௜௡௚, 	ሽݒ (2)

where	dwalking	[mm]	is	distance	walk	without	object,	dturning	[mm]	is	distance	when	turning	with‐
out	object	and	v	[m/s]	is	velocity	of	walking/turning.	Walking	and	turning	distances	are	exclu‐
sive,	so	we	use	dwalking	for	task	walk	and	dturning	for	task	turn	the	body.	

௕௔௡ௗݐ ൌ ݂ሼΔθ୘୆, ω௥஻, ݀ோ; ݀݅݉ሽ	 (3)

where	ΔθTB	[°]	is	trunk	extension	angle,	ωrB	is	angular	velocity	[s‐1]	of	body,	dR	is	reach	distance	
[mm]	towards	the	object,	and	dim	 [mm]	 is	dimension	of	 the	box,	which	 is	 important	 for	grasp	
operation.		

௔௣௣௟௬ݐ ൌ ݂ሼ݉, ݀݅݉, 	ሽߤ (4)

where	m	[kg]	is	weight	of	the	object,	dim	[mm]	is	dimension	of	the	object	and	μ	is	friction	coeffi‐
cient	between	two	materials	(skin,	cardboard).	

௟௜௙௧ݐ ൌ ݂ሼ݉, Δθ୘, ω௥ሺ݉ሻሽ	 (5)

where	m	[kg]	is	weight	of	the	object,	ΔθTB	[°]	is	trunk	extension	angle	and	ωr	is	angular	velocity	
[s‐1]	of	body	and	object	weight.	

௖௔௥௥௬ݐ ൌ ݂ሼ݉, ݀, 	ሽݒ (6)

where	m	[kg]	is	weight	of	the	object,	d	[mm]	is	distance	of	carrying	(walking	with	object),	and	v	
[m/s]	is	velocity	of	walking.	

௟௢௪௘௥ݐ ൌ ݂ሼ݉, Δθ୘, ω௥ሺ݉ሻ, 	ሽݏ݋݌ (7)

where	m	[kg]	is	weight	of	the	object,	ΔθTB	[°]	is	trunk	extension	angle	and	ωr	is	angular	velocity	
[s‐1].	“pos”	is	position	of	the	object	when	releasing	it.	Position	contains	class	of	fit,	case	of	sym‐
metry,	ease	of	handling.	

௣௢௦௘ݐ ൌ ݂ሼ݆ݏݐ݊݅݋ 	ሽ݊݋݅ݐܽܿ݋݈ (8)

where	“joints	locations”	means	the	differences	between	current	joint	location	and	joint	location	
of	neutral	pose.	
	

	
Fig.	1	Overview	of	the	inputs,	the	parameters	and	the	results	
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The	second	part	of	the	study	includes	the	total	time	analysis	with	different	parameters	of	the	
load	 during	 the	 lifting	 and	 lowering	 procedure.	 The	 parameters	we	 varied	 are	 the	 dimension	
(height,	width,	depth)	and	the	mass	of	the	load	(box).	The	time	analysis	was	performed	by	simu‐
lation	in	the	Jack	program,	by	the	conventional	MTM	method	and	by	the	NTPM	method.	The	lift‐
ing	height	is	800	mm.	The	analysis	covers	five	different	dimensions	of	boxes,	i.e.	cubes	without	
handles.	The	dimensions	of	the	cubes	(height	=	width	=	depth)	are	200	mm,	300	mm,	400	mm,	
500	mm,	600	mm.	The	weight	of	the	box	is	evenly	distributed.	Mass	of	the	box	covers	the	follow‐
ing	values:	4.5	kg,	9	kg,	13.5	kg,	18	kg	and	20.5	kg.	The	comparison	was	therefore	made	with	25	
different	combinations	of	parameters.	

The	purpose	of	 the	 first	 study	on	 the	review	of	 total	working	 time	using	 four	methods	and	
tools	is	to	determine	whether	the	simulation	tool	is	suitable	for	work	design	and	the	definition	of	
the	relevant	standards/norms	for	workers	in	industry.	This	would	significantly	reduce	the	time	
needed	to	design	a	workplace	and	make	workplaces	more	worker‐friendly.	The	purpose	of	de‐
termining	the	relationship	between	box	dimensions,	box	weight	and	time	according	to	the	MTM,	
NTPM	and	Jack	methods	is	to	test	whether	the	simulation	tool	shortens	or	lengthens	the	overall	
working	time	when	the	avatar	lifts	or	lowers	a	larger	or	heavier	box	(Study	2).	

2.2 Case study 

Our	case	study	is	an	example	of	a	simple	and	common	problem	for	the	manual	assembly	process	
in	industry	(warehouses,	manual	assembly	area,	logistics,	etc.).	The	definition	of	the	problem	is	a	
lifting	 procedure	 and	 its	 time	 analyses.	Most	manual	 assembly	 process	 in	 industry,	 especially	
order‐picking	systems	used	in	practice,	are	manual	“picker	to	part”	systems,	and	more	than	80	
%	of	all	orders	processed	by	warehouses	are	picked	manually	[25].	The	order	picking	process,	a	
process	in	which	humans	are	routed	by	picking	lists	to	items’	storage	locations	to	retrieve	items	
for	customers,	is	the	most	laborious	and	the	most	costly	activity	(up	to	55	%	of	cost	of	the	pro‐
cess	[26])	in	a	typical	manual	assembly	process.	Since	walking	presents	up	to	50	%	of	the	total	
time	and	 lifting	 is	most	 ergonomically	 stressful	 the	 logical	way	of	 improving	 lifting	procedure	
(walking,	turning,	lifting,	carrying,	etc.)	is	to	study	time	spent	on	procedure	and	try	to	reduce	it	
by	detailed	research	like	we	proposed.	The	problem	definition	of	 lifting	procedure,	which	con‐
tains	walking,	turning,	banding,	applying	force,	lifting,	carrying,	lowering	and	posing	is	to	deter‐
mine	if	simulation	tool	is	appropriate	tool	to	assess	time	of	the	procedure.	The	object	of	study	is	
lifting	procedure	of	a	box	with	a	mass	of	m	=	13.5	kg	and	dimensions	of	A	×	B	×	C	=	400	×	400	×	
400	mm	(height	×	width	×	depth)	from	the	floor	to	the	table.	In	the	initial	state,	the	worker	stands	
in	front	of	the	table,	facing	the	table,	and	the	box	stands	on	the	worker's	left.	The	main	task	of	the	
worker	is	to	move	towards	the	box,	pick	it	up	and	put	it	on	the	table.	We	have	separately	per‐
formed	 the	 calculations	 for	 the	 time	 analyses	with	 the	MTM	method,	 the	 new	 proposed	 time	
prediction	model	and	the	simulation	experiments	with	the	software	tool	JACK.	To	bring	our	case	
study	closer	to	the	industrial	environment	where	these	activities	are	common	(lifting,	carrying,	
etc.),	we	set	up	the	laboratory	experiment	and	performed	the	same	sequence	of	movements.	Our	
case	study	includes	the	next	sequence	of	tasks	(Fig.	2).	First,	the	worker	turns	his	body	by	90°	
from	its	initial	position.	Then	the	worker	starts	walking	parallel	to	the	edge	of	the	table	towards	
to	 the	 box.	 He	walks	 a	 distance	 of	 1200	mm	 (Fig.	 2a).	 The	worker	 takes	 two	 lateral	 steps	 to	
achieve	a	gap	between	his	feet	to	lift	the	box	more	easily.	When	the	worker	is	in	a	balanced	posi‐
tion,	he	bends	to	the	box	and	prepares	for	the	next	move,	which	is	reaching	for	the	box	(Fig.	2b).	
The	worker	picks	up	the	box	in	the	middle	of	the	bottom	edge.	He	grasps	it	with	both	hands	and	
applies	a	force	corresponding	to	the	load.	The	worker	lifts	the	box	and	regrasps	it	up	again	for	
easier	 carrying.	 After	 that,	 he	 straightens	 his	 body	 to	 the	 neutral	 position	 (Fig.	 2c).	 Then	 he	
makes	a	180°	turn	and	walks	back	in	a	straight	line.	The	distance	he	walks	is	1200	mm	(Fig.	2d).	
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a)	 b)	 c) d) e)	

Fig.	2	Tasks	from	the	sequence:	a)	turn	the	body	by	90°	and	walk;	b)	bend	the	body	and	reach	the	box;	c)	lift	the	box;	
d)	turn	the	body	by	180°	and	walk;	e)	put	the	box	on	the	table	and	take	a	neutral	pose	for	the	body	

The	worker	turns	his	body	towards	the	table.	Then	he	puts	the	box	on	the	table	at	a	height	of	
h	=	800	mm.	The	position	of	the	box	on	the	table	is	not	important	and	for	this	reason	we	use	the	
"Put"	movement	 command	 and	 not	 the	 "Position"	movement	 command.	 The	 "Put"	movement	
only	places	the	box	on	the	table	without	defining	a	tipping	point,	while	the	"Position"	movement	
requires	a	specific	point	to	be	defined	where	the	box	is	to	be	placed.	After	putting	the	box	on	the	
table,	the	worker	returns	to	the	neutral	pose	facing	the	table	(Fig.	2e).	The	study	was	also	men‐
tioned	in	an	already	published	paper	[27].	

MTM	method	

We	calculated	 the	 time	 sequence	of	 basic	movements	with	 the	MTM	method	by	 following	 the	
instructions	of	Karger	[28].	For	our	study	we	mainly	used	body,	leg,	and	foot	movements,	such	as	
sidestep,	turn	body,	bend,	arise,	and	walk.	Other	basic	movements	that	we	used	emphasize	hand	
motions,	like	reach,	(re)grasp,	apply	force,	move,	and	release.	Some	of	these	elements	are	used	
simultaneously,	so	we	merged	them	together.	For	the	time	analyses	of	the	simultaneous	motions	
only	the	time	for	the	individual	motion	is	set	so	that	it	takes	the	greatest	time	[28].		

New	time	prediction	method	(NTPM)	

In	our	case	study	we	used	the	NTPM	method	developed	by	[8]	and	calculated	new	times	accord‐
ing	to	their	results.	The	authors	of	the	proposed	NTPM	took	the	MTM	model	as	a	basis	and	up‐
dated	it	for	all	movements	in	which	the	load	was	included.	In	our	case	we	take	into	account	the	
individual	 times	 from	 the	 MTM	 methods	 for	 the	 movements:	 turning,	 walking,	 sidestepping,	
bending,	reaching,	grasping,	application	of	force	and	release.	For	movements	where	the	worker	
handles	the	material	(box),	the	exact	weight	of	the	box	is	taken	into	account,	and	we	have	calcu‐
lated	 new	 individual	 times	 for	 the	 lifting,	 carrying,	 turning	 (carrying)	 and	 putting	 (lowering)	
movement	by	Eq.	 from	9	 to	13.	 In	addition	 to	 the	weight	of	 the	box,	 the	 improved	model	also	
takes	into	account	the	angular	velocity	(ωr)	and	the	trunk‐extension	angle	(θr),	which	we	have	
taken	from	the	simulation	tool.	

ω௥ሺ݉ሻ ൌ െ0.137662 ∙ ݉ ൅ 14.3881	 (9)

Empirical	obtained	Eq.	9	presented	the	correlation	between	the	object	mass	m	[kg],	and	the	
average	angular	velocity	ωr	[s‐1].	Thereafter,	the	box	lifting	time,	tlift,	was	calculated	(Eq.	10)	us‐
ing	trunk	extension	angle	ΔθT	[°]	and	the	average	angular	velocity	ωr	[s‐1]. 

௟௜௙௧ݐ ൌ
Δθ୘
ω௥ሺ݉ሻ

	 (10)

Empirical	obtained	Eq.	11	presented	the	correlation	between	the	object	mass	m	[kg],	and	ve‐
locity	of	walking	with	object	(carrying)	v	[m/s].	

ݒ ൌ 5.229512605 െ 0.09390347244 ∙ ݉	 (11)

The	box	carrying	time	tcarry	is	given	by	Eq.	12;	

௖௔௥௥௬ݐ ൌ
d
ݒ
	 (12)

where	d	[mm]	is	the	carrying	distance,	and	v	[m/s]	is	the	carrying	velocity	in	Eq.	11.		
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Average	time	for	box	lowering	is	13	%	less	than	that	lifting	under	the	same	conditions.	Thus,	
using	the	change	 in	 trunk	angle	ΔθT	 [°]	and	angular	velocity	 for	 lowering	ωr	 [s‐1],	 the	 lowering	
time	tlower	was	calculated	as	Eq.	13: 

௟௢௪௘௥ݐ ൌ
Δθ୘

1.13 ∙ ω௥ሺ݉ሻ
	 (13)

Simulation	tool	Jack	
We	programmed	the	same	 lifting	procedure	 in	 the	software	 tool	 JACK	with	the	use	of	 the	TSB	
(Task	Simulation	Builder)	 tool	 in	 a	virtual	 environment.	The	TSB	 tool	 automatically	generates	
the	 timeline	 for	each	movement	separately.	We	used	eight	different	movements	(go,	pose,	get,	
apply	force,	reach,	regrasp,	position,	put),	some	of	which	(e.g.,	go)	were	repeated	several	times.		
Even	though	Jack	(TSB)	uses	the	MTM	method	as	a	basis,	it	makes	sense	to	make	a	time	compar‐
ison	between	TBS	and	MTM	results,	because	in	a	virtual	environment	we	place	an	avatar	in	dif‐
ferent	postures,	which	leads	to	a	change	in	duration	for	each	task.		

Although	the	names	of	the	individual	movements	differ	in	the	MTM	method	and	in	the	simu‐
lation	experiment,	 their	meaning	 is	 the	same,	so	we	can	compare	them.	For	example,	 it	can	be	
stated	that	the	movement	"go"	 in	the	simulation	tool	 is	used	to	walk,	carry	and	turn	the	body,	
and	the	movement	"get"	is	represented	by	the	MTM	method	as	bending	and	reach.	
Practical	experiment	
In	the	laboratory	environment	we	set	up	a	system	for	conducting	a	practical	experiment	(Fig.	3).	
The	experiment	 includes	10	healthy	students.	Their	mean	(SD)	anthropometric	data	were:	age	
26	(1.5)	years;	body	mass	75.5	(6.3)	kg;	height	1760	(55)	mm.	

All	 the	subjects	were	recruited	on	a	voluntary	basis.	All	 subjects	 filled	 in	a	 screening	ques‐
tionnaire	 to	ensure	that	 they	were	 in	good	health	(i.e.	 that	 they	did	not	suffer	 from	any	of	 the	
following:	 chronic	 illness,	 heart	 condition,	 musculoskeletal	 disorders,	 or	 injuries).	 They	 all	
signed	a	consent	form	approved	by	the	institutional	review	board	of	the	Faculty	of	Mechanical	
Engineering,	 University	 of	 Ljubljana.	 The	 experiment	was	 conducted	 20	 times,	 two	 times	 per	
student.	They	performed	the	following	movements:	turning	and	walking	from	a	starting	point	to	
the	 box	 that	 is	 1200	mm	away	 from	 the	 table	 (Fig.	 3a),	 sidestepping,	 bending	 to	 the	 box	 and	
reaching	for	it	(Fig.	3b),	applying	a	force,	lifting	the	box	(Fig.	3c),	turning	and	walking	to	the	table	
(height	800	mm)	(Fig	3d),	putting	the	box	on	the	table	and	posing	in	the	neutral	position	(Fig.	3e).	
All	20	experiments	were	recorded	for	further	analyses.	

	

		 	 		 	 		 	 			
a)	 b)	 c) d) e)	

Fig.	3	Practical	experiment:	a)	turning	the	body	by	90°	and	walking;	b)	bending	the	body	and	reaching	for	the	box;	
c)	lifting	the	box;	d)	turning	the	body	by	180°	and	walking;	e)	putting	the	box	on	the	table	and	taking	a	
neutral	pose	of	the	body	

2.3 Comparison of the method 

All	methods	used	in	our	research	are	based	on	the	MTM	methodology,	with	the	exception	of	the	
practical	experiment,	which	is	an	indicator	of	the	actual	performance	of	the	subjects.	As	shown	
in	Table	1,	different	terms	are	used	for	the	basic	movements	in	all	four	methods.	We	can	see	that	
the	main	difference	is	only	 in	the	naming	and	the	merging	of	several	movements	together;	the	
purposes	and	meanings	are	the	same	everywhere,	so	in	summary	we	can	say	that	the	methods	
are	comparable.	The	results	of	each	method	were	obtained	in	different	ways:	for	the	MTM	classi‐
cal	 method,	 the	 results	 were	 calculated	 using	 tables	 and	 recommendations	 [28].	 In	 the	 Jack	
simulation	environment,	a	time	report	is	automatically	generated	based	on	the	avatar,	its	trajec‐
tories,	and	the	parameters	you	insert	in	the	program.	In	the	NTPM	method,	the	results	were	ob‐
tained	by	calculation	according	to	the	classical	MTM	method	and	the	addition	of	taking	into	ac‐
count	the	mass	according	to	Eq.	from	9	to	13.	
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Table	1	Comparison	and	description	of	the	basic	movements	for	all	four	methods	

MTM	method	 NTPM Jack	simulation Practical	experiment
Turn	body	by	90°	 Same	as	MTM Go	(turn) Turn	

Walk	 Same	as	MTM Go Walk	
Left	sidestep	 Same	as	MTM

Pose	 Sidestep	
Right	sidestep	 Same	as	MTM

Bend	 Same	as	MTM
Get	 Bend	and	reach	Reach	 Same	as	MTM

Grasp	 Same	as	MTM
Apply	force	 Same	as	MTM Wait	(time	from	MTM) Apply	force	

Arise	
Lift	

Position	(arise	and	reach)	
Lift	Move	the	box	

Regrasp	 Regrasp
Turn	body	by	90°	

Carry	 Go	(turn)	 Turn	by	180°	
Turn	body	by	90°	

Walk	 Carry Go Walk	
Turn	body	by	90°	 Carry Go	(turn) Turn	
Moving	the	box	 Lower

Put	 Put	
Release	the	box	 Same	as	MTM
Neutral	pose	 Same	as	MTM Pose Neutral	pose	

2.4 Parameter combination 

We	performed	25	simulation	experiments	(5	different	masses	of	the	box	multiplied	by	5	differ‐
ent	 dimensions	 of	 the	 box)	with	 different	 combinations	 of	masses	 and	 dimensions	 of	 the	 box	
(parameters	 in	Fig.	1).	We	compared	all	versions	using	 the	MTM	method,	 the	NTPM	and	 JACK	
the	simulation	tool,	focusing	on	the	total	time.	

3. Results and discussion 

In	 this	 section	we	present	 the	 results	of	 the	 time	analyses	 for	 the	 job	and	 task.	The	 section	 is	
divided	 into	 two	parts.	 The	 first	 part	 shows	 the	 results	 of	 the	 time	 analyses	 of	 the	 individual	
tasks,	which	were	achieved	using	all	 four	methods.	The	second	part	presents	the	results	of	the	
influential	parameters	obtained	with	all	three	methods:	MTM,	NTPM,	and	Jack	simulation	tool.	

3.1 Time analyses of the individual tasks 

All	movements	in	all	methods	were	unified	so	that	they	are	comparable	with	each	other.	In	the	
MTM	method	we	combined	simultaneous	movements	so	 that	we	obtained	a	 total	of	11	move‐
ments	which	 are	 the	 same	 in	 all	 four	methods	we	 compared.	 The	movements	 and	 the	 corre‐
sponding	times	are	shown	in	Table	2.	The	box	we	used	in	this	part	of	the	study	has	a	dimension	
of	400	mm	and	weighs	13.5	kg.	

Table	2	Comparison	of	the	individual	times	of	the	basis	movement	for	all	four	methods	
	 	 MTM NTPD Jack Experiment
#	 Task	description	 Time	[s] Time	[s] Time	[s]	 Time	[s]
1	 Turn	body	by	90°	 0.67 0.67 0.2 0.97
2	 Walk	 0.76 0.76 1.34 1.97
3	 Sidestep	 0.64 0.64 0.64 0.78
4	 Bend,	reach	and	grasp	the	box	 1.30 1.30 2.54 1.02
5	 Apply	force		 0.38 0.38 0.38 0.59
6	 Lift	the	box	 1.38 3.50 3.16 1.55
7	 Turn	by	180°	 2.01 0.39 0.78 1.47
8	 Walk	to	the	table	 0.67 1.10 0.95 1.37
9	 Turn	by	90°	 1.34 0.18 0.17 0.61
10	 Put	the	box	on	the	table	 0.35 3.10 1.76 1.25
11	 Neutral	pose	of	the	body	 0.52 0.52 0.50 0.87
	 Total	time	TT	[s]	 10.12 12.54 12.42	 12.45
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The	total	time	TT	[s]	for	each	method	was	calculated	by	Eq.	1.	It	can	be	noticed	that	the	terms	
of	the	Eq.	1	and	task	names	are	not	the	same.	These	are	only	word	differences	and	not	substan‐
tive	ones.	Here	are	the	explanations	of	meaning	for	each	terms	of	Eq.	1	according	to	task	descrip‐
tion.	Task	#1	“turn	body	by	90°”,	#2	“walk”	and	#3	“sidestep”	contributes	time	to	the	first	term	
of	 Eq.	1”twalk”	 and	 has	 a	 functional	 dependence	 determined	 by	 Eq.	 2.	 Task	 “band,	 reach	 and	
grasp”	contributes	 time	 tband	 to	 the	 total	 time	and	 is	defined	by	Eq.	3.	Task	#5	“apply	 force”	 is	
described	by	term	tapply	and	Eq.	4.	Task	#5	“lift	the	box”	contributes	to	total	time	the	time	tlift	and	
it	functionality	is	described	by	Eq.	5.	Task	numbered	from	7	to	9	means	carrying	(walking	with	
object)	and	its	contributions	are	defined	by	tcarry	and	functional	dependencies	by	Eq.	6.	Task	#10	
“put	the	box	on	the	table”	means	to	lower	the	load	(object)	and	is	defined	by	term	tlower	and	Eq.	7.	
The	last	task	“neutral	pose	of	the	body”	contributes	time	to	term	tpose	and	is	described	by	Eq.	8.	

The	values	for	the	times	of	all	movements	are	not	completely	consistent	when	comparing	all	
four	methods.	 It	 is	 clear	 that	 the	 different	movements	 contribute	 different	 proportions	 to	 the	
total	time.	Therefore,	the	same	movement	has	a	greater	or	less	strong	effect	on	the	total	time	if	
we	use	different	methods.	We	can	see	that	the	movements	turning	the	body	and	walking,	which	
were	obtained	by	 the	 experimental	 study,	 contribute	 a	 relatively	 large	proportion	 to	 the	 total	
time	 compared	 to	 the	 other	methods.	 The	 experimental	 study	was	 conducted	 in	 a	 laboratory	
environment.	The	subjects	were	inexperienced	and	were	only	instructed	to	perform	the	opera‐
tions	at	 a	pace	 that	would	not	make	 them	 feel	uncomfortable	 if	 the	sequence	of	 tasks	was	re‐
peated	over	a	long	period	of	time.	If	we	exclude	these	factors,	the	walking	time	would	be	closer	
to	the	results	of	the	other	methods.		

The	 next	 comparison	 refers	 to	 the	 results	 obtained	 with	 the	 simulation	 tool	 Jack	 and	 the	
NTPM.	 In	 the	NTPM	we	only	 focus	on	 the	 following	movements:	 lift,	 turn	by	180°	with	object	
(carry),	walk	with	object	(carry),	turn	by	90°	(carry),	and	put	(lower)	–	task	numbers	from	6	to	
10,	because	only	these	movements	take	into	account	the	weight	of	the	load	and	are	upgraded	by	
the	MTM	method.	We	calculated	times	by	equations	from	9	to	13	with	the	following	parameters:	
m	=	13.5	kg;	dwalking	=	1200	mm;	dturning	=	200	mm;	and	ΔθT	=	43.6°.	It	can	be	seen	that	the	values	
determined	with	these	two	methods	for	the	times	of	the	movements	"lift",	and	"put"	(lower)	are	
longer	than	the	times	determined	with	the	other	two	methods	(MTM	and	experimental	study).	
The	 reason	 for	 this	 difference	 is	 that	 both	 methods	 (NTPM,	 Jack	 tool)	 take	 into	 account	 the	
trunk‐extension	angle,	which	also	 increases	the	value	of	 time	and	ensures	that	the	worker	has	
enough	time	to	lift	and	lower	the	loads	in	an	ergonomically	correct	way.		

The	 results	of	 the	MTM	method	 indicate	 that	 the	worker	 spends	most	of	 the	 time	on	body	
turns	compared	to	the	other	methods.	Both	in	the	simulation	experiment	with	the	Jack	tool	and	
in	the	experimental	study	(assuming	that	the	test	subjects	would	be	trained)	less	time	is	needed	
to	 turn	 the	 body,	 because	 in	 reality	 we	 combine	 rotation	 and	 walking	 into	 a	 simultaneous	
movement	for	which	we	need	less	time.		

Jack	tool	compared	to	other	methods	spend	least	time	for	task	“turn	the	body”.	The	reason	is	
that	Jack	doesn't	have	a	separate	"Turn"	movement,	but	you	have	to	use	a	"Go"	movement.	This	
movement	requires	moving	the	avatar	by	a	certain	distance,	and	not	just	turning	the	whole	body	
in	 the	 same	place.	 So	we	used	 a	distance	of	 200	mm	 for	 the	 turn	 and	 a	predetermined	 speed	
(specified	 in	 the	 simulation	 tool)	 and	 thus	 obtained	 the	 task	 time.	 For	 turning	 the	 body	 you	
spend	more	 time	 than	 for	walking,	 because	 of	 the	 higher	 complexity	 of	 the	 kinematics	 of	 the	
joints	and	here	is	the	time	difference.	The	second	task,	which	is	at	contrary	longer	in	comparison	
with	other	method,	is	“band,	reach	and	grasp”	task.	There	are	two	reasons	for	this.	First	is	that	it	
is	necessary	to	place	the	avatar	in	a	certain	distance	from	object	and	also	to	"attach"	the	hand	for	
"grasp"	movement	to	a	certain	place,	which,	however,	differs	 in	each	simulation	and	affect	 the	
task’s	time.	The	repeatability	of	this	task	is	achieved	only	through	experience	and	long‐term	use	
of	simulation	tool.	The	second	reason	is	that	the	task	itself	is	predefined	in	the	simulation	envi‐
ronment	so	that	the	avatar	leans	towards	the	object	with	stretched	legs,	which	did	not	suit	us	in	
terms	 of	 comparison	 with	 other	 methods.	 So	 we	 subsequently	 changed	 the	 angles	 of	 certain	
joints	(knees,	hips,	and	torso)	and	thus	gained	time	for	this	task.	When	changing	such	a	complex	
task,	the	simulation	tool	determine	longer	time.	
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The	total	time	for	all	the	tasks	obtained	with	the	MTM	method	is	t	=	10.12	s;	using	the	Jack	
simulation	tool	it	is	t	=	12.42	s;	for	the	practical	experiment	it	is	t	=	12.45	s;	and	the	total	time	
obtained	with	the	NTPM	method	is	t	=	12.54	s.		

In	summary,	we	can	say	that	all	methods,	except	MTM,	give	almost	the	same	result	for	the	to‐
tal	job	time	and	that	we	can	use	any	method	to	design	a	new	job	with	a	sequence	of	basic	move‐
ments.	In	many	cases	PMTS	(the	MTM	method)	predicts	a	shorter	time	than	the	worker	is	able	to	
work	without	injury	after	some	time.	In	such	a	case,	this	statement	proves	to	be	correct	in	com‐
parison	with	 the	 other	methods,	 as	 the	MTM	method	 predicts	 20	%	 less	 time	 to	 perform	 the	
same	sequence	of	movements.		

In	industry	it	is	necessary	to	plan	and	design	work	processes	and	sequences	of	jobs	as	quickly	
as	possible,	but	 it	 is	also	necessary	 to	adapt	 the	 tasks	 to	 the	workers	and	 to	 think	about	 their	
well‐being.	With	the	Jack	simulation	tool,	it	is	easy	and	quick	to	check	the	ergonomics	and	suita‐
bility	of	the	jobs	for	workers	using	"what	if"	scenarios.	This	option	allows	us	to	modify	the	vari‐
ous	 parameters	 of	 the	 simulated	 objects	 (weight,	 dimension,	 shape)	 and	 avatars	 (gender,	 an‐
thropometric	characteristics).	From	this	part	of	our	study	we	can	conclude	that	the	Jack	simula‐
tion	tool	is	a	suitable	method	for	designing	jobs	and	workplaces	when	only	the	total	time	and	not	
the	individual	times	are	of	interest.	If	we	want	to	optimize	the	work	cycle	for	the	study	we	are	
discussing,	it	is	necessary	to	look	deeper	into	the	individual	tasks	and	find	the	relationships	be‐
tween	the	values	of	the	individual	times	and	the	individual	tasks,	and	determine	which	charac‐
teristics	(e.g.	steps,	turning	procedure,	bending	procedure,	trunk	angles,	etc.)	have	the	greatest	
influence	on	a	particular	method.	

3.2 Influential parameters 

Tables	3	 to	5	 show	 the	 results	by	MTM,	NTPM	and	 Jack	 simulation.	The	aim	of	 the	 influential	
parameter	 study	was	 to	 determine	 how	 the	 individual	method	 takes	 into	 account	 the	weight	
parameter	and	the	load	size	parameter	during	the	lifting	procedure.	The	results	show	the	total	
times	of	the	entire	sequence	of	all	tasks.	The	load	that	appeared	in	the	study	is	a	cubic	box	with‐
out	handles.	The	mass	of	the	box	varies	from	4.5	kg	to	20.5	kg.	The	dimensions	(height	=	width	=	
depth)	of	the	box	vary	from	200	mm	to	600	mm.	Therefore,	the	study	presents	25	combinations	
of	mass	and	dimensional	parameters.	

MTM	method	

When	using	the	MTM	method,	the	mass	and	dimensions	of	the	box	are	taken	into	account	when	
calculating	the	total	time	(Table	3).	The	total	time	of	the	tasks	and	the	mass	of	the	box	are	linear‐
ly	dependent	(R2	=	0.9998;	Fig.	4a).	The	same	applies	to	the	dimensions	(R2	=	1;	Fig.	4b).	There‐
fore,	if	we	use	the	MTM	method,	we	can	predict	with	reasonable	certainty	the	total	time	for	this	
sequence	of	tasks	for	each	size	and	mass	of	the	box.	The	problem	with	prediction	is	that	these	
times	are	often	too	short,	which	means	that	a	worker	is	not	able	to	perform	all	movements	with‐
out	further	discomfort.	
	

Table	3	MTM:	total	time	analysis	for	different	dimensions	and	masses	of	the	box	

	 	 Mass	of	the	box	[kg]	

	 	 4.5	 9.0	 13.5	 18.0	 20.5	

Dimension	of	the	box	
[mm]	

200	 9.32	 9.60	 9.89	 10.17	 10.34	

Time	
[s]	

300	 9.43	 9.72	 10.01	 10.29	 10.44	
400	 9.54	 9.83	 10.12	 10.42	 10.56	
500	 9.66	 9.95	 10.24	 10.54	 10.68	
600	 9.77	 10.06	 10.36	 10.66	 10.80	
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a)

		
b)

Fig.	4	Relationship	between	the	total	time	and	the	parameters:	a)	mass,	and	b)	dimension	using	the	MTM	method	

NTPM	method	

Table	4	shows	the	values	of	the	total	times	obtained	using	the	NTPM	method.	It	can	be	seen	im‐
mediately	 that	 the	dimensions	of	 the	box	are	not	 included	(Fig.	5b).	The	relationship	between	
the	weight	and	the	total	time	is	linear	(R2	=	0.9977,	Fig.	5a),	so	for	this	sequence	of	movements	
we	can	predict	the	value	of	the	total	time	for	each	mass	of	the	box.	To	calculate	the	results	accord‐
ing	to	this	method	we	use	several	parameters	(angular	velocity,	trunk‐extension	angle)	and	the	
mass	of	the	box	are	used,	which	gives	more	realistic	total	times	compared	to	the	MTM	method.	

Table	4	NTPM:	total	time	analyses	for	different	dimensions	and	masses	of	the	box	
	 	 Mass	of	the	box	[kg]	

	 	 4.5	 9.0	 13.5	 18.0	 20.5	

Dimension	of	the	box	
[mm]	

Not	

included	

11.34	 11.88	 12.54	 13.13	 13.53	

Time	
[s]	

11.34	 11.88	 12.54	 13.13	 13.53	
11.34	 11.88	 12.54	 13.13	 13.53	
11.34	 11.88	 12.54	 13.13	 13.53	
11.34	 11.88	 12.54	 13.13	 13.53	

	
	

	
a)	

	
b)	

Fig.	5	Relationship	between	the	total	time	and	the	parameters	using	the	NTPM:	a)	mass,	and	b)	dimension		

 

Jack	simulation	tool	

The	results	in	Table	5	show	that	the	time	changes	minimally	when	the	mass	of	the	load	changes.	
Therefore,	the	mass	of	the	box	has	minimal	effect	on	the	value	of	total	time,	which	is	not	logical	
or	empirical,	as	shown	in	Fig.	6a	–	relationship	between	total	time	and	the	mass	parameter.	

	

Table	5	Jack	simulation	tool:	total	time	analysis	for	different	dimensions	and	masses	of	the	box	

	 	 Mass	of	the	box	[kg]	

	 	 4.5	 9.0	 13.5	 18.0	 20.5	

Dimension	of	the	box	
[mm]	

200	 12.06	 12.20	 12.34	 12.51	 12.57	

Time	
[s]	

300	 12.18	 12.31	 12.43	 12.56	 12.62	
400	 12.15	 12.28	 12.42	 12.54	 12.60	
500	 12.15	 12.27	 12.40	 12.53	 12.57	
600	 12.36	 12.48	 12.60	 12.72	 12.79	
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a)	

	
b)	

Fig.	6	Relationship	between	the	total	time	and	the	parameters	using	the	Jack	simulation	tool:	a)	mass,	and	b)	dimension		
	
From	the	results	of	the	analysis	of	the	dimensions	of	the	box	it	is	clear	that	the	dimensions	af‐

fect	the	lengthening/shortening	of	the	total	time.	The	change	of	the	duration	of	a	task	happens	
because	it	is	necessary	to	adjust	all	positions	of	the	body	and	joints	separately	for	each	task	in	
order	to	handle	the	different	sizes	of	the	boxes.	The	total	time	varies	because	we	cannot	adjust	
the	joints	in	exactly	the	same	way,	which	is	similar	to	the	situation	in	reality	(Fig.	6b).	

We	can	conclude	that	the	results	of	the	simulation	show	that	the	mass	of	the	box	has	a	limited	
effect	on	the	total	time.	However,	a	more	detailed	analysis	shows	that	the	change	in	mass	strong‐
ly	affects	the	ergonomic	analysis	of	the	program	package	(Lower‐Back	Analysis	–	Fig.	7,	Manual	
Handling	Limits,	Metabolic	Energy	Expenditure,	NIOSH	Lifting	Analysis	etc.).	The	result	on	Fig.	7	
shows	force	(L4/L5	force)	affecting	the	lumbar	vertebrae	4	and	5.	If	we	want	to	obtain	a	"cor‐
rect"	correlation	between	the	mass	and	the	value	of	the	total	time	in	a	simulation	tool,	we	should	
try	to	place	the	avatar	in	different	positions	and,	based	on	the	ergonomic	results,	extend/shorten	
the	time	of	each	task	and	consequently	obtain	more	regular	values	for	the	total	times.	

	

	
a)	

	
b)	

Fig.	7	Lower‐back	analysis	–	Results	for	L4/L5	forces	[N]	based	on	different	masses	of	the	box:	a)	4.5	kg,	and	b)	20.5	kg	

4. Conclusion 

The	simulation	model	of	 the	 lifting	procedure	 is	developed	 for	prediction	of	 the	 total	 time	re‐
quired	for	basic	manual	assembly	tasks	with	different	load	parameters.	The	results	of	the	simu‐
lation	model	were	compared	with	different	time	prediction	methods	(MTM,	NTPM)	and	verified	
by	 laboratory	 experiment.	Workers	 in	manual	 assembly	 suffer	 from	 rigorous	 time	 standards.	
With	the	implementation	of	a	simulation	model,	the	time	standards	of	the	task	can	be	efficiently	
redefined	to	make	it	worker‐friendly.		

Our	research	can	be	divided	into	two	parts.	The	first	part	concerned	the	individual	times	and	
the	total	times	determined	with	four	methods,	two	of	which	are	time	prediction	methods	(MTM,	
NTPM),	another	one	is	simulation	of	the	worker	obtained	by	Siemens	Jack	simulation	tool,	and	
the	 last	 one	 is	 a	 laboratory	 experiment.	 The	 research	was	 carried	 out	 on	 basic	manual	 tasks,	
which	 cover	only	 a	part	 of	 the	MMH	 tasks.	The	main	objective	was	 to	determine	whether	 the	
simulation	tool	is	suitable	not	only	for	ergonomic	analyses	but	also	for	setting	time	standards	for	
the	workers.	The	literature	shows	that	workers	under	traditional	standards	do	not	have	enough	
time	to	perform	basic	tasks,	resulting	in	work‐related	musculoskeletal	disorders	and	injuries.	As	
we	found	out	in	the	case	study,	the	basis	is	the	classical	MTM	method,	which	gives	the	shortest	
total	time	of	the	lifting	sequence.	The	NTPM	upgrades	the	MTM	method	by	extending	the	times	
due	 to	 the	 load	 consideration,	which	 results	 in	 the	worker	 having	more	 time	 to	 recover.	 The	
simulation	tool,	which	 is	also	based	on	the	MTM	method,	 leads	 to	differences	 in	 the	 total	 time	
value	in	comparison	to	the	MTM	method.	The	reason	is	that	the	TBS	tool	also	takes	into	account	
the	trajectories	of	the	body,	arms,	legs,	and	the	way	the	avatar	grasp	the	load	and	adds	addition‐
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al time on these tasks compared to MTM times. We also verified the sequence of the tasks with 
an experiment that showed very similar result as the simulation tool. From this we can conclude 
that simulation is a suitable tool for designing time standards for a sequence of basic methods, 
although the duration of a single task varies depending on the method used.  

The second part of the study focuses on the load of the lifting procedure. We studied the in-
fluence of the load on the total time of the lifting procedure. Parameters of the load that were 
studied in more detail are the mass of the load and the dimensions of the load. As load we used a 
cube-shaped box with an evenly distributed weight without handles. The case study was per-
formed as a sequence of tasks with 25 different load parameter combinations (5 different box 
masses x 5 different box dimensions). The case study was performed using three different meth-
ods, MTM, NTPM, and the Siemens Jack simulation tool. Depending on the method used, we ob-
tained different results. We found that the MTM method takes both parameters into account but, 
as reported above, gives too short times for a healthy working practice. The NTPM method only 
considers the mass of the box, while the dimensions are not considered. The simulation tool, on 
the other hand, takes the dimensions of the box into account, but the mass of the box has mini-
mal effect on the duration of the tasks, which is in contrast to practice. To overcome this draw-
back, we have found that the mass has a "correct" effect on the ergonomic result shown by the 
Lower Back Analysis, so the more detailed study of ergonomics implemented in the simulation 
tool can lead to a better correlation between the time of execution of each task and the mass of 
the load.  

Further research work will include a determination of this correlation, and how this can be 
used for an even more realistic estimation of the total time. 

Acknowledgement 
The work was carried out in the framework of the GOSTOP programme (OP20.00361), which is partially financed by 
the Republic of Slovenia – Ministry of Education, Science and Sport, and the European Union – European Regional 
Development Fund. The authors would also like to thank the Research and Development Agency (ARRS) of the Repub-
lic of Slovenia, which made this study possible. 

References 
[1] Nogueira, H.C., Locks, F., Barbieri, D.F., Oliveira, A.B. (2018). How does the biomechanical exposure of the upper 

body in manual box handling differ from exposure in other tasks in the real industrial context?, International 
Journal of Industrial Ergonomics, Vol. 68, 8-14, doi: 10.1016/j.ergon.2018.05.015. 

[2] Borgs, S.P., La Delfa, N.J., Dickerson, C.R. (2019). An evaluation of off-axis manual forces and upper extremity 
joint moments during unilateral pushing and pulling exertions, Ergonomics, Vol. 62, No. 1, 52-64, doi: 
10.1080/00140139.2018.1525501. 

[3] Leber, M., Bastič, M., Moody, L., Schmidt Krajnc, M. (2018). A study of the impact of ergonomically designed 
workplaces on employee productivity, Advances in Production Engineering & Management, Vol 13, No. 1, 107-
117, doi: 10.14743/apem2018.1.277. 

[4] Rasmussen, C.D.N., Højberg, H., Bengtsen, E., Jørgensen, M.B. (2018). Identifying knowledge gaps between prac-
tice and research for implementation components of sustainable interventions to improve the working envi-
ronment – A rapid review, Applied Ergonomics, Vol. 67, 178-192, doi: 10.1016/j.apergo.2017.09.014. 

[5] Dianat, I., Molenbroek, J., Castellucci, H.I. (2018). A review of the methodology and applications of anthropome-
try in ergonomics and product design, Ergonomics, Vol. 61, No. 12, 1696-1720, doi: 10.1080/00140139. 
2018.1502817. 

[6] de Mattos, D.L., Ariente Neto, R., Merino, E.A.D, Forcellini, F.A. (2019). Simulating the influence of physical over-
load on assembly line performance: A case study in an automotive electrical component plant, Applied Ergonom-
ics, Vol. 79, 107-121, doi: 10.1016/j.apergo.2018.08.001. 

[7] Lanzotti, A., Vanacore, A., Tarallo, A., Nathan-Roberts, D., Coccorese, D., Minopoli, V., Carbone, F., d’Angelo, R., 
Grasso, C., Di Gironimo, G., Papa, S. (2019). Interactive tools for safety 4.0: Virtual ergonomics and serious games 
in real working contexts, Ergonomics, Vol. 63, No. 3, 324-333, doi: 10.1080/00140139.2019.1683603. 

[8] Harari, Y., Bechar, A., Raschke, U., Riemer, R. (2017). Automated simulation-based workplace design that consid-
ers ergonomics and productivity, International Journal of Simulation Modelling, Vol. 16, No. 1, 5-18, doi: 10.2507 
/IJSIMM16(1)1.355. 

[9] Harari, Y., Riemer, R., Bechar, A. (2018). Factors determining workers' pace while conducting continuous se-
quential lifting, carrying, and lowering tasks, Applied Ergonomics, Vol. 67, 61-70, doi: 10.1016/j.apergo.2017. 
09.003. 

Advances in Production Engineering & Management 15(3) 2020 343 
 

https://doi.org/10.1016/j.ergon.2018.05.015
https://doi.org/10.1080/00140139.2018.1525501
https://doi.org/10.1080/00140139.2018.1525501
https://doi.org/10.14743/apem2018.1.277
https://doi.org/10.1016/j.apergo.2017.09.014
https://doi.org/10.1080/00140139.2018.1502817
https://doi.org/10.1080/00140139.2018.1502817
https://doi.org/10.1016/j.apergo.2018.08.001
https://doi.org/10.1080/00140139.2019.1683603
https://doi.org/10.2507/IJSIMM16(1)1.355
https://doi.org/10.2507/IJSIMM16(1)1.355
https://doi.org/10.1016/j.apergo.2017.09.003
https://doi.org/10.1016/j.apergo.2017.09.003


Turk, Pipan, Šimic, Herakovič 
 

[10] Gupta, I., Kalra, P., Chawla, P., Singh, J. (2018). Evaluation of pilot’s seat design of civil aircraft for Indian anthro-
pometric data by using Delmia human software, Procedia Manufacturing, Vol. 26, 70-75, doi: 10.1016/ 
j.promfg.2018.07.009. 

[11] Padula, R.S., Coury, H.J.C.G. (2003). Sagittal trunk movements during load carrying activities: A pilot study, Inter-
national Journal of Industrial Ergonomics, Vol. 32, No. 3, 181-188, doi: 10.1016/S0169-8141(03)00062-3. 

[12] Martinez, R., Bouffard, J., Michaud, B., Plamondon, A., Côté, J.N., Begon, M. (2019). Sex differences in upper limb 
3D joint contributions during a lifting task, Ergonomics, Vol. 62, No. 5, 682-693, doi: 10.1080/00140139. 
2019.1571245. 

[13] Corbeil, P., Plamondon, A., Handrigan, G., Vallée-Marcotte, J., Laurendeau, S., Ten Have, J., Manzerolle, N. (2019). 
Biomechanical analysis of manual material handling movement in healthy weight and obese workers, Applied 
Ergonomics, Vol. 74, 124-133, doi: 10.1016/j.apergo.2018.08.018. 

[14] Parida, R., Ray, P.K. (2015). Biomechanical modelling of manual material handling tasks: A comprehensive re-
view, Procedia Manufacturing, Vol. 3, 4598-4605, doi: 10.1016/j.promfg.2015.07.539. 

[15] Plamondon, A., Larivière, C., Denis, D., Mecheri, H., Nastasia, I. (2017). Difference between male and female 
workers lifting the same relative load when palletizing boxes, Applied Ergonomics, Vol. 60, 93-102, doi: 10.1016/ 
j.apergo.2016.10.014. 

[16] Theurel, J., Desbrosses, K., Roux, T., Savescu, A. (2018). Physiological consequences of using an upper limb exo-
skeleton during manual handling tasks, Applied Ergonomics, Vol. 67, 211-217, doi: 10.1016/j.apergo.2017. 
10.008. 

[17] Pinder, A.D.J., Boocock, M.G. (2014). Prediction of the maximum acceptable weight of lift from the frequency of 
lift, International Journal of Industrial Ergonomics, Vol. 44, No. 2, 225-237, doi: 10.1016/j.ergon.2012.11.005. 

[18] Lee, T.-H. (2003). Minimal acceptable handling time intervals for lifting and lowering tasks, Applied Ergonomics, 
Vol. 34, No. 6, 629-634, doi: 10.1016/S0003-6870(03)00050-4. 

[19] Straker, L.M., Stevenson, M.G., Twomey, L.T. (1996). A comparison of risk assessment of single and combination 
manual handling tasks: 1. Maximum acceptable weight measures, Ergonomics, Vol. 39, No. 1, 128-140, doi: 
10.1080/00140139608964439. 

[19] Straker, L.M., Stevenson, M.G., Twomey, L.T., Smith, L.M. (1997). A comparison of the risk assessment of single 
and combined manual handling tasks: 3. Biomechanical measures, Ergonomics, Vol. 40, No. 7, 708-728, doi: 
10.1080/001401397187856. 

[21] Ahmed, S., Gawand, M.S., Irshad, L., Demirel, H.O. (2018). Exploring the design space using a surrogate model 
approach with digital human modelling simulation, In: Proceedings of the ASME 2018 International Design Engi-
neering Technical Conferences and Computers and Information in Engineering Conference, Volume 1B: 38th Com-
puters and Information in Engineering Conference, Quebec, Canada, 1-13, doi: 10.1115/DETC2018-86323. 

[22] Vujica Herzog, N., Harih, G. (2019). Decision support system for designing and assigning ergonomic workplaces 
to workers with disabilities, Ergonomics, Vol. 63, No. 2, 225-236, doi: 10.1080/00140139.2019.1686658. 

[23] Harari, Y., Bechar, A., Riemer, R. (2020). Workers' biomechanical loads and kinematics during multiple-task 
manual material handling, Applied Ergonomics, Vol. 83, Article No. 102985, doi: 10.1016/j.apergo.2019.102985. 

[24] Harari, Y., Bechar, A., Riemer, R. (2019). Simulation-based optimization methodology for a manual material 
handling task design that maximizes productivity while considering ergonomic constraints, IEEE Transactions on 
Human-Machine Systems, Vol. 49, No. 5, 440-448, doi: 10.1109/THMS.2019.2900294.  

[25] Vujica Herzog, N., Buchmeister, B., Beharic, A., Gajsek, B. (2018). Visual and optometric issues with smart glasses 
in Industry 4.0 working environment, Advances in Production Engineering & Management, Vol. 13, No. 4, 417-
428, doi: 10.14743/apem2018.4.300. 

[26] Klodawski, M., Jachimowski, R., Jacyna-Golda, I., Izdebski, M. (2018). Simulation analysis of order picking effi-
ciency with congestion situations, International Journal of Simulation Modelling, Vol. 17, No. 3, 431-443, doi: 
10.2507/IJSIMM17(3)438. 

[27] Turk, M., Resman, M., Herakovič, N. (2018). Preparation of papers for IFAC conferences & symposia: Computer-
aided processing of manual assembly operations with integration of simulation tools in production processes, 
IFAC-PapersOnLine, Vol. 51, No. 2, 813-818, doi: 10.1016/j.ifacol.2018.04.014. 

[28] Karger, D.W., Bayha, F.H. (1961). Engineered Work Measurement, First edition, Industrial Press, New York, USA. 

344 Advances in Production Engineering & Management 15(3) 2020 
 

https://doi.org/10.1016/j.promfg.2018.07.009
https://doi.org/10.1016/j.promfg.2018.07.009
https://doi.org/10.1016/S0169-8141(03)00062-3
https://doi.org/10.1080/00140139.2019.1571245
https://doi.org/10.1080/00140139.2019.1571245
https://doi.org/10.1016/j.apergo.2018.08.018
https://doi.org/10.1016/j.promfg.2015.07.539
https://doi.org/10.1016/j.apergo.2016.10.014
https://doi.org/10.1016/j.apergo.2016.10.014
https://doi.org/10.1016/j.apergo.2017.10.008
https://doi.org/10.1016/j.apergo.2017.10.008
https://doi.org/10.1016/j.ergon.2012.11.005
https://doi.org/10.1016/S0003-6870(03)00050-4
https://doi.org/10.1080/00140139608964439
https://doi.org/10.1080/00140139608964439
https://doi.org/10.1080/001401397187856
https://doi.org/10.1080/001401397187856
https://doi.org/10.1115/DETC2018-86323
https://doi.org/10.1080/00140139.2019.1686658
https://doi.org/10.1016/j.apergo.2019.102985
https://doi.org/10.1109/THMS.2019.2900294
https://doi.org/10.14743/apem2018.4.300
https://doi.org/10.2507/IJSIMM17(3)438
https://doi.org/10.2507/IJSIMM17(3)438
https://doi.org/10.1016/j.ifacol.2018.04.014


 

 

 

   

345 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	15	|	Number	3	|	September	2020	|	pp	345–357	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2020.3.370 Original	scientific	paper	

 
 

Manufacturer’s customer satisfaction incentive plan for 
duopoly retailers with Cournot or collusion games 

Hu, H.a,b,*, Zhang, Z.a, Wu, Q.a, Han, S.a 

aSchool of Economics and Management, Yanshan University, Qinhuangdao, P.R. China 
bResearch Center for Regional Economic Development, Yanshan University, Qinhuangdao, P.R. China 

 
 

A B S T R A C T	   A R T I C L E   I N F O	

To	 increase	 customer	 satisfaction	 (CS)	which	 is	 closely	 linked	 to	 corporate	
reputation,	revenue	and	customer	loyalty,	manufacturers	will	provide	incen‐
tives	 to	 retailers	 in	 supply	 chain	 management.	 This	 paper	 focuses	 on	 two	
types	 of	 incentives	 that	 a	manufacturer	may	provide	 to	 retailers:	 customer	
satisfaction	 index	 bonus	 (CSI	 bonus)	 and	 customer	 satisfaction	 assistance,	
and	studies	the	optimal	customer	satisfaction	incentive	plan	of	the	manufac‐
turer	when	duopoly	retailers	adopt	Cournot	or	collusion	game.	By	comparing	
the	equilibrium	of	the	two	games,	we	conducted	a	preference	analysis	of	both	
the	manufacturer	and	the	retailers.	The	results	showed	that	no	matter	what	
kind	of	games	the	duopoly	retailers	take,	the	manufacturer	will	provide	cus‐
tomer	satisfaction	assistance	to	the	retailers	to	 increase	the	customer	satis‐
faction.	However,	if	the	duopoly	retailers	take	Cournot	behaviour,	only	when	
the	wholesale	price	is	greater	than	the	threshold,	the	manufacturer	will	pro‐
vide	the	retailers	with	customer	satisfaction	index	bonus.	The	manufacturer	
always	prefers	to	Cournot	behaviour,	and	the	retailers	always	prefer	to	collu‐
sion	behaviour.	In	addition,	this	paper	also	investigated	the	effect	of	custom‐
er	satisfaction	incentives	on	the	manufacturer,	and	found	that	it	will	help	the	
manufacturer	obtain	more	demand	and	higher	profits.	
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1. Introduction 

Nowadays,	CS	is	concerned	by	various	industries,	so	it	is	imperative	to	improve	it.	CS	plays	such	
an	importance	role	because	it	is	closely	related	to	a	company's	reputation,	marketing	activities	
and	revenues	 [1‐2].	High	CS	will	 result	 in	more	repeat	purchases,	 cross	purchases	and	a	good	
reputation	[3‐5].	When	CS	is	low,	it	will	make	consumers	have	a	bad	impression	of	the	company,	
which	will	affect	the	reputation	of	the	company	and	make	it	difficult	for	the	company	to	last	for	a	
long‐term	development.	Therefore,	 to	encourage	retailers	 to	 improve	CS,	many	manufacturers	
implement	some	form	of	supply	chain	incentive	measures.	 In	practice,	manufacturers	typically	
offer	two	types	of	CS	incentives	to	retailers:	CSI	bonus	and	CS	assistance	[6‐7].	Specifically,	CSI	
bonuses	 are	 one‐time	 incentives	 given	by	manufacturers	 to	 retailers	 based	 on	CSI	 scores.	 Ac‐
cording	 to	 the	2017	CSI	 automotive	 industry	 research	 results	 in	China,	 the	CSI	 scores	of	Audi	
(86.6),	BMW	(80.1)	and	Mercedes‐Benz	(71.5)	are	the	top	three	in	the	luxury	car	series;	Toyota	
(81.8),	Chevrolet	(77.8)	and	Volkswagen	(73.1)	are	listed	as	the	top	three	in	the	mainstream	car	
series.	They	gave	retailers	a	certain	CSI	reward	based	on	CSI	scores.	CS	assistance	is	an	invest‐
ment	made	by	manufacturers	to	share	the	cost	of	retailers'	efforts	to	improve	CS.	For	example,	
Ford	and	Lexus	train	the	employees	of	investment	retailers	for	free	to	reduce	the	input	cost	of	
retailers’	CS	efforts;	Benz	and	Saturn	offer	free	consulting	services	to	retailers	to	improve	CS.	
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CS	was	first	proposed	by	Cardozo	[8],	who	argued	that	improving	CS	would	lead	to	a	repur‐
chasing	behaviour.	Wang	and	Zhao	[1]	established	a	multilayer	 linear	model	discussed	the	im‐
pact	of	CS	on	the	value	of	shareholder.	There	are	also	many	studies	to	improve	CS	by	implement‐
ing	some	kinds	of	incentive.	The	CSI	was	first	established	by	Sweden	in	1989.	It	is	an	index	calcu‐
lated	based	on	customer	evaluation	of	enterprise	product	and	service	quality.	Hauser	et	al.	 [9]	
were	 the	 first	 to	 study	 CSI	 bonuses,	 and	 they	 considered	 a	 two‐phase	 supply	 chain	model,	 in	
which	the	CS	incentive	plan	increased	the	future	demand	of	the	second	phase.	Based	on	this,	Chu	
and	Desai	[6]	proposed	another	incentive:	CS	assistance,	which	encourages	retailers	to	improve	
CS,	and	they	found	that	the	manufacturer	would	provide	these	two	incentives	in	their	CS	incen‐
tive	plan	when	the	actors	all	have	strong	pricing	power.	Wang	et	al.	 [7]	studied	the	optimal	CS	
incentive	plan	 for	manufacturers	 in	 the	 four	supply	chain	models,	and	 they	 further	 found	 that	
when	the	manufacturer's	market	pricing	ability	is	weak	and	the	wholesale	price	is	lower	than	a	
certain	value,	the	manufacturer	only	provides	CS	assistance	to	the	retailers.		

These	 literatures	mainly	 study	 that	 a	manufacturer	 provide	 incentives	 to	 a	 retailer	 to	 im‐
prove	 CS,	 but	 the	 situation	 of	 providing	 incentives	 to	 duopoly	 retailers	 has	 not	 been	 studied.	
Generally	speaking,	there	are	many	duopoly	supply	chains,	such	as	offline	sales	Gome	and	Sun‐
ing,	Wal‐Mart	and	Tesco,	and	online	sales	such	as	JD.com	and	Tmall.	By	cooperating	with	duopo‐
ly	 retailers,	 the	manufacturer	 can	quickly	 expand	 their	market	 influence,	 and	 it	must	 also	 im‐
prove	CS	in	the	face	of	fierce	competition	between	similar	products,	so	as	to	win	in	the	competi‐
tion.	 There	 are	 different	 forms	 of	 competition	 among	 duopoly	 retailers.	 Competition	 between	
duopoly	 retailers	 is	 a	 common	 phenomenon	 in	 various	 industries.	 They	 (e.g.	 Wal‐Mart	 and	
Tesco)	determine	their	own	selling	price	and	order	quantity	respectively	and	pursue	their	own	
profit	maximization.	Cooperation	 is	 another	behaviour	between	duopoly	 retailers,	who	 jointly	
set	their	selling	price	so	that	the	entire	downstream	supply	chain	of	profit	maximization.	Yang	
and	 Zhou	 [10]	 studied	 the	 three	 behaviours	 of	 the	 duopoly	 retailers	 Cournot,	 collusion	 and	
Stackelberg,	 and	conducted	preference	analysis	based	on	 the	best	decision.	They	 finally	 found	
that	if	the	duopoly	retailers	take	collusion	behaviour,	its	selling	price	is	the	highest;	However,	if	
the	 duopoly	 retailers	 take	 Cournot	 behaviour,	 its	 selling	 price	 is	 the	 lowest.	Huang	 et	al.	 [11]	
established	six	decentralized	models	and	a	centralized	model	according	to	different	rights	struc‐
tures.	Modak	et	al.	[12]	studied	the	Cournot	and	collusion	model	of	duopoly	retailers	in	a	closed‐
loop	 supply	 chain.	Herbon	 [13]	 studied	 the	price,	profit	 and	market	 share	of	 two	 competition	
retailers	in	the	context	of	consumer	information	asymmetry.	Li	et	al.	[14]	studied	a	combination	
of	strategies	of	one	manufacturer	and	multiple	suppliers	for	cooperative	supply.	Lang	and	Shao	
[15]	studied	the	product	portfolio	decisions	of	two	retailers	under	competition	situations	based	
on	the	MNL	model.	Chai	et	al.	[16]	studied	the	price	competition	of	two	competing	retailers	un‐
der	stochastic	demand	disruption.	

In	supply	chain	coordination,	there	are	many	coordination	contracts,	such	as	volume	discount	
contracts	 [17],	 two‐part	 tariff	 contracts	 [18‐19],	 revenue‐sharing	 contracts	 [20‐22],	 incentive	
adjustment	policy	 [23],	 cost	 sharing	 contracts	 [24],	 etc.	Hu	et	al.	 [25]	 studied	 the	 competition	
among	DCSC	members	and	the	optimal	strategy	in	these	two	coordination	situations.	This	paper	
focuses	 on	 improving	 supply	 chain	 performance	 through	 incentive	 policies.	 Cheng	 et	al.	 [26]	
explored	incentive	contracts	under	conditions	of	uncertain	demand	and	asymmetric	information.	
Deng	et	al.	[27]	studied	the	incentive	mechanism	of	CS	in	the	distributed	service	chain.	Hu	et	al.	
[28]	 studied	 the	 retailers	 provide	 incentives	 for	 manufacturers	 to	 improve	 product	 quality,	
thereby	increasing	consumers'	willingness	to	purchase.	Deng	et	al.	[29]	designed	an	effective	CS	
incentive	contract	 taking	budget	constraints	 into	account,	and	they	found	that	even	in	a	single	
period	environment	that	the	customers	would	not	bring	in	future	business,	CS	incentives	benefit	
the	manufacturer.	

This	paper	builds	2	kinds	of	 game	 scenarios	of	 the	duopoly	 retailers.	The	 specific	 arrange‐
ments	 are	 as	 follows:	 Section	 2	 describes	 the	model.	 Section	 3	 studies	 the	manufacturer's	 CS	
incentive	plan	in	two	game	scenarios,	and	compares	and	analyses	the	decision	results.	Section	4	
studies	 the	 impact	 of	 CS	 incentives	 on	 the	 manufacturer.	 Section	 5	 summarizes	 conclusions,	
points	out	deficiencies	and	looks	to	the	future.	
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2. Model description 

This	 study	 focuses	on	 the	 supply	 chain	 consisting	of	 one	manufacturer	 and	 two	 retailers.	The	
manufacturer	wholesales	the	same	product	to	the	two	retailers	at	the	same	price,	and	then	re‐
tailers	sell	the	product	to	consumers	in	the	same	market.	

The	demand	 function	 is	based	on	Chu	and	Desai	 [6]	which	merges	short‐term	demand	and	
long‐term	demand	into	a	single	demand	function,	and	add	to	this	demand	function	the	effect	of	
another	retailer's	price,	resulting	in	a	new	demand	function	as	follows.	

௜ܦ	 ൌ ௜ߙ െ ௜݌ ൅ ܾ௜ ൅ ሺ݅							ሺଷି௜ሻ݌ߚ ൌ 1,2ሻ                     (1)	

	;function	demand	݅'s	Retailer	௜:ܦ
	;reputation)	(initial	potential	market	݅'s	Retailer	௜:ߙ
	;price	selling	݅'s	Retailer	௜:݌
ܾ௜:	Retailer	݅'s	CS	efforts;	
	marketing	retailer's	of	impact	the	reflects	retailers,	between	substitutability	of	degree	The	:ߚ

mix	decisions	on	customer	demand,	with	0 ൑ ߚ ൏ 1.	

Assume	retailer	݅'s	CS	effort	cost	is	ܾ௜
ଶ.	CS	incentive	plan	consists	of	two	parts:	(1)	CSI	bonus,	

the	bonus	per	unit	CS	effort	 is	ߟ,	CSI	bonus	is	measured	by	retailer	݅'s	CS	effort	ܾ௜	direct	meas‐
urement,	the	manufacturer	gives	the	retailer	݅'s	the	total	amount	of	CSI	bonus	is	ܾߟ௜	.	(2)	CS	as‐
sistance,	 the	assistance	per	unit	CS	effort	 is	ݔ௕,	 so	 the	retailer	݅'s	CS	effort	 cost	 reduction	ܾ௜ݔ௕,	
cost	is	ܾ௜ሺܾ௜ െ 	.௕ଶݔ	is	manufacturer	the	by	incurred	cost	the	then	௕ሻ,ݔ

Retailer	݅	the	profit	function	ߨ௥௜	is:	

௥௜ߨ	 ൌ ሺ݌௜ െ ௜ܦ௠ሻݓ െ ܾ௜ሺܾ௜ െ ௕ሻݔ ൅ 	                   (2)		௜ܾߟ

Where	ݓ௠	is	the	wholesale	prices	offered	by	the	manufacturer.	
Assume	that	 the	manufacturer's	manufacturing	cost	 is	0,	 the	manufacturer's	profit	 function	

	:is	௠ߨ
௠ߨ ൌ ∑ ሺݓ௠ܦ௜ െ 	௜ܾߟ െ ௕ଶሻݔ

ଶ
௜ୀଵ 																																																(3)	

3. Model analysis 

In	the	model	analysis	below,	we	assume	that	the	manufacturer	is	the	leader	of	Stackelberg	and	
the	duopoly	retailers	is	its	follower,	and	the	retailers	can	play	either	Cournot	or	collusion	game.		 

3.1 Retailers play the Cournot game 

In	this	section,	it	is	assumed	that	duopoly	retailers	adopt	a	Cournot	approach	in	which	each	re‐
tailer	sets	its	own	selling	price	and	CS	effort	by	assuming	that	its	competitors'	selling	price	and	
CS	effort.		

Our	game	sequence	is:	

(1)	the	manufacturer	determines	ݓ௠,	,ߟ	ݔ௕;	
(2)	retailer	݅	according	to	the	given	ݓ௠,	,ߟ	ݔ௕	to	determine	݌௜,	ܾ௜.	

In	order	to	find	the	equilibrium	of	the	subgame	of	the	two‐stage	game,	the	backward	induc‐
tion	method	is	adopted.	

For	any	given	ݓ௠,	,ߟ	ݔ௕,	donating	
డగೝభ
డ௣భ

ൌ 0,	
డగೝభ
డ௕భ

ൌ 0	we	have	the	optimal	selling	price		݌ଵ
∗	and	

the	best	CS	effort		ܾଵ
∗;	Retailer	2	passed	solve	

డగೝమ
డ௣మ

ൌ 0,	
డగೝమ
డ௕మ

ൌ 0	to	determine	the	optimal	selling	

price		݌ଶ
∗	and	 the	 optimal	 CS	 effort	ܾଶ

∗.	 Followed,	 putting		݌ଵ
∗,		ܾଵ

ଶ݌		,∗
∗,		ܾଶ

∗	into	 equation	 (3),	 the	

manufacturer	solves	
డగ೘
డ௪೘

ൌ 0,
డగ೘
డఎ

ൌ 0,	
డగ೘
డ௫್

ൌ 0	to	determine	the	optimal	wholesale	price	ݓ௠∗ ,	the	

optimal	CS	effort	bonus	per	unit	ߟ∗,	the	optimal	CS	effort	assistance	per	unit	ݔ௕
∗.	

When	the	profit	 function	is	a	concave	function	on	its	decision	variable,	 the	optimal	solution	
can	maximize	the	profit.	Therefore,	the	concaveness	of	the	profit	function	is	tested	by	calculating	
the	Hessian	matrix.	
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As	can	be	seen	from	Eq.	1,	the	Hessian	matrix	of	ߨ௥ଵ	is:	

௖ଵܪ ൌ ቎

డమగೝభ
డ௣భమ

డమగೝభ
డ௣భడ௕భ

డమగೝభ
డ௕భడ௣భ

డమగೝభ
డ௕భ

మ

቏ ൌ ቂെ2 1
1 െ2

ቃ		

1߂ ൌ െ2 ൏ 2߂	;0 ൌ 3 ൐ 0.	 Retailer	 1's	 profit	 function	ߨ௥ଵ	is	 its	 decision	 variable	݌ଵ	with	ܾଵ	
strict	concave	function,	so	ߨ௥ଵ	has	a	maximum	value.	

As	can	be	seen	from	Eq.	2,	the	Hessian	matrix	of	ߨ௥ଶ	is:	

௖ଶܪ ൌ ቎

డమగೝమ
డ௣మమ

డమగೝమ
డ௣మడ௕మ

డమగೝమ
డ௕మడ௣మ

డమగೝమ
డ௕మ

మ

቏ ൌ ቂെ2 1
1 െ2

ቃ		

1߂ ൌ െ2 ൏ 2߂	;0 ൌ 3 ൐ 0.	 Retailer	 2's	 profit	 function	ߨ௥ଶ	is	 its	 decision	 variable	݌ଶ	with	ܾଶ	
strict	concave	function,	so	ߨ௥ଶ	has	a	maximum	value.		

Bringing		݌ଵ
௖௧,		ܾଵ

௖௧,		݌ଶ
௖௧,		ܾଶ

௖௧	in	Table	1	to	Eq.	3,	the	Hessian	matrix	of	ߨ௠	is:	

௖ଷܪ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
డమగ೘
డ௪೘

మ

డమగ೘
డ௪೘డఎ

డమగ೘
డ௪೘డ௫್

డమగ೘
డఎడ௪೘

డమగ೘
డఎమ

డమగ೘
డఎడ௫್

డమగ೘
డ௫್డ௪೘

డమగ೘
డ௫್డఎ

డమగ೘
డ௫್మ ے

ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ۍ
ି଼ఉା଼

ଶఉିଷ

ଶఉିସ

ଶఉିଷ

ିଶ

ଶఉିଷ
ଶఉିସ

ଶఉିଷ

ିସఉା଼

ଶఉିଷ

ିଶఉାସ

ଶఉିଷ
ିଶ

ଶఉିଷ

ିଶఉାସ

ଶఉିଷ

ି଼ఉାଵଶ

ଶఉିଷ ے
ۑ
ۑ
ۑ
ې

		

1߂ ൌ
ି଼ఉା଼

ଶఉିଷ
2߂	; ൌ

ସሺఉିଶሻሺ଻ఉି଺ሻ

ሺଶఉିଷሻమ
3߂	; ൌ െ

ଵ଺ሺఉିଶሻሺ଺ఉିହሻ

ሺଶఉିଷሻమ
.	When1߂ ൏ 2߂	,0 ൐ 3߂	,0 ൐ 0,	the	manu‐

facturer's	profit	function	ߨ௠	is	its	decision	variable	ݓ௠,	,ߟ	ݔ௕	strict	concave	function,	only	having	
a	maximum	value.	Making	1߂ ൏ 2߂	,0 ൐ 3߂	,0 ൐ 0,	the	solution	is	obtained	ߚ ൏

ହ

଺
,	so	we	assume		

ߚ ൏
ହ

଺
,	and	the	results	are	shown	in	Table	1.	

When	 duopoly	 retailers	 play	 the	 Cournot	 game,	 the	 manufacturer	 sets	 a	 wholesale	 price	
threshold	ݓ௠ᇱ 	in	order	 to	guarantee	 its	profit.	Only	when	ݓ௠ ൐ ௠ᇱݓ ,	 the	manufacturer	gives	 the	
retailers	a	CSI	bonus,	otherwise	it	will	not.	As	can	be	seen	from	Table	1	that	when	ߚ ൌ 0.25,	it	is	a	
threshold	of	the	wholesale	price	of	the	product.	

௠ᇱݓ	 ൌ
ହሺఈభାఈమሻ

ଵସ
                                     (4)	

Table	1	Equilibrium	under	the	Cournot	of	duopoly	retailers	(ܿݐ	means	Cournot)	

Stage	1	 wholesale	price  ௠௖௧ݓ ൌ െ
5ሺߙଵ ൅ ଶሻߙ
4ሺ6ߚ െ 5ሻ

	

	 assistance	per	unit	CS	effort	 ௕ݔ
௖௧ ൌ െ

ଵߙ ൅ ଶߙ
4ሺ6ߚ െ 5ሻ

	

	 bonus	per	unit	CS	effort	 ௖௧ߟ ൌ

ە
۔

ۓ
ሺ4ߚ െ 1ሻሺߙଵ ൅ ଶሻߙ
4ሺ6ߚ െ 5ሻሺߚ െ 2ሻ

ߚ									 ൐
1
4

0 ߚ																 ൑
1
4

	

Stage	2	 retailer	1's	selling	price	 ଵ݌
௖௧ ൌ

௠௖௧ݓሺܣ ൅ ௕ݔ
௖௧ ൅ ௖௧ሻߟ ൅ ܤ2
ܺ

	

	 retailer	1's	CS	effort	 ܾଵ
௖௧ ൌ

௠௖௧ݓܦ ൅ ௕ݔሺܧ
௖௧ ൅ ௖௧ሻߟ ൅ ܤ
ܺ

	

	 retailer	2's	selling	price	 ଶ݌
௖௧ ൌ

௠௖௧ݓሺܣ ൅ ௕ݔ
௖௧ ൅ ௖௧ሻߟ ൅ ܥ2
ܺ

	

	 retailer	2's	CS	effort	 ܾଶ
௖௧ ൌ

௠௖௧ݓܦ ൅ ௕ݔሺܧ
௖௧ ൅ ௖௧ሻߟ ൅ ܥ
ܺ

	

0	:݁ݐ݋ܰ  ൑ ߚ ൏
ହ

଺
, ܺ ൌ ଶߚ4 െ ܣ,9 ൌ െ2ߚ െ ܤ,3 ൌ െ2ߙߚଶ െ ,ଵߙ3 ܥ ൌ െ2ߙߚଵ െ ܦ,ଶߙ3 ൌ െ2ߚଶ െ ߚ ൅ ܧ,3 ൌ

ଶߚ2	 െ ߚ െ 6.	
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Proposition	1:		
(1)	 In	the	CS	incentive	plan,	if	ߚ ൐ 0.25,	the	manufacturer	provides	both	CSI	bonuses	and	CS	

assistance;	If	ߚ ൑ 0.25	,	the	manufacturer	only	provides	CS	assistance.		
(2)	 When	 the	 degree	 of	 substitutability	ߚ	between	 retailers	 increase,	 the	 manufacturer	

should	increase	CSI	bonuses	and	CS	assistance	in	the	CS	incentive	plan.	

Prove.	In	order	to	prove	Proposition	1	(2),	solving	the	partial	derivative	of		ݔ௕
௖௧	and	ߟ௖௧	with	re‐

spect	to	ߚ	in	Table	1	is	needed.	

డ	௫್
೎೟

డఉ
ൌ

ଶସሺఈభାఈమሻ

ሺଶସఉିଶ଴ሻమ
൐ 0	,					

డ	ఎ೎೟

డఉ
ൌ െ

൫ଶସఉమିଵଶఉିଵଷ൯ሺఈభାఈమሻ

ସሺ଺ఉିହሻమሺఉିଶሻమ
൐ 0																																	(5)	

Due	to	
డ	௫್

೎೟

డఉ
൐ 0	and	

డ	ఎ೎೟

డఉ
൐ ௕ݔ	,0 and	ߟ	under	Cournot	game	are	increased	with	ߚ,	respectively.	

Proposition	1	(1)	indicates	that	when	ߚ ൐ 0.25,	the	manufacturer	should	provide	CSI	bonuses	
and	CS	assistance	to	incentive	retailers	to	improve	CS,	when	ߚ ൑ 0.25	,	the	manufacturer	stops	to	
use	 CSI	 bonuses.	 The	 larger	ߚ	leads	 higher	 wholesale	 price	 of	 the	 manufacturers.	 Therefore,	
manufacturers	are	willing	 to	provide	CSI	bonuses	 to	 retailers	when	wholesale	prices	 are	high.	
Conversely,	when	the	wholesale	price	is	low,	the	manufacturer	will	not	provide	the	CSI	bonus	to	
the	retailers.	As	can	be	seen	from	Table	1,	ߚ ൌ 0.25	is	a	threshold	for	the	wholesale	price	of	the	
product.	In	addition,	retailers	alone	bear	the	cost	of	the	CS	effort,	and	the	benefits	of	high	CS	are	
shared	by	both	parties.	Therefore,	manufacturers	prefer	to	provide	CS	assistance	to	retailers	to	
reduce	the	cost	of	the	CS	effort,	and	motivate	retailers	to	make	higher	CS	effort.	

Proposition	1	(2)	indicates	that	as	ߚ	increase,	the	manufacturer	should	give	retailers	more	CSI	
bonuses	and	CS	assistance.	Higher	substitutability	(ߚ)	between	the	two	retailers	is	always	pre‐
ferred	by	the	manufacturer,	because	the	larger	the	ߚ,	the	more	similar	the	two	retailers,	and	the	
easier	it	is	for	the	manufacturer	to	manage	the	two	retailers.		

3.2 Retailers play the collusion game 

In	 this	 section,	 it	 is	 assumed	 that	duopoly	 retailers	can	collusion.	Therefore,	 the	 total	profit	of	
retailers	is:	

ோߨ ൌ ௥ଵߨ ൅ ௥ଶߨ ൌ ሺ݌ଵ െ ଵܦ௠ሻݓ െ ܾଵሺܾଵ െ ௕ሻݔ ൅ 	ଵܾߟ ൅ ሺ݌ଶ െ ଶܦ௠ሻݓ െ ܾଶሺܾଶ െ ௕ሻݔ ൅    	    ଶ  (6)ܾߟ

Game	sequence	is:	

(1)	 The	manufacturer	determines	ݓ௠,	,ߟ	ݔ௕;	
(2)	 Retailer	1	and	retailer	2	determine	݌௜,	ܾ௜	together,	according	to	the	given	ݓ௠,	,ߟ	ݔ௕.	

In	order	to	find	the	equilibrium	of	the	subgame	of	the	two‐stage	game,	the	backward	induc‐
tion	method	 is	adopted.	The	solution	process	 is	 the	same	as	3.1.	 computes	 the	Hessian	matrix	
and	obtain	ߚ ൏

ହ

଻
,	so	we	assume	ߚ ൏

ହ

଻
,	and	the	results	are	shown	in	Table	2.	

Table	2	Equilibrium	under	the	collusion	of	duopoly	retailers	(ܿ݊	means	collusion)	

Stage	1	 wholesale	price  ௠௖௡ݓ ൌ െ
ଵߙ ൅ ଶߙ
4ሺߚ െ 1ሻ

	

	 assistance	per	unit	CS	effort	 ௕ݔ
௖௡ ൌ െ

ଵߙ ൅ ଶߙ
4ሺ7ߚ െ 5ሻ

	

	 bonus	per	unit	CS	effort	 ௖௡ߟ ൌ 0	

Stage	2	 retailer	1's	selling	price	 ଵ݌
௖௡ ൌ

௠௖௡ݓܫ െ ௕ݔሺܬ
௖௡ ൅ ௖௡ሻߟ െ ܩ2
ܻ

	

	 retailer	1's	CS	effort	 ܾଵ
௖௡ ൌ

௠௖௡ݓܨ െ ௕ݔሺܨ2
௖௡ ൅ ௖௡ሻߟ െ ܩ
ܻ

	

	 retailer	2's	selling	price	 ଶ݌
௖௡ ൌ

௠௖௡ݓܫ െ ௕ݔሺܬ
௖௡ ൅ ௖௡ሻߟ െ ܪ2
ܻ

	

	 retailer	2's	CS	effort	 ܾଶ
௖௡ ൌ

௠௖௡ݓܨ െ ௕ݔሺܨ2
௖௡ ൅ ௖௡ሻߟ െ ܪ
ܻ

	

0	:݁ݐ݋ܰ ൑ ߚ ൏
ହ

଻
. ܻ ൌ ଶߚ16 െ ܨ,9 ൌ െ4ߚଶ ൅ ߚ ൅ ܩ,3 ൌ ଶߙߚ4 ൅ ܪ,ଵߙ3 ൌ ଵߙߚ4 ൅ ,ଶߙ3 ܫ ൌ ଶߚ8 െ ߚ2 െ

3, ܬ ൌ4ߚ ൅ 3.	
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Proposition	2:	
(1)	 The	manufacturer	only	provides	CS	assistance	in	the	CS	incentive	plan.		
(2)	 When	 the	 degree	 of	 substitutability	ߚ	between	 retailers	 increase,	 the	 manufacturer	

should	increase	CS	assistance	in	the	CS	incentive	plan.	

Prove.	In	order	to	prove	Proposition	2	(2),	solving	the	partial	derivative	of	ݔ௕
௖௡	with	respect	to	

	.needed	is	2	Table	in	ߚ
డ	௫್

೎೙

డఉ
ൌ

ଶ଼ሺఈభାఈమሻ

ሺଶ଼ఉିଶ଴ሻమ
൐ 0                                  (7)	

Due	to	
డ	௫್

೎೙

డఉ
൐ ௕ݔ	,0 under	collusion	game	is	increased	with	ߚ.	

Proposition	2	(1)	indicates	that	when	retailers	adopt	a	collusion	approach,	manufacturers	on‐
ly	provide	CS	assistance	to	retailers.	The	results	of	Huang	et	al.	[11]	showed	that	retailers'	collu‐
sion	 behaviour	will	 increase	 their	 selling	 prices,	 thus	 causing	 the	manufacturer	 to	 encounter	
lower	profits,	and	the	retailer's	collusion	behaviour	will	cause	the	manufacturer	to	charge	a	low‐
er	wholesale	price.	Therefore,	the	manufacturer	will	only	provide	CS	assistance	to	retailers	and	
cancel	the	CSI	bonus.	

Proposition	2	(2)	further	indicates	that	when	ߚ	increase,	the	manufacturer	should	give	retail‐
ers	more	CSI	bonuses	and	CS	assistance.		

3.3 Impact of the strategy 

This	section	discusses	the	impact	of	the	Cournot	and	collusion	behaviour	of	duopoly	retailers	on	
each	of	the	equilibrium	solutions	in	Table	1	and	Table	2,	and	analyse	the	preferences	of	manufac‐
turers	and	retailers.	The	following	discussion	is	in	ߚ ൏

ହ

଻
	the	case	was	carried	out,	 in	which	the	

superscript	ܿݐ	represents	Cournot,	and	the	superscript	ܿ݊	represents	collusion.	

Proposition	3:	ݓ௠௖௡ ൏ 	.௠௖௧ݓ

Prove.	ݓ௠௖௡	with	ݓ௠௖௧	make	a	difference	

௠௖௡ݓ െ ௠௖௧ݓ ൌ െ	
ఉሺఈభାఈమሻ

ଶସఉమିସସఉାଶ଴
൏ 0																																																						(8)	

The	difference	between	the	two	is	less	than	0,	so	the	proposition	is	proved.	
Proposition	3	indicates	that	the	retailer's	collusion	behaviour	will	cause	the	manufacturer	to	

charge	lower	wholesale	price.	Consistent	with	the	conclusions	in	literature	[11].	

Proposition	4:	ߨ௠௖௡ ൏ 	.௠௖௧ߨ
Prove.	ߨ௠௖௡	with	ߨ௠௖௧	make	a	difference	

௠௖௡ߨ െ ௠௖௧ߨ ൌ ൞
െ

൫ହ଼଼ఉరିଷ଼ଽ଺ఉయା଺଻ଵଶఉమିସସ଼ସఉାଵ଴ସହ൯ሺఈభାఈమሻమ

଼ሺ଺ఉమିଵ଻ఉାଵ଴ሻሺସఉିଷሻሺ଻ఉିହሻమ
൏ ߚ																																			0 ൐

ଵ

ସ

െ
൫଻଴ହ଺ఉఱିସହଽ଺଼ఉరାଽ଼ଵଵ଺ఉయିଽହଷ଼଴ఉమାସଷଽ଴ହఉି଻଼଴଴൯ሺఈభାఈమሻమ

଼ሺଶఉିଷሻሺସఉିଷሻሺ଻ఉିହሻమሺ଺ఉିହሻమ
൏ ߚ												0 ൑

ଵ

ସ

									(9)				

The	difference	between	the	two	is	less	than	0,	so	the	proposition	is	proved.	
Proposition	4	indicates	that	the	retailer's	collusion	behaviour	will	cause	the	manufacturer	to	

suffer	lower	profits,	because	the	collusion	behaviour	of	retailers	will	increase	selling	prices	and	
reduce	sales.	

Proposition	 ௜݌	:5
௖௡ ൐ ௜݌

௖௧,	 if	ߚ ൐ ଵ݌	;0.25
௖௡ ൐ ଵ݌

௖௧,	 if	ߚ ൑ 0.25	and	ߙଵ ൑ ଶ݌		;ଶߙ
௖௡ ൐ ଶ݌

௖௧,	 if	ߚ ൑ 0.25	
and	ߙଵ ൒ ܾ௜		ଶ;ߙ

௖௡ ൐ ܾ௜
௖௧.	

Prove.	First	݌ଵ
௖௡	with	݌ଵ

௖௧	make	a	difference	

ଵ݌
௖௡െ݌ଵ

௖௧ ൌ ቐ

ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ିఈభାఈమ
ଶఉାଷ

൅
ଷఈభାଷఈమ
ଶሺ଺ఉିହሻ

൅
ఈభାఈమ
ସሺఉିଶሻ

൅
ఈభିఈమ
ସఉାଷ

൐ ߚ						0 ൐
ଵ

ସ
ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ିఈభାఈమ
ଶఉାଷ

൅
ଽఈభାଽఈమ
଼ሺ଺ఉିହሻ

൅
ହఈభାହఈమ
଼ሺଶఉିଷሻ

൅
ఈభିఈమ
ସఉାଷ

ߚ											 ൑
ଵ

ସ

					(10)	
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When	 ߚ ൑
ଵ

ସ
, 	

ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ଽఈభାଽఈమ
଼ሺ଺ఉିହሻ

൅
ହఈభାହఈమ
଼ሺଶఉିଷሻ

൐ 0 ;	 So	 if	
ିఈభାఈమ
ଶఉାଷ

൅
ఈభିఈమ
ସఉାଷ

ൌ

െ
ଶሺఈభିఈమሻఉ

଼ఉమାଵ଼ఉାଽ
൒ ଵ݌	,0

௖௡െ݌ଵ
௖௧	is	greater	than	0.	If	

ିఈభାఈమ
ଶఉାଷ

൅
ఈభିఈమ
ସఉାଷ

൒0,	then	ߙଵ ൑ 	.ଶߙ

Similarly,	݌ଶ
௖௡	with	݌ଶ

௖௧	make	a	difference	

ଶ݌
௖௡െ݌ଶ

௖௧ ൌ ቐ

ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ఈభିఈమ
ଶఉାଷ

൅
ଷఈభାଷఈమ
ଶሺ଺ఉିହሻ

൅
ఈభାఈమ
ସሺఉିଶሻ

൅
ିఈభାఈమ
ସఉାଷ

	൐ ߚ						0 ൐
ଵ

ସ
ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ఈభିఈమ
ଶఉାଷ

൅
ଽఈభାଽఈమ
଼ሺ଺ఉିହሻ

൅
ହఈభାହఈమ
଼ሺଶఉିଷሻ

൅
ିఈభାఈమ
ସఉାଷ

ߚ												 ൑
ଵ

ସ

					(11)	

When	 ߚ ൑
ଵ

ସ
, 	

ఈభାఈమ
ଶሺସఉିଷሻ

െ
଻ఈభା଻ఈమ
ସሺ଻ఉିହሻ

െ
ఈభାఈమ
ସሺఉିଵሻ

൅
ଽఈభାଽఈమ
଼ሺ଺ఉିହሻ

൅
ହఈభାହఈమ
଼ሺଶఉିଷሻ

൐ 0 ;	 So	 if	
ఈభିఈమ
ଶఉାଷ

൅
ିఈభାఈమ
ସఉାଷ

ൌ
ଶሺఈభିఈమሻఉ

଼ఉమାଵ଼ఉାଽ
൒ ଶ݌	,	0

௖௡െ݌ଶ
௖௧	is	greater	than	0.	If	

ఈభିఈమ
ଶఉାଷ

൅
ିఈభାఈమ
ସఉାଷ

൒0,	then	ߙଵ ൒ 	.ଶߙ

At	last,	subtract	ܾଵ
௖௡	from	ܾଵ

௖௧,	and	ܾଶ
௖௡	from		ܾଶ

௖௧	separately.	

ܾଵ
௖௡െܾଵ

௖௧ ൌ ቐ

ఈభାఈమ
ସሺସఉିଷሻ

െ
ఈభାఈమ
଻ఉିହ

൅
ିఈభାఈమ
ଶሺଶఉାଷሻ

൅
ఈభାఈమ
ଶሺ଺ఉିହሻ

൅
ఈభିఈమ
ଶሺସఉାଷሻ

൐ ߚ																														0 ൐
ଵ

ସ
ହఈభାହఈమ
ଵ଺ሺଶఉିଷሻ

൅
ఈభାఈమ
ସሺସఉିଷሻ

െ
ఈభାఈమ
଻ఉିହ

൅
ିఈభାఈమ
ଶሺଶఉାଷሻ

൅
ఈభାఈమ

ଵ଺ሺ଺ఉିହሻ
൅

ఈభିఈమ
ଶሺସఉାଷሻ

൐ ߚ								0 ൑
ଵ

ସ

    (12) 

ܾଶ
௖௡െܾଶ

௖௧ ൌ ቐ

ఈభାఈమ
ସሺସఉିଷሻ

െ
ఈభାఈమ
଻ఉିହ

൅
ఈభିఈమ
ଶሺଶఉାଷሻ

൅
ఈభାఈమ
ଶሺ଺ఉିହሻ

൅
ିఈభାఈమ
ଶሺସఉାଷሻ

൐ ߚ																														0 ൐
ଵ

ସ
ହఈభାହఈమ
ଵ଺ሺଶఉିଷሻ

൅
ఈభାఈమ
ସሺସఉିଷሻ

െ
ఈభାఈమ
଻ఉିହ

൅
ఈభିఈమ
ଶሺଶఉାଷሻ

൅
ఈభାఈమ

ଵ଺ሺ଺ఉିହሻ
൅

ିఈభାఈమ
ଶሺସఉାଷሻ

	൐ ߚ							0 ൑
ଵ

ସ

    (13) 

The	difference	between	the	above	two	is	greater	than	0,	so	the	proposition	is	proved.	
Proposition	5	indicates	that	the	retailer's	collusion	behaviour	will	cause	them	to	charge	high‐

er	selling	prices	and	make	greater	CS	efforts.	When	retailers	raise	their	selling	prices,	sales	will	
decrease.	 At	 this	 time,	 in	 order	 to	 avoid	 excessive	 sales	 reduction,	 retailers	will	make	 greater	
effort	to	increase	CS	to	increase	sales.	In	other	words,	when	retailers	choose	collusion	behaviour,	
they	will	confrontation	the	reduction	in	sales	due	to	rising	selling	prices	by	increasing	CS	efforts.		

Proposition	6:	ߨ௥௜
௖௡ ൐ ௥௜ߨ

௖௧.	

Prove.	Subtract	ߨ௥ଵ
௖௡	from	ߨ௥ଵ

௖௧ ,	and	ߨ௥ଶ
௖௡	from	ߨ௥ଶ

௖௧ 	separately.	

௥ଵߨ
௖௡െߨ௥ଵ

௖௧ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ
ିଷሺఈభିఈమሻమ

ସሺଶఉାଷሻమ
൅

ିଷሺఈభାఈమሻమ

ଵ଺ሺ଺ఉିହሻమ
൅

ିሺఈభାఈమሻమ

ଵ଺ሺఉିଶሻమ
൅

ሺఈభାఈమሻሻమ

଼ሺ଻ఉିହሻమ
െ

ଶଵ൫ఈభమିఈమమ൯൫଼ସఉయିଷଽଽఉమାଶ଻ହఉାହ൯

ଷଶ଼ሺଶఉାଷሻሺ଻ఉିହሻሺ଺ఉିହሻሺఉିଶሻ
൅																

ଵଶହఈభమିଵ଺ସఈభఈమାଷଽఈమమ

ଷଶ଼ሺସఉାଷሻ
൅

ఈభమିଶఈభఈమାଷఈమమ

ଵ଺ሺସఉିଷሻ
൐ ߚ																																																																														0 ൐

ଵ

ସ
	

ିଷሺఈభିఈమሻమ

ସሺଶఉାଷሻమ
൅

ି଻ሺఈభାఈమሻమ

ଶହ଺ሺ଺ఉିହሻమ
൅

ି଻ହሺఈభାఈమሻమ

ଶହ଺ሺଶఉିଷሻమ
൅

ሺఈభାఈమሻమ

଼ሺ଻ఉିହሻమ
൅

ఈభమିఈమమ

଻ሺଶఉାଷሻ
൅

ଽହఈభమାଷ଴ఈభఈమି଺ହఈమమ

ହଵଶሺଶఉିଷሻ
൅																

ଵଶହఈభమିଵ଺ସఈభఈమାଷଽఈమమ

ଷଶ଼ሺସఉାଷሻ
൅

ଵସ଻൫ఈభమିఈమమ൯

ଷଶ଼ሺ଻ఉିହሻ
൅

ఈభమିଶఈభఈమାଷఈమమ

ଵ଺ሺସఉିଷሻ
െ

ସହଽఈభమା଺ଷ଴ఈభఈమାଵ଻ଵఈమమ

ଷହ଼ସሺ଺ఉିହሻ
൐ ߚ					0 ൑

ଵ

ସ

		 (14)	

௥ଶߨ
௖௡െߨ௥ଶ

௖௧ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ

ିଷሺఈభିఈమሻమ

ସሺଶఉାଷሻమ
൅

ିଷሺఈభାఈమሻమ

ଵ଺ሺ଺ఉିହሻమ
൅

ିሺఈభାఈమሻమ

ଵ଺ሺఉିଶሻమ
൅

ሺఈభାఈమሻమ

଼ሺ଻ఉିହሻమ
െ

ଶଵ൫ఈభమିఈమమ൯ሺ଼ସఉయିଷଽଽఉమାଶ଻ହఉାହሻ

ଷଶ଼ሺଶఉାଷሻሺ଻ఉିହሻሺ଺ఉିହሻሺఉିଶሻ
൅																

ଷଽఈభమିଵ଺ସఈభఈమାଵଶହఈమమ

ଷଶ଼ሺସఉାଷሻ
൅

ଷఈభమିଶఈభఈమାఈమమ

ଵ଺ሺସఉିଷሻ
൐ ߚ																																																																														0 ൐

ଵ

ସ
	

ିଷሺఈభିఈమሻమ

ସሺଶఉାଷሻమ
൅

ି଻ሺఈభାఈమሻమ

ଶହ଺ሺ଺ఉିହሻమ
൅

ି଻ହሺఈభାఈమሻమ

ଶହ଺ሺଶఉିଷሻమ
൅

ሺఈభାఈమሻమ

଼ሺ଻ఉିହሻమ
൅

ఈభమିఈమమ

଻ሺଶఉାଷሻ
െ

ଵ଻ଵఈభమା଺ଷ଴ఈభఈమାସହଽఈమమ

ଷହ଼ସሺ଺ఉିହሻ
൅											

ିଷఈభ
మିଶఈభఈమାఈమమ

ଵ଺ሺସఉିଷሻ
൅

ି଺ହఈభమାଷ଴ఈభఈమିଽହఈమమ

ହଵଶሺଶఉିଷሻ
൅

ଵସ଻ሺఈభమିఈమమሻ

ଷଶ଼ሺ଻ఉିହሻ
൅

ଷଽఈభమିଵ଺ସఈభఈమାଵଶହఈమమ

ଷଶ଼ሺସఉାଷሻ
൐ ߚ					0 ൑

ଵ

ସ

  (15) 

The	difference	between	the	above	two	is	greater	than	0,	so	the	proposition	is	proved.	
Proposition	6	 indicates	 that	 regardless	of	 the	 initial	 reputation	of	 the	 two	retailers	 and	 the	

degree	 of	 substitutability	 between	 the	 two	 retailers,	 they	will	 choose	 collusion	 behaviour	 be‐
cause	collusion	will	result	in	higher	profits.	

Besides	discussing	the	respective	profits	of	manufacturers	and	retailers,	the	profits	of	the	en‐
tire	supply	chain	should	also	be	taken	into	account.	The	total	profit	of	the	supply	chain	ߨ஺

௝	is:	

஺ߨ
௝ ൌ ௠ߨ

௝ ൅ ௥ଵߨ
௝ ൅ߨ௥ଶ

௝
   (݆ ൌ 	ܿ݊)                         (16)	or	ݐܿ
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Proposition 7: 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 > 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 , If 𝛽𝛽 ≥ 0.20; 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 < 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 , If 𝛽𝛽 ≤ 0.15. 

Prove. 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 𝑎𝑎𝑐𝑐𝑎𝑎 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐  make a difference 

𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐−𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 =

⎩
⎪⎪
⎨

⎪⎪
⎧

(𝛼𝛼1+𝛼𝛼2)2

8(4𝛽𝛽−3) + (𝛼𝛼1−𝛼𝛼2)2

2(4𝛽𝛽+3) + (𝛼𝛼1+𝛼𝛼2)2

8(7𝛽𝛽−5)2 −
7(𝛼𝛼1+𝛼𝛼2)2

8(7𝛽𝛽−5) − 3(𝛼𝛼1−𝛼𝛼2)2

2(2𝛽𝛽+3)2 −
3(𝛼𝛼1+𝛼𝛼2)2

8(6𝛽𝛽−5)2 +        
3(𝛼𝛼1+𝛼𝛼2)2

4(6𝛽𝛽−5) − (𝛼𝛼1+𝛼𝛼2)2

8(𝛽𝛽−2) − (𝛼𝛼1+𝛼𝛼2)2

8(𝛽𝛽−2)2 > 0                                                           𝛽𝛽 > 1
4

(𝛼𝛼1+𝛼𝛼2)2

8(4𝛽𝛽−3) + (𝛼𝛼1−𝛼𝛼2)2

2(4𝛽𝛽+3) + (𝛼𝛼1+𝛼𝛼2)2

8(7𝛽𝛽−5)2 −
7(𝛼𝛼1+𝛼𝛼2)2

8(7𝛽𝛽−5) − 3(𝛼𝛼1−𝛼𝛼2)2

2(2𝛽𝛽+3)2 + 49(𝛼𝛼1+𝛼𝛼2)2

128(6𝛽𝛽−5)2 +       
255(𝛼𝛼1+𝛼𝛼2)2

256(6𝛽𝛽−5) − 85(𝛼𝛼1+𝛼𝛼2)2

256(2𝛽𝛽−3) −
75(𝛼𝛼1+𝛼𝛼2)2

128(2𝛽𝛽−3)2                                                       𝛽𝛽 ≤ 1
4

        (17) 

When 𝛽𝛽 > 1
4
, 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐−𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 > 0; But when 𝛽𝛽 ≤ 1

4
, 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐−𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 there are both greater than 0 and less 

than 0, so discussions were made at 𝛽𝛽=0.05, 0.1, 0.15, 0.20, 0.25. When 𝛽𝛽=0.05, 0.1, 0.15 
 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐−𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 < 0; When 𝛽𝛽=0.20, 0.25 𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐−𝜋𝜋𝐴𝐴𝑐𝑐𝑐𝑐 > 0, so the proposition is proved. 

Proposition 7 indicates that when 𝛽𝛽 is large, collusion will make the entire supply chain get-
ting more profit. When 𝛽𝛽 is small, Cournot will make the entire supply chain getting more profit. 
Because there is an alternative relationship between the needs of the two retailers. When this 
alternative relationship is stronger (𝛽𝛽 larger), it will have a greater impact on the respective 
needs of the two retailers. The collusion between the two parties will reduce the impact on de-
mand, thus making the entire supply chain more profits. When the substitution relationship is 
weaker (𝛽𝛽 smaller), the impact on the respective needs of the two retailers is smaller. Therefore, 
the two parties are unwilling to collusion, they all hope to maximize their profits through compe-
tition, thus making the entire supply chain more profits. 

3.4 The impact of substitutability 𝜷𝜷 on decision results 

This section discusses the impact of substitutability 𝛽𝛽 on optimal wholesale price, selling price, 
profit, CS effort, and CS incentives. Let 𝛼𝛼1 = 100, 𝛼𝛼2 = 90, the calculation results are shown in 
the figures Figs. 1 to 6. Fig. 1 and Fig. 2 show that the wholesale price and profit of the manufac-
turer under two games increase with the increase of 𝛽𝛽. When 𝛽𝛽 = 0, the wholesale price and 
profit under the two games are the same. With the increase of 𝛽𝛽, the manufacturer’s wholesale 
price difference between the two games will also increase, while the manufacturer’s profit dif-
ference between the two games will increase first and then decrease. Therefore, the cross-price 
effect of downstream retailers will have a significant impact on the manufacturer's wholesale 
price and profit. When 𝛽𝛽 > 0, the wholesale price and profit of the manufacturer under the 
Cournot game of downstream retailers are larger, which is consistent with Proposition 3 and 
Proposition 4. 
 

  
 
 
 

 

 
 
 

 
 
 
 
 
 
 

Fig. 1 The optimal wholesale price under two games      Fig. 2 The optimal profit of the manufacturer under two games 
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Fig. 3 The optimal selling price under two games                   Fig. 4 The optimal CS effort under two games 

Fig. 3, Fig. 4 and Fig. 5 show that the optimal selling price, CS effort and profit of retailer 𝑖𝑖 un-
der two games increase with the increase of 𝛽𝛽. When 𝛽𝛽 = 0, the selling price, CS effort and profit 
of the same retailer under the two games are the same. With the increase of 𝛽𝛽, the differenct of 
selling price, CS effort and profit of each retailer between the two games will also increase. When 
𝛽𝛽 > 0, the selling price, CS effort and profit of the retailer 𝑖𝑖 under the collusion game of down-
stream retailers are larger. This is because when downstream retailers play collusion game, they 
will collude to increase their own interests and squeeze the interests of the manufacturer. This is 
why the collusion of downstream retailers is illegal in some countries. 

We can see from Fig. 6 that the manufacturer's CS assistance per unit will increase with the 
increase of 𝛽𝛽 under the two games. When 𝛽𝛽 = 0, the two are equal, when 𝛽𝛽 > 0, the CS assis-
tance per unit is larger than in the collusion game of retailers. When 0 < 𝛽𝛽 ≤ 0.25, the manufac-
turer's CSI bonus per unit was 0. When 𝛽𝛽 > 0.25, the CSI bonus with the Cournot game will still 
be 0, while the CSI bonus in collusion game will increase with the increase of 𝛽𝛽, and the increase 
rate is faster, which will gradually be greater than the CS assistance in the Cournot game. 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 The optimal profit of retailers under two games                Fig. 6 The optimal CS incentive under two games 
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4. The impact of manufacturer CS incentives 

The	CS	incentive	is	provided	by	the	manufacturer,	therefore,	from	the	perspective	of	the	manu‐
facturer,	we	 study	 the	 impact	of	 the	CS	 incentive	on	 the	manufacturer.	 First,	we	must	 find	 the	
manufacturer's	decision	when	the	CS	incentive	is	not	provided,	and	then	compare	them	with	the	
decision	in	section	3.	Here,	we	use	(－)	to	represent	the	results	in	the	case	of	no	CS	incentives.	

Table	3	Equilibrium	under	duopoly	retailers'	two	games	without	CS	incentive	

Stage	 Optimal	value	 Cournot（݆ ൌ 	（ݐܿ Collusion（݆ ൌ ܿ݊）	

Stage	1	 ௠ݓ
௝ 	 െ

ଵߙ ൅ ଶߙ
4ሺߚ െ 1ሻ

	 െ
ଵߙ ൅ ଶߙ
4ሺߚ െ 1ሻ

	

Stage	2	 ଵ݌
௝	 െ

ሺ2ߚ ൅ 3ሻݓ௠
௝ ൅ ଶߙߚ4 ൅ ଵߙ6
ଶߚ4 െ 9

	
ሺ8ߚଶ ൅ ߚ2 െ 3ሻݓ௠

௝ െ ଶߙߚ8 െ ଵߙ6
ଶߚ4 െ 9

	

	 ܾଵ
௝	 െ

ሺ2ߚଶ ൅ ߚ െ 3ሻݓ௠
௝ ൅ ଶߙߚ2 ൅ ଵߙ3

ଶߚ4 െ 9
	 െ

ሺ4ߚଶ െ ߚ െ 3ሻݓ௠
௝ ൅ ଶߙߚ4 ൅ ଵߙ3

ଶߚ4 െ 9

	 ଶ݌
௝	 െ

ሺ2ߚ ൅ 3ሻݓ௠
௝ ൅ ଵߙߚ4 ൅ ଶߙ6
ଶߚ4 െ 9

	
ሺ8ߚଶ ൅ ߚ2 െ 3ሻݓ௠

௝ െ ଵߙߚ8 െ ଶߙ6
ଶߚ4 െ 9

	 ܾଶ
௝	 െ

ሺ2ߚଶ ൅ ߚ െ 3ሻݓ௠
௝ ൅ ଵߙߚ2 ൅ ଶߙ3

ଶߚ4 െ 9
	 െ

ሺ4ߚଶ െ ߚ െ 3ሻݓ௠
௝ ൅ ଵߙߚ4 ൅ ଶߙ3

ଶߚ4 െ 9

4.1 Game analysis when manufacturers do not provide CS incentives 

Assuming	that	the	manufacturer	will	not	provide	CS	incentives	to	retailers,	let's	analyse	this	two‐
stage	 decision‐making	 problem,	 in	which	 the	 demand	 function	 is	 same	 as	 Eq.	 1.	 Retailer	݅	the	
profit	function		ߨ௥௜	is:	

௥௜ߨ	 ൌ ሺ݌௜ െ ௜ܦ௠ሻݓ െ ܾ௜
ଶ                          		(18)	

The	manufacturer	's	profit	function	ߨ௠	is:	

௠ߨ ൌ ଵܦ௠ሺݓ ൅ 	(19)		                            ଶሻܦ

Similarly,	we	use	the	backward	induction	method	to	obtain	the	equilibrium	without	any	CS	in‐
centive	plan,	and	the	results	are	shown	in	Table	3.	

Bringing	the	equilibrium	in	Table	3	into	Eq.	19,	the	manufacturer’s	profits	in	the	two	models	
without	any	CS	incentive	plan	respectively	are:	

௠ߨ
௖௧ ൌ

ሺఈభାఈమሻమ

଼ఉమିଶ଴ఉାଵଶ
																																																																					(20)	

௠ߨ
௖௡ ൌ െ

ሺఈభାఈమሻమ

ଵ଺ఉିଵଶ
																																																																					(21)	

4.2 The impact of CS incentives on manufacturer’s profit and wholesale price 

We	compare	the	wholesale	price	and	profit	of	the	manufacturer	in	the	two	cases	with	or	without	
CS	incentives.	

Proposition	8:	The	manufacturer’s	CS	incentives	may	or	may	not	increase	its	wholesale	price,	it	
depends	on	which	game	the	duopoly	retailer	adopts,	but	it	will	certainly	obtain	higher	profits.	

௠௖௧ݓ െ ௠ݓ
௖௧ ൌ

ሺఈభାఈమሻఉ

ଶସఉమିସସఉାଶ଴
൐ 0																																																									(22) 

௠ୡ୬ݓ െ ௠ݓ
ୡ୬ ൌ 0																																																																					(23) 

గ೘
೎೟ିగ೘

೎೟

గ೘
೎೟

ൌ ቐ

ଶఉమିఉାଵ

ଵଶఉమିଷସఉାଶ଴
൐ ߚ																		0 ൐

ଵ

ସ

ିଶఉమାଵ

ሺ଺ఉିହሻమ
൐ ߚ																												0 ൑

ଵ

ସ

																																											(24)										 

గ೘
೎೙ିగ೘

೎೙

గ೘
೎೙ ൌ

ଷିଶఉ

ଶሺ଻ఉିହሻమ
൐ 0																																																															(25)												

From	Eq.	22	and	Eq.	23,	we	can	see	that	when	the	retailers	adopt	a	Cournot	game,	the	manu‐
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facturer's	CS	incentive	plan	will	increase	its	wholesale	price;	when	the	retailers	adopt	a	collusion	

game,	 its	 wholesale	 price	 remains	 unchanged.	 Because	 Eq.	 24	 is	 greater	 than	 ௠ߨ	,0
௖௧ ൐ 0,	 so	

௠௖௧ߨ െ ௠ߨ
௖௧ ൐ 0;	Because	Eq.	25	is	greater	than	0,	ߨ௠

௖௡ ൐ 0,	so	ߨ௠௖௡ െ ௠ߨ
௖௡ ൐ 0.	Therefore,	no	matter	

which	game	the	retailers	adopt,	the	manufacturer's	CS	incentive	plan	will	make	it	obtain	higher	
profits.	

4.3 The impact of CS incentives on consumer’s demand 

Besides	whole	sale	price,	the	demand	is	also	an	important	issue	for	the	future	sucess	of	the	man‐
ufacturer.	Therefore,	 in	 this	section,	we	will	discuss	 the	 impact	of	CS	 incentives	on	consumer’s	
demand.	The	consumer's	demand	function	is:	

௠ܦ ൌ ଵܦ ൅ ଶܦ ൌ ଵߙ ൅ ଶߙ െ ଵ݌ െ ଶ݌ ൅ ܾଵ ൅ ܾଶ ൅ ଵ݌ሺߚ ൅ 	(26)		             ଶሻ݌

As	shown	in	Fig.	7,	no	matter	what	game	the	two	retailers	adopt,	the	manufacturer's	CS	incen‐
tive	plan	will	increase	their	demand,	and	its	demand	will	increase	with	the	increase	of	ߚ.	In	the	
case	that	the	manufacturer	provides	CS	incentives,	when	ߚ ൌ 0,	the	demand	in	the	two	games	is	
equal.	With	 the	 increase	of	ߚ,	 first	 the	demand	 in	 the	Cournot	game	 is	 larger,	and	then	 the	de‐
mand	 in	 the	collusion	game	went	up	quickly	and	exceed	that	 in	 the	Cournot	game.	 In	 the	case	
that	the	manufacturer	does	not	provide	CS	incentives,	when	ߚ ൌ 0,	the	demand	in	the	two	games	
is	equal.	Similarly,	with	the	increase	of	ߚ,	the	demand	in	the	Cournot	game	is	larger	at	the	begin‐
ning,	but	then	the	demand	in	the	collusion	game	becomes	larger	than	that	in	the	Cournot	game. 

	
Fig.	7	Manufacturer's	demand	in	four	cases	

5. Conclusion 

This	paper	examined	a	two‐echelon	supply	chain	system	consisting	of	a	manufacturer	and	duo‐
poly	retailers.	The	manufacturer	offers	retailers	two	types	of	CS	incentives	to	enable	retailers	to	
improve	CS.	First,	the	paper	establishes	two	models	to	study	the	best	CS	incentive	plan	for	duo‐
poly	retailers	in	the	context	of	Cournot	and	collusion.	Then,	compare	and	analyse	the	equilibrium	
results	of	the	two	models.	Finally,	we	study	the	impact	of	the	CS	incentive	plan	on	the	manufac‐
turer.	The	results	showed	that:		

 When	the	two	retailers	take	collusion	behaviour,	the	manufacturer	only	provides	CS	assis‐
tance	to	the	retailers	but	no	CSI	bonus.		

 In	 the	 Cournot	 game	 condition	 if	 the	wholesale	 price	 is	 greater	 than	 the	 threshold,	 the	
manufacturer	provides	CSI	bonus	and	CS	assistance	to	the	retailers;	if	the	wholesale	price	
is	less	than	the	threshold,	the	manufacturer	only	provides	CS	assistance	to	the	retailers.		

 In	both	models,	when	the	degree	of	substitutability	between	retailers	increases,	the	manu‐
facturer	 should	 always	 increase	 CS	 assistance	 in	 the	 CS	 incentive	 plan.	 In	 the	 Cournot	



Hu, Zhang, Wu, Han 
 

model, when the degree of substitutability between retailers increases, the manufacturer 
should increase CSI bonuses in the CS incentive plan.  

• Retailers always like collusion behaviour, because collusion behaviour will cause manufac-
turers to lower wholesale prices, which will enable retailers to increase selling prices and 
make greater CS efforts, thus enabling retailers to higher profit. Manufacturers always like 
Cournot behaviour, because retailers' Cournot behaviour will make them more profitable.  

• The decision results of the best wholesale price, profit, selling price and CS effort will in-
crease as the degree of substitution between retailers increases.  

• The manufacturer's CS incentives may or may not increase its wholesale price, which 
mainly depends on what kind of game the retailers adopt, but it will certainly obtain more 
demand and higher profits. 

According to the above analysis and proposition, the manufacturer should fully consider the 
marketing mix decisions between retailers when formulating CS incentive plans, and try to coop-
erate with retailers with a high degree of substitution. Although the model proposed in this pa-
per is more in line with the enterprise production management practice, there are still some 
limitations. In the demand function, we assumed that the sensitivity of the CS effort is 1, but it 
may not always be the case in real life. Therefore, the demand function needs to be improved. 
The downstream market is generally composed of multiple retailers, and this study only consid-
ers two retailers. In addition, this paper only considers the Cournot and collusion game of duo-
poly retailers, and future research can consider Stackelberg game. 
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A B S T R A C T	   A R T I C L E   I N F O	

Gold	 nanoparticles	 (GNPs) were	 synthesised by the	 Ultrasonic	 Spray	 Pyrolysis	
(USP)	process	and	collected	in	deionised	water	with	the	addition	of	a	stabiliser,	i.e.	
PVP	(0.1	wt.%).	With	the	use	of	a	rotary	evaporator,	a	highly	concentrated	GNPs’
suspension	was	 achieved	 (600	 ppm	 concentration	 of	 GNPs),	which	was	 used	 di‐
rectly	as	novel	nano	gold	ink	for	inkjet	printing.	The	physical	and	chemical	charac‐
teristics	of	such	prepared	nano	gold	ink	were	explained	in	detail	by	the	use	of	Zeta	
()	Potential,	ATR‐FTIR	spectroscopy,	UV/VIS	spectroscopy,	and	nanoparticle	size
was	 identified	 through	SEM.	With	nano	gold	 ink	 the	 chosen	pattern	was	printed	
onto	 photo	 paper,	 which	was	 characterised	 for	 confirming	 the	 presence	 of	 gold	
with	optical	and	SEM/EDX	observations.	The	observations	revealed	that	the	tested	
printed	 nano	 gold	 ink	 on	 the	 paper	 provided	 a	 new	 route	 for	 the	 fabrication	 of
paper‐based	 electrochemical	 immunosensors,	 colorimetric	 sensors	 and	 nano‐
metallic	biomedical	sensors.	
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1. Introduction  

Metallic	 nanoparticles	 (MNP)	 have	 completely	 different	 properties	 like	 electrical,	 mechanical,	
optical	and	magnetic	as	their	identical	bulk	materials	[1‐3].	Based	on	this,	they	can	be	used	for	
various	 types	of	applications,	such	as	 in	 the	medical	and	electronic	 industries	 [4‐6],	as	well	as	
increasingly	 in	 the	 food	 industry	 [7].	 The	preparation	 of	 their	 inks	 is	 envisaged	 as	 one	 of	 the	
growing	applications	of	MNP	[8].	The	metallic	nanoparticle	ink	can	be	prepared	as	various	types	
of	ink,	namely,	single	element,	alloy	metallic,	metallic	oxide	and	core	shell	bimetallic	nanoparti‐
cle	inks	[9].	These	metallic	inks,	available	on	the	present	market,	are	prepared	from	Silver,	Cop‐
per,	 Gold,	 Aluminium,	 Cobalt,	 Zinc,	 Palladium,	 Nickel	 and	 Platinum.	 Nowadays,	many	 conven‐
tional	methods	are	being	used	for	the	printing	of	MNP	inks	on	different	substrates	for	different	
applications	 [10,11].	 Inkjet	 printing	 is,	 namely,	 a	 rapidly	 evolving	 technology	 of	 loading	 func‐
tional	inks	onto	various	substrates,	and	also	one	of	the	excellent	approaches	for	the	printing	of	
MNP	 inks,	 as	 it	 deposits	 the	 required	 patterns	 on	 the	 surface	 with	 accurate	 and	 non‐contact	
writing	 [12‐14].	 The	 described	 inkjet	 printing	 method	 is	 operated	 at	 room	 temperature	 and	
pressure	[8],	controlled	by	data	 from	images	or	a	pattern	in	conjunction	with	a	computer,	and	
transferring	the	ink	in	the	form	of	microdroplets	onto	the	chosen	substrate.	Inkjet	printing	has	
high	 precision,	 as	 well	 as	 control	 of	 homogeneous	 microdroplets’	 loading,	 and	 the	 main	 ad‐
vantage	is	that	we	can	print	complex	schemes	without	chemical	waste	after	the	printing	process,	
which	makes	the	process	environmentally	friendly	and	economical	[15].	

In	the	last	decade,	 inks	composed	of	gold	nanoparticles	(GNPs)	–	so‐called	nano	gold	inks	–	
had	a	lot	of	attention	towards	printed	electronics	due	to	the	GNPs’	properties,	like	high	thermal	
conductivity,	 excellent	 resistance	 to	 oxidation	 and	 tuneable	 optical	 properties	 [16].	 Based	 on	
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this,	nano	gold	inks	play	an	important	role	 in	the	fabrication	of	printed	electronics,	biosensing	
applications	(e.g.	microelectrode	arrays)	and	electrochemical	sensors	[17].	The	recent	literature	
shows	 that	 the	 preparation	 of	 nano	 gold	 inks	 and	 ink	 formulations	were	 applied	 by	 different	
approaches	[18‐21],	but	these	approaches	are	not	beneficial	for	the	production	of	larger	quanti‐
ties	of	nano	gold	ink.	The	currently	available	nano	gold	inks	on	the	market	are	limited,	and	cost	
ineffective	when	compared	to	other	MNP	inks.	The	aim	of	this	research	work	was	the	prepara‐
tion	of	novel	nano	gold	ink	for	the	inkjet	printing	process.	The	synthesised	gold	ink	presented	in	
this	work	is	cost‐effective	for	the	fabrication	of	paper‐based	sensor	applications.	

The	 rest	 of	 this	 article	 is	 arranged	 as	 follows:	 Section	 2	 describes	 the	 synthesis	 and	 inkjet	
printing	of	GNPs,	with	the	carried	out	comprehensive	characterisation	of	nano	gold	ink,	includ‐
ing	physical	and	chemical	properties,	by	using	different	techniques	like	Zeta	()	Potential	meas‐
urements,	ATR‐FTIR,	UV‐VIS	spectroscopy,	and	SEM/EDX	observations.	Section	3	discusses	the	
results	 of	 preliminary	 testing	 of	 printing	 the	 patterns	 by	 using	 a	 Fujifilm	 Dimatix	 DMP‐2831	
inkjet	 printer.	 The	 printed	 patterns	 were	 characterised	 through	 Optical	 Microscopy	 and	
SEM/EDX	observations.	The	conclusions	and	future	perspectives	are	presented	in	section	4.		

2. Materials, methods and design of experiments 

2.1 Materials 

Synthesis	of	GNPs	
GNPs	were	synthesised	with	an	Ultrasonic	Spray	Pyrolysis	(USP)	device	located	in	Zlatarna	Celje	
d.o.o.	 (Slovenia),	 Fig.	 1.	The	USP	 is	 composed	of	 an	ultrasonic	 generator	 (with	 f	 =	2,4	MHz),	 a	
reactor	furnace	(with	3	temperature	zones)	and	a	system	for	nanoparticle	collection	(3	collect‐
ing	bottles).	In	the	USP,	with	the	ultrasound,	the	precursor	solution	with	the	dissolved	material	
is	dispersed	into	droplets.	These	droplets	are	then	transported	with	a	carrier	gas	to	a	high	tem‐
perature	reactor,	where	the	target	material	inside	the	droplet	is	decomposed	chemically	via	py‐
rolysis,	and	nanoparticles	of	pure	elements	are	formed.	In	this	study,	the	selected	raw	material	
for	 preparing	 Au‐precursor	 solutions	 was	 Au	 acetate	 salt	 (AuAc,	 gold	 (III)	 acetate	
(Au(CH3COO)3),	Alfa	Aesar),	which	was	dissolved	in	deionised	water	and	hydrochloric	acid	(HCl,	
37	%,	Sigma	Aldrich)	with	a	 final	 concentration	of	Au	1	g/L	 [22‐26].	The	pH	value	of	 the	pre‐
pared	solution	was	about	1‐2.	The	high	acidity	of	this	solution	may	be	unfavourable	for	some	of	
the	USP	elements	during	synthesis,	as	observed	from	previous	practical	experience.	In	order	to	
increase	the	pH	value	to	5‐6,	the	solution	was	stirred	magnetically	and	pellets	of	sodium	hydrox‐
ide	(NaOH,	Fisher	Chemicals)	were	added,	obtaining	a	clear	yellow	solution,suitable	for	use	with	
USP.	The	following	parameters	were	used	in	the	USP	synthesis:	The	flow	of	carrier	gas	N2	was	4	
L/min,	 the	 flow	of	reduction	gas	H2	was	2	L/min,	reactor	temperatures	were	T1	=	120	°C,	T2	=	
400	 °C,	 T3	 =	 400	 °C,	 the	 collection	 medium	was	 ethanol	 with	 stabiliser	 Polyvinylpyrrolidone	
(PVP)	 with	 a	 concentration	 of	 2.5	 g/L.	With	 USP	 the	 formed	 GNPs	 were	 collected	 in	 the	 de‐
scribed	collection	system.	

Preparation	of	nano	gold	ink	
The	nano	gold	 ink	was	prepared	directly	 from	GNPs	ethanol/PVP	suspension	which	was,	after	
USP	synthesis	 completion,	 immediately	subjected	 to	a	concentration	process	by	using	a	rotary	
evaporator.	The	parameters	of	 the	 rotary	evaporation	process	were:	Rotation:	240	 rpm,	Pres‐
sure:	40	mBar,	Bath	temperature:	40	°C,	Initial	volume:	250	mL,	Distillation	time:	45	min,	Final	
volume:	5	mL.	The	concentration	of	GNPs	in	suspension	was	measured	with	Inductively	Coupled	
Plasma‐Mass	 Spectrometry	 (ICP‐MS).	 The	 spectrometer	 used	 was	 an	 HP,	 Agilent	 7500	 CE,	
equipped	with	a	collision	cell	(Santa	Clara,	CA,	USA).	The	following	conditions	for	ICP‐MS	were	
used:	The	power	was	1.5	kW,	Nebuliser‐Meinhard,	plasma	gas	flow	was	15	L/min,	nebuliser	gas	
flow	was	0.85,	make	up	gas	 flow	was	0.28	L/min,	and	reaction	gas	 flow	was	4.0	mL/min.	The	
instrument	was	calibrated	with	matrix	matched	calibration	solutions.	The	relative	measurement	
uncertainty	was	estimated	as	±3	%.	The	concentration	of	GNPs	in	highly	concentrated	suspen‐
sion	as	novel	nano	gold	ink	was	600	ppm.	
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Fig.	1	Ultrasonic	Spray	Pyrolysis	(USP)	device	located	in	Zlatarna	Celje	d.o.o.	

	
Inkjet	printing	of	nano	gold	ink	
The	 Inkjet	 printer	used	 for	 the	printing	of	 nano	 gold	 ink,	was	 the	Fujifilm	Dimatix	DMP‐2831	
(FUJIFILM	Dimatix,	USA)	with	a	piezoelectric	Inkjet	cartridge.	The	printing	of	patterns	on	a	sub‐
strate	 using	 prepared	 nano	 gold	 ink	 was	 under	 the	 following	 parameters:	 Waveform:	 low‐
viscosity	(the	uniformity	of	the	droplets	was	the	best);	Jetting	Voltage	for	all	nozzles	was	14	V;	
Tickle	 control	was	 23	 kHz;	 Head	 Angle	was	 9.5°;	 Cartridge	 temperature	was	 23.5	 °C	 and	 the	
Printing	plate	temperature	was	24.5	°C.	The	print	pattern	was	composed	of	vertical	lines	with	a	
thickness	of	3	mm	and	a	length	of	60	mm.	The	selected	pattern	was	printed	on	a	commercially	
obtained	 glossy	photo	paper.	The	pattern	was	printed	 in	15	 layers	 in	 order	 to	 ensure	 a	more	
continuous	distribution	of	GNPs	from	the	nano	gold	ink.	
	
2.2 Characterisation of nano gold ink and GNPs 

Zeta	()	Potential	measurement	 	

The	Zeta	()	Potential	of	nano	gold	ink,	using	the	Dynamic	Light	Scattering	(DLS)	technique,	was	
measured	with	the	Malvern	Zetasizer	Nano	ZS	(Malvern	Panalytical,	UK),	and	a	folded	capillary	
zeta	cell.	The	selected	measurement	parameters	were:	Refractive	Index	(R.I.)	for	the	gold	parti‐
cles	was	0.2,	absorbance	was	3.32,	dispersant	was	ethanol,	temperature	was	25	°C,	R.I.	for	etha‐
nol	was	1.36,	viscosity	was	1.10	cP,	dielectric	constant	was	22.4.	

	
ATR‐FTIR	spectroscopy	
Attenuated	Total	Reflectance	–	Fourier	Transform	Infrared	Spectroscopy	(ATR‐FTIR)	analysis	of	
the	nano	gold	ink	and	pure	PVP	–	as	control	–	was	performed	with	a	Perkin–Elmer	FTIR	Spec‐
trophotometer	and	a	Golden	Gate	Attenuated	Total	Reflection	attachment	with	a	diamond	crys‐
tal.	The	ATR‐FTIR	spectra	were	accumulated	within	16	scans	at	a	resolution	of	4	cm‐1	within	a	
range	of	4000	cm‐1	to	650	cm‐1.	
	
UV/VIS	spectroscopy	
The	UV/VIS	absorption	of	nano	gold	ink	was	measured	with	a	Tecan	Infinite	M200	UV/VIS	Spec‐
trophotometer	 (Tecan,	 Austria),	 using	 a	 quartz	 cuvette.	 The	 absorbance	 measurements	 were	
made	over	the	wavelength	range	of	300‐700	nm,	with	no.	flashes	=	5x	and	time	per	measure	=	
20	ms.		
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2.3 Optical and SEM/EDX observations 

Optical	microscopy	
The	 Inkjet	 printed	 layers	were	 examined	on	 the	Nikon	EPIPHOT	300	light	microscope	 (Nikon,	
Japan).		

SEM	microscopy/EDX	analysis	
A	Scanning	Electron	Microscope	(SEM),	Sirion	400	NC	(FEI,	USA)	with	an	Energy‐Dispersive	X‐
ray	spectroscope	(EDX)	INCA	350	(Oxford	Instruments,	UK),	was	used	for	the	SEM	investigations	
of	nano	gold	 ink	and	printed	patterns.	Droplets	of	 the	nano	gold	 ink	were	put	on	SEM	holders	
with	conductive	carbon	adhesive	tape	and	left	to	dry	under	vacuum,	while	the	printed	patterns	
were	located	directly	on	the	SEM	holder	with	conductive	carbon	adhesive	tape	without	any	addi‐
tional	treatment.		

EDX	was	used	for	the	determination	of	qualitative	and	semi‐quantitative	chemical	composition.		

GNPs’	size	measurements	
GNPs’	 size	measurements	 in	nano	gold	 ink	were	performed	 from	SEM	micrographs.	The	 sizes	
were	measured	with	 the	microscope	 software	 and	with	manual	measurements	 from	 the	 SEM	
micrographs,	measured	with	the	ImageJ	analysis	software.	The	particle	size	distributions	show	
the	manual	measurements	 from	 the	 ImageJ	 software.	The	GNPs’	 size	distributions	were	made	
from	 1,000	 nanoparticle	 measurements	 for	 each	 measurement	 sample.	 Two	 types	 of	 GNPs’	
measurements	were	done:	Firstly,	on	the	prepared	nano	gold	ink	before	filtration,	and	secondly	
after	 manual	 filtration	 of	 nano	 gold	 ink	 through	 the	 injection	 filters	 with	 0.1	µm	 pore	 sizes.	
These	measurements	were	made	 to	 determine	 if	 the	 ink	was	 adequate	 to	 prevent	 clogging	 of	
GNPs	in	the	nozzle	during	printing.	

3. Results and discussion 

3.1 Zeta ( ) potential measurement 

Zeta	()	Potential	measurement	is	a	significant	characterisation	technique	to	determine	the	sur‐
face	charge	of	GNPs	in	nano	gold	inks,	where	the		potential	can	be	employed	for	understanding	
the	physical	stability	of	GNPs	[27].	It	is	generally	considered	that	the	GNPs	with	high	negative	or	
positive		potential	are	electrically	stabilised,	while	GNPs	with	low		potentials	tend	to	coagulate	
[28].	There	are	many	other	 factors,	 such	as	 the	presence	of	 stabilisers,	 that	affect	 the	physical	
stability	of	nano	gold	inks.	The	measured		potential	of	GNPs	in	the	studied	nano	gold	ink	was	‐
	1.89	mV,	 and	 the		 potential	 distribution	 can	be	 observed	 from	Fig.	 2.	 A	 negative		 potential	
indicates	 that	GNPs	were	negatively	charged,	and	 this	 is	most	 likely	because	GNPs	are	capped	
with	the	PVP	stabiliser,	which	lowers	the	magnitude	of		potential.	The	GNPs	capped	with	PVP	
stabiliser	remained	dispersed	in	the	nano	gold	inks	most	likely	due	to	the	steric	hindrance	cre‐
ated	by	the	large	PVP	layer	coating	on	the	surface	of	the	GNPs	[29].	

  

Fig.	2		potential	distribution	of	gold	ink	
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3.2 ATR‐FTIR spectroscopy 

ATR‐FTIR	Spectroscopy	was	used	for	the	determination	of	PVP	stabilised	GNPs	in	nano	gold	ink	
–	the	FTIR	spectra	of	pure	PVP	and	GNPs	in	nano	gold	ink	are	shown	in	Fig.	3.	The	FTIR	spectra	
for	pure	PVP	shows	characteristic	absorption	peaks	for	amide	N‐H	stretch	at	3398	cm‐1,	C‐N	vi‐
bration	at	1279	cm‐1,	C=O	stretching	at	1667	cm‐1	and	typical	peaks	for	the	pyrrolidinyl	group	of	
PVP	at	1475	cm‐1	and	1432	cm‐1.	The	characteristic	peaks	of	pure	PVP	also	existed	in	PVP	stabi‐
lised	nano	gold	ink,	indicating	that	the	adsorption	of	PVP	molecules	onto	the	GNPs’	surface	was	
successful	 [29,30].	 The	 successful	 functionalisation,	 most	 likely	 via	 intermolecular	 hydrogen	
bonding,	was	also	confirmed	with	an	absorption	peak	shift	of	C=O	stretching	from	1667	cm‐1	to	
1643	cm‐1.		

		
Fig.	3	FTIR	spectra	of	pure	PVP	polymer	(black)	and	nano	gold	ink	(red)	

3.3 UV‐VIS spectroscopy 

UV‐VIS	 spectroscopy	was	 used	 for	 evaluation	 of	 the	 optical	 and	 structural	 properties	 of	 nano	
gold	ink,	i.e.	 investigation	of	the	interactions	between	nano	gold	ink	with	different	electromag‐
netic	waves.	GNPs	have	unique	optical	properties,	along	with	a	property	known	as	Surface	Plas‐
mon	Resonance	(SPR)	[31‐32].	With	SPR,	the	absorption	of	a	specific	wavelength	causes	the	fluc‐
tuation	of	electrons	on	the	GNPs’	surface.	SPR	is	strongly	dependent	on	the	GNPs’	size,	shape	and	
their	agglomeration	state.	It	is	known	that	GNPs	display	a	single	absorption	peak	in	the	visible	
range	between	510‐550	nm,	and	due	to	the	GNPs’	size	variations,	GNPs	inks	have	different	col‐
ouration	[33].	The	absorbance	spectra	of	the	prepared	nano	gold	ink	can	be	observed	from	Fig.	
4.	It	was	discovered	that	the	maximum	absorption	band	is	at	~538	nm,	which	indicates	the	sta‐
ble	state	of	the	prepared	nano	gold	ink.		

	
Fig.	4	UV‐VIS	spectra	of	nano	gold	ink	
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3.4 GNPs’ size measurement 

GNPs’	 size	measurement	was	performed	using	SEM	micrographs,	 firstly	on	 the	prepared	nano	
gold	ink	before	filtration	(Fig.	5a),	and	secondly	after	manual	filtration	of	nano	gold	ink	through	
injection	filters	with	0.1	µm	pore	sizes	(Fig.	5b).	

The	 calculated	mean	GNPs’	 size	 in	 the	 nano	 gold	 ink	 before	 filtration	was	 46.2	 nm,	with	 a	
maximum	measured	particle	 size	 of	 332	nm.	The	 smaller	GNPs	had	 a	mostly	 spherical	 shape,	
while	the	larger	ones	had	more	irregular	shapes.	After	filtration,	the	mean	GNPs	size	dropped	to	
16.7	nm.	The	minimum	measured	GNPs’	size	in	the	filtrated	nano	gold	ink	was	5.7	nm,	and	the	
maximum	particle	size	was	38	nm.	The	GNPs’	size	measurements	confirmed	that	 the	 filtration	
had	 removed	 larger	 GNPs	 and	 clusters	 of	 agglomerated	 GNPs	 successfully	 from	 the	 prepared	
nano	gold	ink,	making	the	ink	usable	for	the	printing	without	clogging	of	the	cartridge	nozzles.	
Mostly	spherical	and	some	irregular	particles	remained	in	the	nano	gold	 ink	after	 filtration,	as	
observed	from	Fig.	5.	

	

		
Fig.	5	GNPs’	size	distributions:	a)	before	and	b)	after	filtration	of	nano	gold	ink	

	
3.5 Inkjet printing of nano gold ink 

The	prepared	nano	gold	ink	was	injected	into	the	reservoir	by	means	of	a	syringe	and	a	special	
metal	needle.	After	the	reservoir	was	filled,	a	print	head	was	attached	to	the	reservoir,	and	the	
assembled	cartridge	was	inserted	in	the	appropriate	location	in	the	Inkjet	printer.	The	cartridg‐
es	used	 for	 the	printing	were	Dimatix	brand	 (DMP	DMC‐11610),	with	 the	maximum	reservoir	
volume	of	2	mL.	The	suitable	cartridge	was	first	selected	in	the	computer	programme.	The	print	
head	was	cleaned	by	 leaking	nano	gold	 ink	 through	 the	nozzles,	 to	make	sure	 that	no	nozzles	
were	 clogged.	After	 the	print	head	was	 cleaned,	 a	 substrate	was	 inserted	 into	 the	printer	 and	
was	adhered	onto	the	printing	plate	at	the	edges.	This	prevents	the	substrate	from	moving	dur‐
ing	printing.	Before	printing,	the	nano	gold	ink	flow	through	the	nozzles	was	checked	again.	With	
the	programme,	the	individual	nozzle	and	all	the	nozzles	together	were	checked	(Fig.	6a),	to	en‐
sure	 that	 the	nano	gold	 ink	droplets	were	homogeneous	and	uniform.	This	was	achieved	with	
the	modification	of	the	ink	waveform	(Fig.	6b)	and	with	changing	the	ink	droplet	parameters.	
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Fig.	6	a)	Image	of	ink	jetting	through	nozzles	at	the	applied	voltage	of	14	V,	which	is	the	threshold	for	
proper	drop	formation	and	breakage	using	the	wavefo;	b)	waveform	customised	for	this	study	

 
3.6 Optical microscopy  

The	nano	gold	 ink	 Inkjet	printing	performance	of	 vertical	 lines	printed	onto	photo	paper	was	
observed	by	optical	microscope,	as	shown	in	Fig.	7a.	It	can	be	seen	that	the	printed	line	widths	
between	each	line	do	not	correspond,	most	likely	due	to	the	overlaying	between	the	spreading	of	
the	droplets.	The	line	width	becomes	smaller	with	increasing	in	the	drop	spacing,	which	is	due	to	
decreasing	in	the	overlapping	of	the	nano	gold	ink	droplets.	The	measured	average	printed	line	
width	was	~130	μm.	

	

	

Fig.	7	Optical	microscope	image	of	nano	gold	ink	Inkjet	printing	performance:	a)	Vertical	lines	on	photo	paper;	
	b)	Macro	image	of	printed	pattern;	c)	Schematic	representation	of	the	pattern	printing	directions	
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3.7 SEM microscopy/EDX analysis 

A	typical	SEM	micrograph	of	a	nano	gold	ink	printed	pattern	on	pure	photo	paper	is	shown	in	
Fig.	 8a.	 The	 gold	 printed	 pattern	was	 investigated	 thoroughly	 for	 determination	 of	 the	 GNPs’	
distribution	(Fig.	8b).	The	GNPs	were	clustered	together	to	a	greater	extent	in	the	optimal	region	
(Fig.	 8c).	 EDX	 analysis	 confirmed	 that	 the	 printing	with	 nano	 gold	 ink	was	 successful,	 as	 the	
chemical	composition	of	the	clusters	showed	more	than	40.1	%	of	Au	(Fig.	8d).	The	elements	C,	
O,	Al	and	Si	were	originating	from	the	printing	substrate	–	a	commercially	obtained	glossy	photo	
paper.	
	 The	SEM	analysed	printed	pattern	does	not	show	a	continuous	layer	of	GNPs,	but	rather	visi‐
ble	printing	lines,	which	contain	clusters	of	GNPs	and	discrete	GNPs.	These	initial	results	identify	
that	the	printing	parameters	would	have	to	be	modified	for	printing	of	a	more	continuous	layer	
of	GNPs:	Print	nozzle	size,	rheological	properties	of	the	nano	gold	ink	(surface	tension	and	vis‐
cosity),	GNPs’	concentration	in	the	nano	gold	ink,	GNPs’	sizes,	droplet	spacing,	print	overlapping	
and	printing	direction	[34].	There	are	some	limitations	for	these	parameters	that	also	need	to	be	
considered	for	printing	of	a	continuous	layer.	

The	print	nozzle	size,	along	with	the	rheological	properties	of	the	nano	gold	ink,	determines	
the	 ink	 flow	 for	 printing.	 These	 properties	 need	 to	 keep	 the	 nano	 gold	 ink	 inside	 the	 nozzle	
without	the	ink	flowing	freely	from	the	nozzle	when	the	printing	is	stopped	and	provide	the	flow	
of	the	ink	and	droplet	generation	when	the	Inkjet	is	activated.	Stabilisers	for	GNPs	may	alter	the	
rheological	properties	of	the	nano	gold	ink,	which	is	something	to	consider	during	nano	gold	ink	
formulation.	

		
Fig.	8	SEM	micrograph	of	Inkjet	printed	GNPs	with	corresponding	EDX	analysis:	a)	Pure	photo	paper;	
b)	Printed	pattern	with	the	space	between	the	lines;	c)	GNPs’	distribution;	d)	EDX	analysis	
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The	available	nozzle	sizes	also	limit	the	GNPs’	sizes	in	nano	gold	ink,	which	can	be	used	for	
successful	printing.	Our	experimental	results	show	that	GNPs	of	size	around	10	nm	are	still	ca‐
pable	 of	 printing,	while	 larger	 sizes	 clog	 the	 printing	 nozzle,	making	 nano	 gold	 ink	 unusable.	
Since	the	GNPs	in	nano	gold	ink,	obtained	with	the	USP	technique	had	a	broad	size	distribution,	
filtering	of	nano	gold	 ink	was	mandatory	 for	printing	with	an	 Inkjet	printer.	Another	point	 to	
consider	 is	 the	concentration	of	GNPs	 in	 the	nano	gold	 ink	and	their	stability.	Using	very	high	
concentrations	of	GNPs	(>	600	ppm)	leads	to	unstable	dispersions	(depending	on	the	stabiliser	
used),	 resulting	 in	agglomeration,	 rendering	 the	nano	gold	 ink	unusable.	Very	high	concentra‐
tions	may	also	lead	to	unwanted	Inkjet	behaviour,	interfering	with	ink	droplet	sizes	and	droplet	
generation	 intervals.	 The	distribution	 of	GNPs	 inside	 the	 droplet	 is	 also	 a	 factor,	 affecting	 the	
printed	pattern.	 These	 combined	nano	 gold	 ink	 properties	may	 result	 in	 various	 forms	of	 the	
printed	patterns.	One	such	example	is	the	“coffee‐ring	effect”	[9],	where	most	of	the	GNPs	would	
be	clustered	on	the	droplet	outer	diameter,	while	the	inside	of	the	printed	droplet	has	a	dispro‐
portionately	low	number	of	GNPs.	
	 Possibilities	for	improving	the	printed	pattern	may	be	by	modifying	the	droplet	spacing,	print	
overlapping	and	printing	direction,	 in	order	 to	produce	more	 favourable	 results	 for	printing	a	
more	continuous	layer	of	GNPs.	Several	experiments	need	to	be	performed	in	order	to	find	the	
optimal	balance	of	nano	gold	ink	properties,	GNPs’	properties	and	printing	parameters.	Here,	it	
was	 shown	 that	USP	 is	 capable	of	providing	GNPs	 to	be	used	 in	 Inkjet	printing,	while	 the	dis‐
cussed	printing	specifications	depend	on	the	application	of	the	printed	patterns.		
	 Using	a	printed	 layer	of	discretely	dispersed	GNPs	on	glass	or	other	 transparent	substrates	
produces	a	spectrally	selective	surface	which	blocks	infrared	radiation	due	to	the	plasmon	reso‐
nance	effect.	This	makes	these	printed	GNPs	usable	 in	specialised	optical	applications,	such	as	
light	 filters	or	 logic	gates	 [35].	An	example	of	exploiting	 this	property	 is	also	usage	 in	energy‐
efficient	windows.	Note,	however,	that,	nowadays,	some	other	materials	are	better	suited	for	this	
particular	task	[35].	The	catalytic	properties	of	GNPs	may	also	be	used	for	CO	oxidation	into	CO2,	
using	these	GNPs	 in	gas	masks	and	some	chemical	processes,	as	well	as	 for	 the	removal	of	CO	
traces	[35].	They	may	also	be	used	as	decorative	inks,	or	as	a	colouring	additive	in	niche	glass‐
ware	and	ceramics.	The	successful	printing	of	GNPs	produced	by	USP	thus	shows	the	possibility	
of	utilising	these	GNPs	for	the	fabrication	of	specialised	products.	

4. Conclusion 

Nano	 gold	 ink	 prepared	 directly	 from	 a	 highly	 concentrated	 GNPs’	 suspension	 synthesised	
through	USP	synthesis,	was	investigated	in	the	present	work.	Results	of	different	characterisa‐
tion	 showed	 that	 the	 high	 stability	 of	 the	 nano	 gold	 ink	was	 confirmed.	 	 potential	measure‐
ments	showed	that	GNPs	were	negatively	charged,	due	to	the	capping	of	GNPs	with	PVP	stabi‐
liser,	and	the	successful	functionalisation	of	PVP	was	confirmed	with	ATR‐FTIR.	The	average	size	
of	 GNPs	 in	 nano	 gold	 ink	 was	 16.7	 nms	 after	 manual	 filtration	 through	 injection	 filters	 with	
0.1	µm	pore	sizes.	From	this	case	study,	we	can	conclude	that	the	nano	gold	ink	printed	patterns	
are	 highly	 stable,	 while	 the	 printing	 specifics	 can	 be	 modified	 for	 different	 applications.	 The	
preparation	of	nano	gold	ink	with	USP	and	the	selected	synthesis	parameters	required	filtration	
of	 the	 nanoparticles	 in	 order	 to	 prevent	 clogging	 of	 the	 inkjet	 printing	 head.	 The	 given	 initial	
results	also	show	a	non‐continuous	 layer	of	printed	GNPs,	 indicating	 that	 the	 ink	and	printing	
parameters	 would	 have	 to	 be	 modified	 for	 more	 favourable	 results.	 The	 presented	 results	
demonstrate	that	the	preparation	of	nano	gold	inks	with	the	USP	technique	can	contribute	in	the	
fabrication	of	specialised	products,	useful	 for	different	types	of	technological	applications	such	
as	electrochemical	and	nano‐metallic	biosensors.	

Considering	 the	 successful	 synthesis	 of	 gold	 nano	 ink,	 the	 preparation	 of	 lower	 concentra‐
tions	of	GNPs	with	sizes	below	10	nm,	and	an	evaluation	of	their	properties,	printing	characteris‐
tics	 and	 real‐life	 analysis	 for	 their	 application	 in	paper‐based	 sensors,	will	 be	 tested	 in	 future	
studies.	
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Calendar of events 

 21st	International	Conference	and	Exhibition	on	Materials	Science,	Nanotechnology	and	En‐
gineering,	September	21‐22,	2020,	Milan,	Italy.	

 31st	DAAAM	International	Symposium	‐	Virtual	Online	Edition,	October	21‐24,	2020,	hosted	
from	Mostar,	Bosnia	and	Herzegovina.	

 4th	annual	European	Simulation	and	Modelling	Conference	(ESM	2020),	October	21‐23,	2020,	
Toulouse,	France.	

 15th	International	Conference	on	Green	Supply	Chain	Management	Applications,	January	18‐
19,	2021,	Rome,	Italy.	

 International	Conference	on	Manufacturing	Models	and	Cloud	Manufacturing	 ICMMCM,	 July	
15‐16,	2021,	Stockholm,	Sweden.	

 15th	 International	 Conference	 on	 Industrial	 Production	Methods	 and	Flow	Production,	Au‐
gust	5‐6,	2021,	Montreal,	Canada.	
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