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studies are particularly welcome. For theoretical papers, their originality and research contribu-
tions are the main factors in the evaluation process. General approaches, formalisms, algorithms 
or techniques should be illustrated with significant applications that demonstrate their applica-
bility to real-world problems. Although the APEM journal main goal is to publish original re-
search papers, review articles and professional papers are occasionally published. 
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A B S T R A C T	   A R T I C L E   I N F O	

Laser	 micro‐hole	 processing	 has	 been	 widely	 used	 in	 industry. Many laser	
processing	 parameters	 can	 affect	 the	 processing	 results.	 The	 relationship	
between	the	geometrical	shapes	of	micro‐holes	and	 the	 laser	processing	pa‐
rameters	has	not	been	determined	accurately.	 In	 this	paper,	experiments	on	
the	 femtosecond	 laser	 drilling	 of	 the	 nickel‐base	 single‐crystal	 super‐alloy
(DD6)	materials	were	 conducted	 to	determine	 the	 relationship	between	 the	
parameters,	 such	 as	 the	 laser	 single‐pulse	 energy,	 rotation	 rate,	 and	 down‐
ward	focus	rate,	and	the	geometrical	characteristics	of	the	micro‐holes,	such	
as	 the	 diameter,	 and	 roundness.	 A	 group	 of	 orthogonal	 experiments	 were	
conducted	to	determine	the	effects	of	 the	comprehensive	 influencing	 factors	
on	 the	 geometrical	 characteristics	of	 the	micro‐holes.	After	 the	 experiments	
were	 conducted	and	analysed,	 the	 experimental	 results	were	modelled	by	 a	
backpropagation	neural	network,	and	the	mapping	relationship	between	the	
laser	 parameters	 and	 the	 geometrical	morphologies	 of	 the	micro‐holes	was	
constructed.	 The	model	 established	by	 the	backpropagation	neural	 network	
could	obtain	accurate	prediction	results,	and	the	predictions	of	the	diameters	
of	the	micro‐holes	were	better	than	those	of	the	roundness.	

©	2019	CPE,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction 

Laser	micromachining	has	many	applications	in	material	processing,	and	it	has	received	consid‐
erable	attention	because	it	can	be	used	in	nearly	all	of	the	manufacturing	sectors	[1],	such	as	in	
the	 fields	 of	 aerospace,	 the	 electronics	 industry	 [2],	 biomedical	 engineering	 [3],	measurement	
instruments,	and	the	automotive	industry	[4].	With	the	rapid	development	of	all	these	manufac‐
turing	 sectors,	 the	 accuracy	 requirements	 of	 the	 laser	 technology	 have	 become	 stricter.	 The	
short	pulse	or	even	ultarshort	pulse	laser	(pulse	duration	<	10	ps)	has	become	a	reliable	tech‐
nology	for	manufacturing	and	production	[5]	and	considered	to	be	a	better	choice	for	micro‐hole	
drilling	due	to	its	high	efficiency,	low	loss,	noncontact	procession	without	any	special	fixtures	for	
the	workpiece	[6].	

Laser	drilling	 is	one	of	 the	earliest	 laser	machining	technologies	used	 in	 industry.	Since	the	
end	of	the	1990s,	femtosecond	lasers	have	been	powerful	tools	in	solid	materials	machining	[7].	
Compared	with	 traditional	 long	pulse	 lasers,	 femtosecond	 lasers	have	advantages	 in	ultra‐fine	
processing,	from	the	submicron	scale	to	the	nanoscale,	due	to	their	extremely	high	peak	power	
and	multiphoton	process	with	the	materials.	This	advantage	lies	in	limiting	the	range	of	energy	
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in	a	small	interspace	in	the	center	of	focus,	and	not	the	whole	area	of	irradiation	by	adjusting	the	
incident	energy.	Furthermore,	another	advantage	is	the	versatility	in	the	types	of	materials	that	
can	be	processed	by	femtosecond	laser	micromachining,	such	as	metals,	glasses,	polymers,	plas‐
tics,	 and	semiconductor	 [8].	The	multiphoton	absorption	and	 ionization	 threshold	only	hinges	
upon	the	atomic	properties	of	the	materials,	not	the	concentration	of	free	electrons.	Theoretical‐
ly	speaking,	the	range	of	the	heat‐affected	zone	in	femtosecond	laser	micromachining	processing	
is	negligible	 [9],	 and	 thus,	non‐hot	melt	processing	with	high	precision	 is	 available.	Due	 to	 its	
ultrashort	pulse	duration	acting	on	the	materials	in	short	periods	of	time	with	high	power	densi‐
ties,	the	energy	absorption	can	be	controlled	only	in	the	machining	region	and	cause	materials	to	
enter	the	plasma	state	while	materials	outside	the	machining	region	remains	cold	without	heat	
diffusion.	

The	laser	drilling	process	is	a	preferred	method	due	to	its	unique	properties	of	no	tool	wear,	
flexibility,	and	high	rates	[10].	Laser	processing	parameters	have	important	influences	on	quali‐
ty,	efficiency,	and	cost.	The	main	research	parameters	include	the	wavelength,	pules	width,	spot	
radius,	pules	energy,	repeat	frequency,	and	rotation	rate	[11,	12],	which	directly	affects	the	di‐
mensional	and	shape	accuracy	of	the	processed	micro‐holes.	Furthermore,	there	are	four	com‐
mon	strategies	in	laser	drilling:	single	pulse	percussion	drilling,	multiple	pulse	percussion	drill‐
ing,	 rotary	 trepanning	 and	 helical	 drilling	 [13]	 as	 shown	 in	 Fig.	 1	 [14].	 In	 percussion	 drilling,	
laser	pulses	shaped	as	voxels	of	a	particular	size	are	focused	on	a	desired	location	for	the	desired	
time	to	ablate	materials	with	the	same	geometric	dimensions	as	those	of	the	voxels.	For	trepan‐
ning	and	helical	drilling,	the	laser	pulse	moves	in	a	circular	route	to	the	required	diameter	of	the	
presupposed	micro‐hole	[15].	

Although	the	application	of	femtosecond	laser	in	drilling	has	attracted	considerable	attention	
in	academia	and	industry,	there	are	few	accurate	quantitative	models	that	can	describe	the	rela‐
tionship	between	the	laser	parameters	and	geometrical	shape	of	the	micro‐holes.	In	practice,	the	
selection	of	parameters	always	depends	on	experiences	of	previous	experiments,	and	 the	geo‐
metrical	parameters	of	the	micro‐holes	are	difficult	to	forecast	before	machining.	Therefore,	it	is	
vital	 to	establish	certain	mapping	relations	between	the	processing	parameters	and	geometric	
features.	
	

	
Fig.	1	Four	micro‐hole	drilling	strategies:	From	the	left	to	right	are	single	pulse	percussion	drilling,	
multiple	pulse	percussion	drilling,	rotary	trepanning,	and	helical	drilling	

2. Materials and methods 

2.1 Experimental equipment and methods 

In	the	first	experiment,	lasers	with	different	single‐pulse	energies,	rotation	rates,	and	downward	
focus	rates	were	used	to	perform	helical	drilling.	In	addition,	a	group	of	L25(54)	orthogonal	ex‐
periments	are	processed	to	determine	the	comprehensive	influences	of	the	single‐pulse	energy,	
rotation	rate,	and	downward	focus	rate	on	the	geometrical	parameters	of	the	micro‐holes.	The	
machined	material	was	a	nickel‐base	single	crystal	super‐alloy	(DD6)	with	a	thickness	of	1	mm.	
The	basic	parameters	of	 the	 laser	system	are	 listed	 in	Table	1.	A	KH7040A‐1	5‐axis	numerical	
control	machine	with	PHAROS	high	power	and	energy	femtosecond	lasers	was	used,	as	shown	in	
Fig.	2.	The	schematic	diagram	of	the	femtosecond	laser	machining	system	is	shown	in	Fig.	3.	Alt‐
hough	the	polarization	state	of	the	light	mainly	affects	the	roundness	and	the	surface	accuracy	of	
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the	micro‐holes,	there	was	no	significant	difference	between	polarized	light	in	the	quality	of	the	
micro‐holes	from	the	helical	drilling	[16].	Therefore,	the	influence	of	the	laser	polarization	state	
factor	was	not	considered.	In	the	experiment,	the	quarter‐wave	plate	(B)	was	used	to	convert	the	
laser	light	into	circularly	polarized	light	and	then	focused	on	the	surface	of	the	processed	mate‐
rials.	 A	 four‐optical‐wedge	 beam	 rotation	 apparatus	 (E)	 is	 used	 to	 deflect	 the	 laser	 beam	 to	
achieve	a	planar	helical	motion.	The	rotary	cutting	module	was	composed	of	 the	 focusing	 lens	
(F),	 and	 the	 laser	outlet	nozzle	 (G)	could	move	along	 the	material	 surface	perpendicularly.	By	
controlling	the	vertical	adjustment	device	(H),	the	downward	focus	rate	could	be	controlled,	and	
combined	with	the	planar	helical	movement,	helical	drilling	could	be	achieved.	The	projection	of	
the	machining	path	is	shown	in	Fig.	4,	with	a	0.5	mm	radius	of	the	outermost	ring.	The	features	
of	 the	micro‐holes	were	 observed	 and	measured	 using	 SUPRA55	 field	 emission	 gun	 scanning	
electron	microscope	(SEM).	After	machining,	the	specimens	were	soaked	in	ethanol	solution	and	
cleaned	ultrasonically	to	remove	the	liquid	melt	on	the	surfaces	of	the	specimens	before	the	SEM	
measurements.	

Table	1	Parameters	of	laser	machining	system	
Parameter	 Unit Range	
Average	power	 W 0‐15	
Pulse	width	 fs 250	
Repetition	rate	 kHz 60‐600	
Wavelength	 nm 1064	
Focal	distance mm 150	
Air	blowing	pressure	 MPa 0‐0.5	
Rotation	rate r/min 600‐2400	
Spot	radius	 μm 15‐25	

	

	
Fig.	2	Photo	of	laser	device	and	specimen	

	
Fig.	3	The	schematic	diagram	of	the	femtosecond	laser	machining	system	
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Fig.	4	The	projection	of	the	laser	helical	scanning	path	

2.2 Single factor experiments, helical micro‐hole machining, trepanning machining 

The	first	experiment	was	to	determine	the	influence	of	the	single‐pulse	energy	on	the	features	of	
micro‐holes.	The	parameters	that	describe	the	features	include	the	diameters,	the	roundness	of	
entrance	and	exit,	and	the	taper	of	each	hole.	The	roundness	of	a	micro‐hole	ݎ߂	can	be	calculated	
by	the	difference	of	diameters	of	the	outer	contour	ܥଵ	and	inner	contour	ܥଶ	[17].	

ݎ߂ ൌ ଵܥ െ 	ଶܥ (1)

The	outer	contour	is	the	minimum	circumscribed	circle	of	the	hole,	while	the	inner	contour	
means	 the	maximum	 inscribed	circle	of	 the	hole.	A	 smaller	ݎ߂	means	a	more	circular	and	 less	
rough	hole.	

The	taper	can	be	calculated	by	Eq.	2.	

ݎ݁݌ܽܶ ൌ 2 ൈ ଵି݊ܽݐ
ܴଵ െ ܴଶ
2000

	 (2)

where	ܴଵ	and	ܴଶ	denote	the	entrance	and	exit	diameters,	respectively.	
The	focus	of	the	laser	was	set	on	the	platform	of	the	specimen	with	a	repetition	rate	of	100	

kHz,	rotation	rate	of	2400	r/min,	and	maximum	processing	time	of	200	s.	The	single‐pulse	ener‐
gy	was	set	from	80	to	130	μJ	at	intervals	of	10	μJ.	

The	second	experiment	examined	the	relationship	between	the	rotation	rate	and	the	features	
of	the	micro‐holes.	Similar	to	the	first	experiment,	the	focus	was	set	on	the	platform	of	the	spec‐
imen	with	a	repetition	rate	of	100	kHz,	single	pulse	energy	of	100	μJ,	and	maximum	processing	
time	of	200	s.	The	rotation	rate	was	set	from	600	to	2400	r/min	at	intervals	of	300	r/min.	

The	third	experiment	aims	to	explore	the	effect	of	the	focus	downward	rate	on	helical	laser	
micro‐holes	drilling.	The	downward	focus	rate	was	set	from	0	to	0.03	mm/s	at	intervals	of	0.005	
mm/s.	The	repetition	rate	was	set	to	100	kHz,	the	single‐pulse	energy	was	set	to	100	μJ,	and	the	
rotation	rate	was	set	to	2400	r/min.	The	processing	time	was	100	s.	

For	all	of	the	experiments	above,	blowing	pressure	was	set	to	0.5	MPa.	For	each	set	of	data,	
three	drilling	processes	were	conducted	and	the	average	was	obtained.	

2.3 Orthogonal experimental design (OED) 

To	 investigate	 the	 effect	 and	 significance	 of	 the	 single‐pulse	 energy,	 the	 rotation	 rate	 and	 the	
downward	focus	rate	on	the	geometric	characteristics,	such	as	the	diameters	and	roundness	of	
the	entrance	and	exit	of	the	micro‐hole,	the	backpropagation	(BP)	neural	network	(BPNN)	was	
used	 to	 obtain	 the	mapping	 relationship	 between	 the	 geometric	 characteristics	 of	 the	micro‐
holes	and	these	parameters.	L25(54)	orthogonal	experiments	with	three	processing	parameters	
were	 designed,	 as	 it	 can	 get	 influence	 relationship	 between	 experimental	 variables	 through	 a	
small	amount	of	experiments.	 In	the	OED,	the	occurrence	frequencies	of	the	levels	 in	each	col‐
umn	were	the	same,	and	the	number	of	occurrences	of	an	ordinal	number	pair	consisting	of	all	of	
the	 data	 in	 any	 two	 columns	was	 the	 same.	 This	 ensured	 a	 uniform	dispersion	 of	 the	 experi‐
mental	conditions	and	eliminated	the	interference	from	other	factors	[18].	As	shown	in	Table	2,	
a	blank	column	was	designated	for	the	error	evaluation,	and	five	levels	were	set	for	each	factor.	
The	 laser	repetition	rate	was	set	 to	100	kHz	and	 the	blowing	pressure	was	0.5	MPa.	The	pro‐
cessing	time	was	200	s	for	each	micro‐hole.	
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Table	2 Factors	and	levels	of	orthogonal	experiments 
												Factor	

	

Level 

A	
Single	pulse	energy,	

μJ 

B
Rotation	rate,	
(r·min‐1)

C
Focus	downward	rate,	

(mm·s‐1) 
Blank 

1  60  1600 0.005 
2  70  1800 0.01
3  80  2000 0.015 
4  90  2200 0.02
5  100  2400 0.025 

3. Results and discussion 

3.1 Effect of single pulse energy 

Fig.	5	shows	the	variation	of	the	diameters	and	roundness	of	the	micro‐holes	with	the	single‐pulse	
energy.	This	indicates	that,	for	the	exit	diameter,	there	was	a	leap	between	100	μJ	to	110	μJ	in	
the	single‐pulse	energy	from	543.29	μm	to	951.97	μm.	When	the	single‐pulse	energy	is	no	more	
than	100	μJ,	the	shapes	of	the	exits	of	the	micro‐holes	deviate	significantly	from	a	circle,	which	
means	 that	 for	 a	 better	 drilling	 result,	 a	 threshold	 of	 single‐pulse	 energy	 is	 needed	when	 the	
other	related	processing	parameters	are	fixed.	Fig.	6	shows	the	SEM	photos	of	the	hole	exit	with	
single	pulse	energy	of	80	μJ	and	110	μJ,	the	disparity	of	roundness	is	obvious.	In	fact,	a	laser	with	
a	higher	single‐pulse	energy	can	produce	a	high	metal	vapor	pressure	that	can	carry	away	more	
material	in	a	molten	or	liquid	state	[19].	Furthermore,	the	laser	energy	followed	a	Gaussian	dis‐
tribution,	which	 caused	 the	 diameter	 of	 the	 focus	 on	 the	 processed	material	 to	 increase	with	
increasing	pulse	energy.	During	ablation,	heat	transfer	occurred.	Although	the	heat	transfer	was	
weak	at	 any	 instant,	 its	 cumulative	 effect	 could	not	be	neglected.	The	 scanning	path	of	helical	
drilling	causes	 the	 laser	 to	not	only	process	at	 a	 certain	point,	which	greatly	 reduces	 the	heat	
accumulation	and	increases	the	heat	release	[20].	As	the	single‐pulse	energy	increased,	the	en‐
trance	and	exit	diameters	increased	to	maximum	values	and	stayed	in	the	range	of	about	1050	
μm	 and	 958	 μm,	 and	 the	 taper	 decreased	 from	 0.52	 and	 remained	 at	 approximately	 0.1.	 The	
roundness	of	the	entrance	and	exit	exhibited	similar	patterns,	with	diameters	of	approximately	
22	μm	and	68	μm.	

	
Fig.	5	Geometric	characteristics	change	to	single	pulse	energy	

	
Fig.	6	Photos	of	the	exit	hole	with	single	pulse	energy	of	80	μJ	and	110	μJ	
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3.2 Effect of rotation rate 

Fig.	7	 shows	 the	variation	of	 the	diameters,	 roundness	and	 tapers	of	 the	micro‐holes	with	 the	
rotation	rate.	This	 indicates	that	the	entrance	diameter	 increased	from	the	top	at	1066.68	μm,	
then	decreased	and	remained	steady	around	1045	μm	as	the	rotation	rate	goes	up.	The	exit	di‐
ameter	remained	in	the	range	between	937	μm	to	952	μm.	The	entrance	roundness	decreased	
overall,	but	the	exit	roundness	increased	generally.	The	rotation	rate	significantly	influenced	the	
exit	 roundness,	 because	 as	 the	 rotation	 rate	 increased,	 the	 number	 of	 pulses	 during	 a	 single	
scanning	cycle	was	reduced.	Therefore,	the	effect	of	the	rotation	rate	on	the	processing	was	es‐
sentially	due	to	changes	in	the	number	of	pulses.	The	reduction	in	the	number	of	pulses	during	
one	processing	cycle	resulted	in	layer‐by‐layer	processing	to	the	bottom,	and	the	corresponding	
reduction	in	the	amount	of	erosion	caused	the	exit	roundness	to	deteriorate.	The	taper	remained	
at	approximately	0.1.	Compared	with	other	parameters,	there	was	less	influence	of	the	rotation	
rate	on	the	entrance	and	exit	diameters	of	the	micro‐holes	because	the	variation	of	the	rotation	
rate	 did	 not	 affect	 the	 number	 and	 power	 of	 pulse	 acting	 on	 the	 material.	 Furthermore,	 the	
thermal	incubation	effect	was	not	evident	because	the	laser	spot	did	not	focus	on	only	one	area	
during	helical	drilling	[21].	

							 	

Fig.	7	Geometric	characteristics	change	to	rotation	rate	

3.3 Effect of focus downward rate 

Fig.	8	shows	the	variation	of	the	parameters	of	the	micro‐holes	with	the	downward	focus	rate.	
When	the	downward	focus	rate	increased,	the	entrance	and	exit	diameters	exhibited	the	oppo‐
site	trend,	and	thus,	a	sharp	drop	in	the	taper	occurred.	The	entrance	roundness	remained	be‐
tween	20	μm	 and	 30	μm,	whereas	 the	 exit	 roundness	 fluctuated	 significantly.	 The	 downward	
focus	rate	was	strongly	connected	to	the	defocusing	amount,	which	is	an	important	factor	influ‐
encing	the	features	of	the	micro‐holes	[22].	Most	of	the	energy	of	the	laser	beam	distributed	over	
a	certain	range	of	focal	depths.	The	focal	plane	was	where	the	diameter	of	the	beam	waist	was	at	
a	minimum.	Defocusing	means	the	focal	plane	is	not	coincident,	the	deviation	distance	between	
which	is	called	the	defocusing	amount	[23].	Fig.	9	shows	from	left	to	right	illustrations	of	nega‐
tive,	zero,	and	positive	defocusing.	As	the	focal	point	moved	downward,	the	negative	defocusing	
amount	causes	a	transition	of	the	phase	to	occur	only	by	heat	transfer	on	the	walls	of	the	micro‐
holes.	A	lower	ratio	of	gaseous	to	molten	or	liquid	states	causes	the	residues	to	remain	bounded	
at	the	edges	of	holes,	which	enlarged	heat‐affected	zone	and	decreased	the	area	of	the	effective	
heat	 transfer	 region.	 As	 the	 focus	moved	 downward,	 only	 part	 of	 the	material	 on	 the	 surface	
could	be	melted,	whereas	the	energy	of	the	laser	beam	concentrated	on	the	focal	position	moved	
closer	to	the	back	face	of	the	material.	Thus,	the	entrance	diameter	decreased	and	the	exit	diam‐
eter	increased,	causing	the	taper	decreased	as	the	downward	focus	rate	increased.	Fig.	10	is	the	
photos	of	the	entrance	hole	with	focus	downward	rate	of	0	and	0.03	mm/s.	The	difference	of	the	
taper	is	obvious.	Influenced	by	residues,	the	non‐uniform	heating	contributed	to	the	great	fluc‐
tuation	of	the	exit	roundness.	In	addition,	the	appearance	of	the	cone	and	the	change	of	the	taper	
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were	 related	 to	 the	 incident	 angle	 of	 the	 laser.	According	 to	 the	Fresnel	 effect	 [24],	when	 the	
incident	 angle	of	 a	 laser	 increases,	 the	absorption	 rate	of	materials	will	decrease.	During	pro‐
cessing,	changing	the	distribution	of	the	laser	radiation	intensity	led	to	the	formation	of	a	cone.	
When	the	laser	irradiated	the	micro‐holes,	the	walls	could	not	absorb	all	 the	energy,	and	abla‐
tion	rate	decreased	gradually	[20].	When	the	energy	density	absorbed	by	the	material	was	lower	
than	the	ablation	threshold,	the	ablation	process	ended.	

        

Fig.	8	Geometric	characteristics	change	to	focus	downward	rate	

	

Fig.	9	Schematic	diagram	of	the	defocusing	amount.	'a'	is	the	laser	beam;	'b'	is	the	lens	
and	'c'	is	the	processed	material.	

	

	

Fig.	10	Photos	of	entrance	hole	with	focus	downward	rate	of	0	and	0.03	mm/s	
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3.4 Orthogonal experimental design result and analysis 

The	orthogonal	experiment	results	are	shown	in	Table	3.	For	training	and	testing	the	BPNN,	an‐
other	group	of	experiments	are	designed	and	processed	(Table	4).	

Range	 and	 variance	 analyses	 [25]	 are	 common	methods	 for	 investigating	 the	 influence	 of	
each	factor	on	the	experiment	results.	In	range	analysis,	the	order	of	influence	of	the	factors	on	
the	results	can	be	seen	by	comparing	the	ranges	of	each	factor.	There	are	two	parameters	in	the	
range	analysis,	ܶ	and	ܴ.	ܶ	is	defined	as	the	sum	of	all	of	the	results	in	the	experiments.	 ௜ܶ 	denotes	
the	sum	of	the	results	of	level	i	in	a	column.	ܴ	is	defined	as	the	range	between	the	maximum	and	
minimum	of	 ௜ܶ 	for	each	factor.	

					ܴ ൌ ሺݔܽ݉ ௜ܶሻ െ ݉݅݊ሺ ௜ܶሻ	 (3)
	

Table	3	Orthogonal	experiment	result	
Test	
number	

A	
Single	pulse	
energy,	μJ	

B	
Rotation	rate,	
(r·min‐1)	

C	
Focus	downward	
rate,	(mm·s‐1)	

Entrance	
diameter,	
μm	

Exit
diameter,	
μm	

Entrance	
roundness,	
μm	

Exit	
roundness,	
μm	

1	 60	 1600	 0.005	 1	 1032.06		 512.46		 48.59		 56.50		
2	 60	 1800	 0.015	 3	 922.87		 661.28		 47.30		 41.22		
3	 60	 2000	 0.025	 5	 909.87		 511.11		 36.94		 48.41		
4	 60	 2200	 0.01	 2	 1004.80		 525.93		 33.07		 31.10		
5	 60	 2400	 0.02	 4	 911.47		 577.78		 36.31		 52.07		
6	 70	 1600	 0.025	 2	 919.27		 604.71		 37.91		 33.52		
7	 70	 1800	 0.01	 4	 995.20		 592.59		 28.64		 51.60		
8	 70	 2000	 0.02	 1	 937.60		 644.44		 28.09		 41.97		
9	 70	 2200	 0.005	 3	 1036.80		 550.61		 36.98		 61.72		
10	 70	 2400	 0.015	 5	 990.47		 723.46		 39.24		 44.74		
11	 80	 1600	 0.02	 3	 947.20		 701.23		 32.99		 48.25		
12	 80	 1800	 0.005	 5	 1034.00		 952.78		 36.00		 43.44		
13	 80	 2000	 0.015	 2	 988.90		 806.98		 32.22		 50.44		
14	 80	 2200	 0.025	 4	 935.80		 617.28		 42.48		 42.86		
15	 80	 2400	 0.01	 1	 1008.00		 850.74		 42.39		 23.14		
16	 90	 1600	 0.015	 4	 976.00		 814.91		 48.30		 50.25		
17	 90	 1800	 0.025	 1	 921.60		 650.94		 39.90		 25.99		
18	 90	 2000	 0.01	 3	 1017.60		 872.73		 34.40		 29.09		
19	 90	 2200	 0.02	 5	 957.60		 708.07		 38.78		 29.61		
20	 90	 2400	 0.005	 2	 1038.18		 960.74		 37.26		 28.06		
21	 100	 1600	 0.01	 5	 1022.72		 915.56		 23.60		 22.40		
22	 100	 1800	 0.02	 2	 944.40		 763.40		 31.82		 30.98		
23	 100	 2000	 0.005	 4	 1040.72		 960.27		 32.56		 25.74		
24	 100	 2200	 0.015	 1	 989.60		 836.60		 31.04		 42.75		
25	 100	 2400	 0.025	 3	 940.80		 718.01		 36.08		 24.94		
	

Table	4	Supplemental	experiments	for	BPNN	modelling	
Test	
num‐
ber	

A	
Single	pulse	
energy,	μJ	

B	
Rotation	rate,	
(r·min‐1)	

C	
Focus	downward	
rate,	(mm·s‐1)	

Entrance
diameter,	
μm	

Exit
diameter,	
μm	

Entrance	
roundness,	
μm	

Exit	
roundness,	
μm	

B1	 60	 1600	 0.015	 915.2	 658.59	 37.18	 52.87	
B2	 60	 1800	 0.025	 905.12	 505.35	 41.09	 68.56	
B3	 70	 2200	 0.02	 921.6	 654.86	 40.71	 51.82	
B4	 80	 2400	 0.005	 1039.98	 949.25	 38.45	 56.19	
B5	 80	 1600	 0.015	 983.2	 777.78	 30.05	 49.13	
B6	 90	 2000	 0.025	 918.9	 684.44	 39.64	 27.54	
B7	 90	 1800	 0.01	 1008.4	 884.44	 34.48	 29.28	
B8	 100	 2200	 0.02	 942.4	 874.93	 32.17	 38.37	
B9	 100	 2400	 0.005	 1036.8	 969.33	 38.88	 28.34	
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The	greater	the	value	of	R	of	the	factor	is,	the	greater	the	influence	of	the	factor	is	on	the	result.	
The	range	analysis	can	be	used	to	determine	the	impact	order	of	the	 factors	 intuitively,	but	

the	 experimental	 error	 cannot	 be	 estimated.	 Moreover,	 the	 impact	magnitudes	 of	 the	 factors	
cannot	be	indicated,	especially	for	the	OED	with	more	than	three	levels.	Considering	the	limita‐
tion	of	range	analysis,	variance	analysis	is	necessary	to	determine	the	impact	degrees	or	magni‐
tudes	of	the	factors	on	the	results.	The	most	important	parameters	in	the	variance	analysis	are	
the	sum	of	squared	deviations	for	the	total,	for	each	column,	and	error.	

The	total	sum	of	squared	deviation	(ܵܵܶ)	and	the	total	freedom	(்݂ )	are	defined	as	follows:	

ܵܵܶ ൌ෍ሺݔ௜ െ ሻଶݔ̅
௡

௜ୀଵ

	 (4)

்݂ ൌ ݊ െ 1	 (5)
The	sum	of	squared	deviations	for	each	factor	(ܵ ௝ܵ)	and	the	freedom	for	each	( ௝݂)	are	defined	

as	follows:	

ܵ ௝ܵ ൌ
1
ݎ
෍ ௜ܶ

ଶ െ
ܶଶ

݊

௠

௜ୀଵ

	 (6)

௝݂ ൌ ݉ െ 1 ሺ݆ ൌ 1,2, … , ݇ െ 1ሻ	 (7)

The	sum	of	squared	deviations	for	the	experimental	error	(SSE)	and	its	freedom	( ௘݂)	are	de‐
fined	as	follows:	

SSE ൌ SST െ෍ܵ ௝ܵ

௞

௝ୀଵ

	 (8)

௘݂ ൌ ்݂ െ෍ ௝݂

௞

௝ୀଵ

	 (9)

The	variances	of	each	factor	(ܯ ௝ܵ)	and	the	one	of	experimental	error	(ܧܵܯ)	can	be	calculated	
by	as	follows:	

ܯ ௝ܵ ൌ
ܵ ௝ܵ

௝݂
	 (10)

ܧܵܯ ൌ
ܧܵܵ

௘݂
	 (11)

where	the	F	value	is	used	to	illustrate	the	magnitudes	of	the	effects	on	the	factors.	This	reflects	
the	ratio	of	the	sum	of	squared	deviations	of	each	factor	to	that	of	the	experimental	error.	Thus,	
the	F	value	of	each	factor	is	as	follows:	

௝ܨ ൌ
ܯ ௝ܵ

ܧܵܯ
	 (12)

In	Eqs.	4	to	12,	݊ ൌ 25,	݉ ൌ 5,	݇ ൌ 4,	and	ݎ	 ൌ 	݊/݉	ൌ 5	for	L25(54)	OED.	
In	 the	F‐distribution	 table,	 comparing	ܨ௝	with	 the	value	of	ܨఈ(்݂ ,	 ௘݂)	 can	determine	whether	

the	factor	effect	on	the	results	is	prominent	or	not,	which	is	called	the	F‐test.	If	ܨ௝	is	larger	than	
‐demarca	the	is	0.05	=	α	Usually,	versa.	vice	and	prominent	is	results	the	on	effect	factor	the	ఈ,ܨ
tion	of	prominence,	and	α	=	0.01	is	the	demarcation	of	high	prominence	[26].	In	addition,	if	the	
variance	of	a	factor	is	less	than	double	the	variance	of	the	experimental	error	(ܯ ௝ܵ	<	2	ܧܵܯ),	this	
factor	can	be	seen	as	an	error	and	its	squared	deviation	and	freedom	will	be	added	to	those	of	
the	error.	In	the	result	tables,	the	factors	meeting	this	criterion	are	marked	with	an	asterisk	'*'.	

The	results	of	the	range	and	variance	analysis	are	shown	in	Table	5‐12.	All	of	the	three	factors	
have	significant	influences	on	the	hole	diameters,	while	the	downward	focus	rate	and	the	single‐
pulse	 energy	 are	 the	most	 important	 factors	 affecting	 the	 entrance	 and	 exit	 diameter	 results,	
respectively.	For	 the	roundness,	 the	rotation	rate	was	the	weakest	 factor,	and	the	single‐pulse	
energy	was	the	main	influencing	factor.	In	the	range	of	experimental	data,	there	was	a	positive	
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correlation	between	 the	diameters	 and	 the	 single‐pulse	 energy	 and	 a	negative	 correlation	be‐
tween	diameters	and	downward	focus	rate.	The	effect	of	rotation	rate	on	diameters	is	fluctuant.	
On	the	whole,	the	increase	in	the	single‐pulse	energy	was	helpful	for	reducing	roundness,	espe‐
cially	 for	 the	hole	exit.	The	entrance	roundness	was	 lower	 than	 the	exit	 roundness	 in	general.	
With	a	greater	pulse	energy,	more	photon	energy	can	be	absorbed	by	the	materials.	The	stronger	
capability	of	laser	to	remove	materials	makes	micro‐holes	more	circular	[27].	Fig.	11	represents	
the	exit	of	the	hole	processed	with	single	pulse	energy	at	80	μJ,	Rotation	rate	at	2400	r/min	and	
focus	downward	rate	at	0.01	mm/s.	In	comparison	with	the	exit	hole	shown	in	Fig.	6,	the	focus	
moving	down	is	beneficial	to	the	exit	hole	for	its	roundness.	Defocusing	can	improve	heat	trans‐
fer	through	the	interior	from	entrance	to	exit	and	material	at	the	back‐side	can	receive	the	ener‐
gy	from	laser	more	evenly	and	sufficiently.	
	

Table	5	Range	analysis	for	entrance	diameters	
	 A	 B C Blank	
T1	 4781.07		 4897.25 5181.76 4888.86	
T2	 4879.34	 4818.07 5048.32 4895.55	
T3	 4913.90	 4894.69 4867.84 4865.27	
T4	 4910.98	 4924.60 4698.27 4859.19	
T5	 4938.24	 4888.92 4627.34 4914.66	
R	 157.17	 106.53 554.42 55.37	
Order	 CAB 	

	
Table	6	Variation	analysis	for	entrance	diameters	

Source	of	
variation	

Sum	of	squares	 Freedom Variance F‐value	 Critical	 value	
of	F‐test	(ܨఈ)	

Significance

A	 3035.54	 4	 758.89 22.09 F0.05		=	3.2592	 High	
B	 1261.34	 4	 315.33 9.18 F0.01		=	5.412	 High	
C	 43258.14 4	 10814.54 314.85 High	
Blank*	 412.18	 4	 103.05 3.00 	
Other	errors	 412.18	 12	 34.35 	
Total	 47967.21 24	 	

	
Table	7	Range	analysis	for	exit	diameters	

	 A	 B C Blank	
T1	 2788.56	 3548.87 3936.86 3495.18	
T2	 3115.81	 3620.99 3757.55 3551.76	
T3	 3929.01	 3795.53 3843.23 3503.86	
T4	 4007.39	 3238.49 3394.92 3562.83	
T5	 4193.84	 3830.73 3102.05 3810.98	
R	 1405.28	 592.24 834.81 315.8	
Order	 ACB 	

	
Table	8	Variance	analysis	for	exit	diameters	

Source	of	
variation	

Sum	of	squares	 Freedom Variance F‐value	 Critical	value	
of	F‐test	(ܨఈ)	

Significance

A	 303899.08 4	 75974.78 65.40 F0.05		=	3.2592	 High	
B	 44994.62 4	 11248.65 9.69 F0.01		=	5.412	 High	
C	 97445.99 4	 24361.50 20.97 High	
Blank*	 13939.81 4	 3484.95 3.00 	
Other	errors	 13939.81 12	 1161.65 	
Total	 460279.49 24	 	

	
Table	9	Range	analysis	for	entrance	roundness	

	 A	 B C Blank	
T1	 202.21	 191.39 191.39 190.01	
T2	 170.86	 183.66 162.10 172.28	
T3	 186.08	 164.21 198.10 187.75	
T4	 198.64	 182.35 167.99 188.29	
T5	 155.10	 191.28 193.31 174.56	
R	 47.11	 27.18 36.00 17.73	
Order	 ACB 	
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Table	10	Variation	analysis	for	entrance	roundness 
Source	of	
variation	

Sum	of	squares	 Freedom Variance F‐value	 Critical	value	
of	F‐test	(ܨఈ)	

Significance

A	 309.604	 4	 77.40 7.97 F0.05		=	3.0069	 High	
B*	 98.40	 4	 24.60 2.53 F0.01		=	4.7726	 	
C	 213.18	 4	 53.30 5.49 High	
Blank*	 56.99	 4	 14.28 1.49 	
Other	errors	 155.39	 16	 9.71 	
Total	 678.17	 24	 	
	

Table	11	Range	analysis	for	exit	roundness	
	 A	 B C Blank	
T1	 229.30	 210.92 215.46 190.35	
T2	 233.55	 193.23 157.33 174.10	
T3	 208.13	 195.65 229.40 205.22	
T4	 163.00	 208.04 202.88 222.52	
T5	 146.81	 172.95 175.72 188.60	
R	 86.74	 37.97 48.42 	
Order	 ACB 	
	

Table	12	Variation	analysis	for	exit	roundness	
Source	of	
variation	

Sum	of	squares	 Freedom Variance F‐value	 Critical	value	
of	F‐test	(ܨఈ)	

Significance

A	 1234.91	 4	 308.73 10.92 F0.05		=	3.0069	 High	
B*	 181.31	 4	 45.33 1.60 F0.01		=	4.7726	 	
C	 689.62	 4	 172.41 6.10 High	
Blank*	 270.90	 4	 67.72 2.40 	
Other	errors	 452.21	 16	 28.26 	
Total	 2376.74	 24	 	
	

	
Fig.	11	Photo	of	the	exit	of	the	hole	processed	with	single	pulse	energy	of	80	μJ,	rotation	rate	of	2400	r/min,	
and	focus	downward	rate	of	0.01	mm/s	

3.5 Prediction of micro‐hole geometry characteristics with back propagation artificial neural 
network (ANN), modelling with artificial neural network, testing of the model 

Containing	 functions	 of	 self‐learning	 and	 self‐training,	 artificial	 neural	 networks	 (ANNs)	 are	
suitable	for	finding	relationships	between	data	inputs	and	outputs,	especially	for	nonlinear	data.	
In	general,	a	neural	network	can	be	seen	as	a	mapping	relationship	between	input	and	output	
variables	 [28].	 Similar	 to	 a	 biological	brain,	 a	neuron	 is	 the	basic	unit	 of	 an	ANN.	One	 certain	
neuron	 in	each	 layer	 in	 the	network	 is	connected	to	each	neuron	 in	 the	previous	and	the	next	
layers.	An	ANN	is	a	black	box	that	can	avoid	difficulties	in	data	analysis	and	modelling.	It	is	suit‐
able	 for	data	with	uncertainties	and	a	 lack	of	structure.	The	BPNN	is	a	multilayer	 feedforward	
neural	network	that	uses	an	error	back‐propagation	algorithm	[29].	It	is	widely	used	in	experi‐
mental	data	modelling,	even	if	the	mapping	relationship	seems	complex	and	difficult	to	formu‐
late	[30].	
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Before	establishing	the	BPNN	model,	experimental	data	should	be	normalized	to	improve	the	
efficiency	 and	 sensitivity	 while	 training	 and	 to	 prevent	 overfitting.	 To	 ensure	 that	 the	 BPNN	
model	has	the	ideal	extrapolation	capability,	normalized	pre‐treatment	values	should	be	in	the	
range	of	0.2	to	0.8.	

The	data	pre‐treatment	can	by	calculated	as	follows:	

ݕ ൌ ሺ0.8 െ 0.2ሻ ൈ
ݔ െ݉݅݊ሺݔሻ

ሻݔሺݔܽ݉ െ ݉݅݊ሺݔሻ
൅ 0.2	 (13)

The	reverse	data	pre‐treatment	can	by	calculated	as	follows:	

ݔ ൌ ሺݕ െ 0.2ሻ ൈ
ሻݔሺݔܽ݉ െ ݉݅݊ሺݔሻ

0.8 െ 0.2
൅ ݉݅݊ሺݔሻ	 (14)

In	Eqs.	13	and	14,	ݔ	represents	a	certain	value	in	the	original	data	of	each	factor,	and	ݕ	is	the	
corresponding	value	in	the	pre‐treatment	data	of	each	factor,	݉ܽݔሺݔሻ	and	݉݅݊ሺݔሻ	are	the	maxi‐
mum	and	minimum	values	in	original	data	of	each	factor,	respectively.	

Of	all	of	 the	 training	algorithms	used	 in	BPNN,	 the	Levenberg‐Marquardt	algorithm	was	an	
optional	one,	as	it	can	adjust	the	network	training	parameters	automatically	to	ensure	the	net‐
work	has	real‐time	updating	for	its	applicable	training	methods	[31].	The	common	transfer	func‐
tions	used	 in	BPNNs	 include	 the	hyperbolic	 tangent	sigmoid	 function	(tansig),	 logarithmic	sig‐
moid	function	(logsig),	and	 linear	 function	(ݕ ൌ 	the	using	[32],	research	previous	on	Based	.(ݔ
tansig	function	as	the	transfer	function	in	the	input‐hidden	layer	and	the	linear	function	in	hid‐
den‐output	 layer	 can	 obtain	 the	best	 optimization	 in	most	BPNN	modelling.	 For	 a	BPNN	with	
there	or	more	layers,	the	network	model	can	approximate	a	nonlinear	function	infinitely	as	long	
as	there	are	sufficient	neurons	[33].	Therefore,	the	BPNN	configuration	used	in	this	study	con‐
tained	one	 input	 layer,	one	hidden	 layer	and	one	output	 layer.	The	neural	network	 toolbox	 in	
MATLAB	was	used	to	establish	the	BPNN	model.	

It	is	important	to	determine	the	proper	number	of	neurons	in	the	hidden	layers.	Including	too	
many	neurons	may	lead	to	the	problems	like	over‐fitting	and	 local	minima.	To	ensure	the	net‐
work	performance	and	generalization	ability	are	sufficiently	high,	the	structure	of	the	network	
should	 be	 as	 compact	 as	 possible	 to	 achieve	 high	 precision.	With	 the	 experimental	 formulas	
∑ ௡భܥ

௜௡
௜ୀ଴ ൐ ݇	(where	݇	is	for	the	number	of	data	for	the	input	layer,	݊ଵ	is	the	number	of	neurons	

in	hidden	layer,	and	݊	is	the	number	of	neurons	in	the	input	layer),	݊ଵ ൌ √݊ ൅݉ ൅ ܽ	(where	݉	
is	the	number	of	neurons	in	the	output	layer,	ܽ ∈ ሾ1,10ሿ)	[34],	and	݊ଵ ൌ logଶ ݊	[35],	the	number	
of	neurons	was	selected	as	26.	As	a	result,	the	BPNN	with	the	topological	structure	of	3‐26‐4	was	
chosen.	After	training	the	model	49	times,	the	network	converged.	

Table	13	shows	the	comparison	of	the	predicted	results	in	this	model	and	the	practical	exper‐
imental	data.	The	total	average	of	the	error	was	4.06	%.	The	errors	in	the	diameter	were	smaller	
than	 those	of	 roundness.	The	 factors	and	scope	of	 the	parameters	 that	affected	 the	roundness	
were	more	 complex	 than	 the	 diameters,	 which	may	 have	 caused	 the	 roundness	 values	 to	 be	
more	difficult	to	predict	and	have	a	larger	deviation	than	the	diameters.	The	highest	error	of	the	
result	was	less	than	7	%.	

Table	13	Comparison	of	the	predicted	results	in	this	model	and	the	practical	experimental	data	
Parameters	 Entrance	diameter,	

μm	
Exit	diameter,	
μm	

Entrance	roundness,	
μm	

Exit	roundness,	
μm	

Test	
B5	

Predicted	result	 959.89	 755.54 33.03 50.96	
Actual	result	 983.2	 777.78 30.05 49.13	
Error	 2.42	%	 2.86 % 9.02 % 3.59	%	

Test	
B9	

Predicted	result	 1051.33	 993.67 37.27 30.21	
Actual	result	 1036.80	 969.33 38.88 28.34	
Error	 1.40	%	 2.51 % 4.14 % 6.60	%	
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4. Conclusion 
By laser helical drilling experiments, rules for the machining parameters and geometric morpho-
logical characteristics of micro-holes were determined in this study. In the range of 80 μJ to 130 
μJ, with the single pulse energy increasing, the diameters increased. The Diameter and round-
ness of the entrance and exit tended to be stable, while the taper exhibited a slight change. The 
increase in the rotation rate of the laser can lead to a fluctuation in a range in the values of diam-
eters, but the taper remained almost invariant. The downward focus rate had a remarkable in-
fluence on the characteristics of the micro-holes. With the defocusing rate increasing, the diame-
ters changed greatly. 

The OED shows that when the single-pulse energy was in the range of 60 μJ to 100 μJ, the fo-
cus downward rate had the most significant effect on the entrance diameter. The single-pulse 
energy effect has the most significant effect on the exit diameter and the roundness. 

In addition, a BP neural network was used to establish a mapping relationship based on the 
laser parameters and characteristics of micro-holes with an average error of less than 5 % and 
the maximum error of less than 7 %. Thus, the results of the laser drilling experiments were 
predictable, and this process was convenient for optimizing the process parameters, which 
could be applied to industrial practice. 

Further research may concentrate on exploring the effect of other laser processing parame-
ters, and different modelling methods for constructing the mapping relationship between the 
laser parameters and the geometrical morphologies of the micro-holes. 
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A B S T R A C T	   A R T I C L E   I N F O	

Management	of	a	reverse	supply	chain	(RSC)	often	takes	place	in	an	uncertain	
environment,	so	it	is	supposed	to	be	analyzed	through	the	proactive	approach	
for	 avoidance/elimination	 of	 risks.	Management	 initiatives	 based	 on	 the	 as‐
sessed	risk	 level	and	priority	of	potential	 failure	mode	(PFM)	should	 lead	to	
the	increase	of	business	effectiveness,	the	competitive	advantage	and	sustain‐
ability	of	the	RSC.	Therefore,	the	focus	of	this	research	is	set	to	proposing	the	
reliable	method	 that	would	be	user‐friendly	and	suitable	 for	 the	determina‐
tion	 of	 risk	 level	 and	 priority	 of	 PFMs	 in	 RSC.	 Uncertainties	 related	 to	 the	
severities	of	Potential	Effect(s)	of	Failure	(PEF)	and	their	frequencies’,	as	well	
as	detection	of	PFMs	are	described	by	pre‐defined	linguistic	expressions	and	
modelled	by	 the	 interval	 type‐2	 trapezoidal	 fuzzy	numbers	 (IT2TrFNs).	The	
assessment	of	 the	 relative	 importance	of	 risk	 factors	 is	 set	 as	a	 fuzzy	group	
decision‐making.	The	weights	vector	is	calculated	based	on	the	procedure	of	
fuzzy	number	 comparison.	The	value	of	 each	 risk	 factor	 at	 the	 level	of	 each	
PFM	 is	 assessed	 through	 the	 predefined	 linguistic	 expressions	modelled	 by	
IT2TrFNs.	 The	 rank	 is	 obtained	by	modified	Technique	 for	Order	of	 Prefer‐
ence	by	Similarity	to	Ideal	Solution	(TOPSIS)	method.	The	proposed	model	is	
tested	on	a	real‐life	data	 from	RSC	that	operates	 in	Serbia.	 In	 the	domain	of	
practical	implications,	it	may	be	noticed	that	the	application	of	the	proposed	
model	 could	decrease	 the	 influence	of	potential	 causes	of	 failures	modes	on	
the	 overall	 RSC	 business	 activities	 especially	 in	 the	 terms	 of	 strategic	man‐
agement	 and	human	 resource	practices.	The	novelty	of	 the	proposed	model	
may	be	underlined	as	it	is	used	for	the	analysis	of	different	RSC	activities	and	
many	 interconnected	 issues	 may	 be	 solved	 by	 the	 proposed	 management	
measures	after	conducted	analysis.	
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1. Introduction 

In	the	last	few	decades,	the	development	policies	for	both,	developed	and	developing	countries	
in	the	EU	is	mainly	designed	in	the	compliance	with	the	objectives	of	national	sustainable	devel‐
opment	strategies	and	the	Draft	Declaration	on	Guiding	Principles	adopted	by	the	EU	in	2005.	It	
may	be	 assumed	 that	RSCs	play	a	 key	 role	 in	 achieving	 sustainable	development	 goals.	 In	 the	
scope	of	activities	undertaken	as	a	part	of	the	strategies	for	achieving	sustainable	development	
goals,	many	crucial	issues	may	arise	that	need	to	be	solved.	Reducing	or	eliminating	those	issues	
that	may	occur	in	the	recycling	processes	(RPs)	are	one	of	the	most	important	tasks	of	the	man‐
agers	in	the	considered	economic	domain.	In	the	research	domains	and	practice,	there	are	many	
methods	for	identification	and	elimination	of	potential	failures.		
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Pervasive	changes	in	the	business	environment	have	led	to	the	emergence	of	a	growing	number	
of	various	 types	of	uncertainties	 in	 the	RSC’s	activities.	 It	may	be	suggested	 that	uncertainties	
with	 the	greatest	 influence	on	 the	RSC’s	activities	embrace	 the	different	aspects	of	 the	 risk	 so	
they	may	be	denoted	 as	 causes	or	Potential	 Cause(s)/Mechanism(s)	 of	 Failure	 (PCMF).	 In	 the	
literature,	the	PCMFs	are	defined	at	different	levels,	but	they	are	mostly	described	in	a	compre‐
hensive	manner	at	the	operational	level	[1‐3].	Consequently,	PCMFs	may	lead	to	failures.	One	of	
the	most	used	methods	at	the	level	of	industrial	processes	for	the	failure	analysis	is	Failure	Mode	
and	Effects	Analysis	(FMEA)	[4].	The	conventional	FMEA	is	realized	through	the	two	steps:	(a)	
each	identified	failure	can	be	evaluated	by	three	risk	factors,	which	are	the	severity	(S),	the	oc‐
currences	of	failure	realization	(O)	and	the	difficulty	of	failure	detection	(D),	and	(b)	identifying	
the	PCMFs	that	lead	to	the	occurrence	of	PFMs	and	determination	of	management	initiatives	that	
can	be	used	to	eliminate	the	influence	of	the	identified	PCMFs.	
	 Nowadays,	the	RSC	is	rather	vulnerable	and	exposed	to	high	levels	of	risk,	so	the	motivation	
of	this	research	is	to	rank	the	identified	PFMs	in	RSC	with	respect	to	S,	O,	and	D	simultaneously,	
as	well	as	their	weights.	

Nevertheless,	 some	 researchers	believe	 that	 the	main	disadvantages	 of	 conventional	 FMEA	
are:	 (a)	 that	 the	 crisp	 values	 of	 risk	 factors	 are	 implemented,	 and	 (b)	 that	 the	 relative	 im‐
portance	among	risk	factors	are	neglected	[5].	In	order	to	improve	the	failure	analysis	process	in	
many	papers,	the	FMEA	is	combined	with	fuzzy	sets	theory	and	various	fuzzy	Multi‐Criteria	De‐
cision	Making	Methods	 (MCDMs)	 [5,	 6].	 Utilizing	 the	 type‐1	 fuzzy	 sets	may	 not	 be	 suitable	 in	
these	cases,	so	different	mathematical	tools	needed	to	be	improved.	The	development	of	math‐
ematical	theory,	in	particular	the	interval	type‐2	fuzzy	sets	(IT2FS),	made	it	possible	for	impreci‐
sions	and	uncertainties	to	be	more	adequately	described	in	a	quantitative	sense.	The	stated	facts	
are	aligned	with	the	motivation	for	this	research	since	the	accuracy	of	the	failure	analysis	may	
be	 increased	 if	 IT2FS	 is	 applied	 in	 the	 scope	of	modified	FMEA.	The	 intention	of	 the	obtained	
data	 is	 to	provide	 solid	 support	 for	 the	decision‐making	process	 in	 the	 scope	of	management,	
especially	in	the	scope	of	human	resource	management	[7].	
	 In	the	scope	of	research,	the	modelling	of	linguistic	variables	is	conducted	by	an	application	
of	 the	IT2FS	[8].	The	successfully	solved	 issues	within	the	context	of	risk	management	that	 fa‐
vors	usage	of	IT2FS	can	be	found	in	the	literature	[9].	At	the	same	time,	it	is	worth	to	mention	
that	 the	 extension	of	MCDM	with	 IT2FS	has	been	 the	 subject	of	many	 researchers'	 considera‐
tions	[10].	
	 The	main	 objective	 of	 this	 research	 is	 to	 develop	 a	model	 that	 integrates	 FMEA	 and	 fuzzy	
TOPSIS	method	with	IT2TrFNs	for	the	purpose	of	proactive	analysis	and	mitigation	the	PCMFs.	
According	to	the	obtained	rank	of	PFMs	as	well	as	the	PCMFs	analysis,	where	PCMFs	imply	the	
failure	ranked	at	the	first	place,	the	appropriate	management	initiatives	for	reduction	or	elimi‐
nation	of	 the	PCMFs’	 influence	may	be	defined.	These	activities	may	be	propagated	to	 the	 fail‐
ures’	elimination.	Lastly,	it	can	be	said	that	the	realization	of	the	research	goal	may	be	useful	in	
supporting	actions	regarding	national	sustainable	development	strategy.	
	 The	paper	is	organized	in	the	following	manner.	Section	2	presents	an	overview	of	the	scien‐
tific	papers	from	the	literature	sources.	Description	of	the	PFMs	that	may	occur	in	RP	at	the	level	
of	 RSC,	 handling	 of	 possible	 uncertainties	within	 the	 S,	 O,	 and	D,	 as	well	 as	 their	 relative	 im‐
portance,	and	the	proposed	algorithm	are	shown	in	the	Section	3.	In	the	Section	4,	the	proposed	
model	is	illustrated	with	the	real‐life	data,	which	originate	from	one	RSC	that	operates	in	Central	
Serbia.	Conclusions	are	presented	in	the	Section	5.	The	list	of	abbreviations	used	in	this	paper	is	
given	in	Appendix	A.	

2. Literature review 

Improving	the	RP	is	one	of	the	most	important	tasks	of	each	RSC	operational	management	and	it	
can	be	 realized	 in	different	ways.	Human	resource	management	 (HRM)	practices	aligned	with	
the	 organizations’	 strategy	 can	 alleviate	 uncertainties	 in	 the	 RSC’s	 activities,	 especially	 in	 the	
domain	of	employees’	skills	and	abilities.	HRM	activities	that	are	directed	towards	the	enhance‐
ment	of	employees’	skills	and	knowledge	results	in	higher	productivity	and	organizational	per‐
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formance	[11].	In	compliance	with	the	stated,	the	considered	problem	is	complex	and	it	may	be	
realized	through	the	following	steps:	(a)	identification	of	PFMs	that	may	occur	in	RP	of	one	RSC,	
as	well	as	PCMFs	which	induce	identified	PFMs,	(b)	assessment	of	the	relative	importance	of	S,	
O,	and	D,	(c)	assessment	of	the	values	of	S,	O,	and	D	at	the	level	of	each	PFM,	(d)	ranking	of	the	
identified	 PFMs	 by	 using	 the	 proposed	 fuzzy	 TOPSIS,	 and	 (e)	 the	 determination	 of	 suitable	
measures	for	reducing	or	eliminating	failures.	
	 In	the	literature,	there	are	many	papers	where	failure	analysis	 is	based	on	FMEA	combined	
with	 fuzzy	 sets	 theory	 and	MCDM	 [12].	 Further,	 a	 summary	of	 the	 literature	 for	both	marked	
sub‐problems	is	provided.	
	 There	are	many	approaches	for	determination	of	the	PCMFs,	the	PFMs	and	their	PEFs	which	
can	be	found	in	the	literature.	The	simplest	procedure	for	identification	of	the	PFMs,	the	PCMFs	
and	PEFs	is	a	checklist.	The	effectiveness	of	this	procedure	depends	on	the	knowledge,	skills	and	
expertise	of	the	decision‐makers	(DMs).	A	large	number	of	authors	have	tried	to	define	the	list	of	
PCMFs	 for	a	specific	group	of	manufacturing	plants,	especially	when	 the	resources	are	 limited	
[13,	14].	In	addition,	the	PFMs	and	their	PEFs	are	identified,	with	respects	to	DMs	assessment.	
	 In	some	papers,	the	risk	factors	values	are	described	by	crisp	values	[15],	as	it	has	been	pro‐
posed	in	the	conventional	FMEA	[4].	It	should	be	underlined	that	this	assumption	is	not	sufficient	
in	practice	since	DM	cannot	express	their	estimates	well	enough	if	they	use	precise	numbers.	
	 Some	authors	suggest	that	the	imprecise	numbers	could	be	appropriate	for	modeling	of	lin‐
guistic	 expressions	 that	 are	 used	 to	 describe	 the	 risk	 factors’	 values.	 Development	 of	 specific	
mathematical	theories,	particularly	of	fuzzy	sets	theory	[16,	17]	has	allowed	adequate	quantita‐
tive	description	for	these	uncertainties.	These	uncertainties	could	be	modelled	by	type‐1	fuzzy	
numbers	[18,	19].	Representation	of	a	type‐1	fuzzy	set	is	by	its	membership	function	whose	pa‐
rameters	are	of	the	shape	and	the	location	in	the	universe	of	discourse.	For	the	determination	of	
the	membership	function,	DMs	knowledge	or	experience	is	applied.	The	well‐known	fact	is	that	
the	linguistic	terms	used	to	describe	uncertainty,	generally,	have	a	different	meaning	for	differ‐
ent	people	[8].	Also,	determination	of	the	membership	function	for	a	larger	number	of	uncertain‐
ties	is	performed	under	complex	an	uncertain	environment.	The	concept	of	a	type‐2	fuzzy	sets	
demand	a	large	number	of	complex	calculations,	consequently,	they	do	not	have	a	wider	applica‐
tion	in	modelling	of	real	uncertainties.	The	IT2FS	may	be	seen	as	a	special	case	of	a	type‐2	fuzzy	
set	[8].	The	computational	processing	with	the	IT2FS	 is	reduced	compared	to	the	type‐2	fuzzy	
sets	so	they	are	widely	employed	to	solve	different	decision‐making	problems	[10].	A	significant	
number	of	uncertainties	that	exist	in	various	problems	could	be	modelled	by	the	IT2FS	[20‐22].	
In	this	paper,	the	risk	factors’	values	are	modelled	by	the	interval	type	trapezoidal	 fuzzy	num‐
bers	(IT2TrFNs).	
	 Defining	the	priority	of	the	PFMs	by	using	the	procedure	proposed	in	the	conventional	FMEA	
[4]	has	numerous	shortcomings.	One	of	the	main	disadvantages	according	to	the	opinion	of	some	
researchers	is	that	it	neglects	the	relative	importance	among	risk	factors	[5].	The	PFMs’	ranges	
could	be	adequately	determined	by	means	of	FMEA	combined	with	MCDM.	In	the	literature,	there	
are	many	papers	where	FMEA	is	combined	with	different	MCDM	with	type	1	fuzzy	sets	[5,	6].		
	 By	respecting	the	assumption	that	existing	uncertainties	in	risk	assessment	problem	are	far	
more	accurately	modelled	with	IT2FS,	many	authors	have	expanded	the	proposed	MCDM	with	
IT2FS	[10].	Furthermore,	special	attention	is	focused	on	the	papers	that	proposed	TOPSIS	with	
IT2FS	 [20,	23‐26].	The	comparative	analysis	of	 the	proposed	TOPSIS	with	 IT2TrFN	with	other	
similar	models	is	described	and	presented	in	Table	1.	

Taking	in	account	the	stated,	it	can	be	argued	that	when	the	model	presented	in	this	paper	is	
compared	with	the	models	from	the	literature,	the	certain	advantages	in	terms	of	describing	the	
real	problems	may	be	noticed.	

In	the	 literature,	 there	 is	a	certain	number	of	papers	where	FMEA	is	combined	with	MCDM	
with	IT2FS	[23].	In	this	paper,	the	ratings	of	the	identified	PFMs	in	FMEA,	and	their	relative	im‐
portance	are	modelled	by	IT2FS.	The	rank	of	the	identified	PFMs	with	respects	to	the	values	and	
the	relative	importance	is	obtained	by	applying	grey	relational	analysis.		
	 In	this	paper,	integrated	FMEA	and	fuzzy	TOPSIS	with	IT2TrFNs	have	been	proposed	for	the	
analysis	and	ranking	of	PFMs	in	RPs.	
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Table	1	The	summarized	comparative	analysis	
	 Chen	and	Lee,	

2010	[23]	
Ghaemi	Nasab	and	
Rostamy‐
Malkhalifeh,	2010	
[24]	

Kahraman	and	
Sarı,	2012	[20]	

Temur	et	al.	
2014	[25]	

Zamri	and	
Abdullah,	
2014	[26]	

The	proposed	
model	

The	linguistic	variables	
for	the	relative	im‐
portance	of	criteria	

IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	

Granularity/relative	
importance	of	criteria	

7	 7	 7	 7	 7	 3	

Domain	of	linguistic	
variables	for	the	rela‐
tive	importance	of	
criteria	description	

0‐1	 0‐1	 0‐1	 0‐1	 0‐1	 1‐5	

Determination	of	the	
criteria	weights	

Fuzzy	averag‐
ing	method	

Fuzzy	averaging	
method	

Ranking	of	
IT2TrFNs	

Fuzzy	averag‐
ing	method	

Assessment	 Fuzzy	averag‐
ing	method	

The	linguistic	variable	
for	the	criteria	values	

IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	 IT2TrFN	

Granularity/criteria	
values	

7	 7	 7	 7	 7	 7	

Domain	of	linguistic	
variable	for	describing	
the	criteria	values	

0‐10	 0‐10	 0‐10	 0‐1	 0‐1	 0‐1	

PIS/NIS	 Ranking	of	
IT2TRFNs	[27]	

Fuzzy	averaging	
method;	
Ranking	of	IT2TRFNs	
[27]	

The	procedure	
from	the	con‐
ventional	
TOPSIS	

Ranking	of	
IT2TRFNs	[27]	

Ranking	of	
IT2TRFNs	
[27]	

‐	

distance	 Normalized	
Euclidean	
distance	

Normalized	Euclide‐
an	distance	

Normalized	
Euclidean	
distance	

Normalized	
Euclidean	
distance	

‐	 Based	on	con‐
ventional	
TOPSIS	and	
Fuzzy	algebra	

Closeness	coefficient	 Conventional	
TOPSIS	

Conventional	TOPSIS Conventional	
TOPSIS	

Conventional	
TOPSIS	

‐	 Based	on	con‐
ventional	
TOPSIS	and	
Fuzzy	algebra	

Rank	 Conventional	
TOPSIS	

Conventional	TOPSIS Conventional	
TOPSIS	

Conventional	
TOPSIS	

Based	on	the	
procedure	for	
ranking	of	
IT2FNs	[27]	

Defuzzification	
procedure	[28]	
and	conven‐
tional	TOPSIS	

	

	 The	 priority	 of	management	 initiatives	 could	 be	 determined	 by	 exact	methods	 [15].	Many	
authors	 believe	 that	 optimal	 risk	management	 should	 be	 based	 on	 the	 determined	 risk	 level	
[19].	 It	 is	assumed	 that	 the	order	of	management	 initiatives	 realization	could	be	based	on	 the	
rank	of	PFMs	and	analysis	of	the	frequency	of	PCMFs	which	lead	to	the	realization	of	high	priori‐
ty	PFMs.	In	other	words,	by	applying	this	method,	answers	to	two	questions	could	be	obtained:	
(a)	Which	impact	of	PCMFs	that	needs	to	be	reduced?	and	(b)	How	much	it	needs	to	be	reduced?	
In	 this	way,	 the	 effectiveness	 of	 risk	management	 increases,	while	 at	 the	 same	 time	 costs	 are	
reduced,	 which	 is	 further	 propagated	 to	 increase	 the	 effectiveness	 of	 RSC's	 business	 and	 its	
competitiveness.	

3. Materials and methods 

Economic	development	of	each	state	should	be	should	be	aligned	with	its	sustainable	develop‐
ment.	This	can	be	achieved,	inter	alia,	through	the	continuous	realization	of	the	RPs	in	RSCs.	For	
the	activities	of	the	risk	assessment	in	RPs,	the	decision‐making	team	could	be	defined	in	com‐
pliance	with	the	needs	of	the	treated	enterprise.	In	the	presented	research,	it	is	scoped	to	three	
members:	top	manager,	manager	of	the	recycling	process,	and	logistics	manager.	

3.1 Definition of the finite set of PCMFs 

According	to	the	results	in	practice,	it	is	perceived	that	many	possible	PCMFs	may	impact	one	or	
several	PFMs	in	RSC	operating	processes.	Generally,	identified	PCMFs	may	be	presented	by	the	
set	of	indices	݅ ൌ ሼ1, … , ݅, … , 	each	of	index	the	and	PCMFs,	of	number	total	the	present	I	where	ሽ,ܫ
PCMFs	is	denoted	as	݅, ݅ ൌ 1,… , ‐ex	the	to	according	analyzed	been	have	PCMFs	paper,	this	In	.ܫ
isting	literature	[13,	14],	and	scoped	to	the	operational	level	in	RSC:	Demand	and	supply	uncer‐
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tainty	 ሺ݅ ൌ 1ሻ	 –	 this	 factor	 is	 related	 to	 the	 situations	where	 the	 unreliable	 and	 uncertain	 re‐
sources	create	supply	chain	interruption,	thus	producing	risk	that	can	be	explained	as	uncertain‐
ty	between	supply	and	demand	[29];	Failure	to	select	the	right	suppliers	ሺ݅ ൌ 2ሻ	–	represents	the	
factor	that	could	lead	to	downside	of	the	RSC	business	strategy,	its	vision	for	future	cooperation,	
it	could	increase	the	RSC	lack	of	the	expertise	and	experience,	and	it	may	lead	to	lower	level	of	
competitiveness,	quality	and	reputation	[30]	as	well	as	other	 issues	 in	 interconnected	systems	
[31];	Lower	responsiveness	performance	ሺ݅ ൌ 3ሻ	–	this	factor	is	related	to	the	operative	structure	
of	RSC,	so	it	may	be	assumed	that	if	the	RSC	operates	as	a	several	closed	chains	it	could	be	less	
responsive	[32];	Inflexibility	of	supply	source	ሺ݅ ൌ 4ሻ	–	if	the	RSC	is	vulnerable	to	this	factor,	then	
it	is	not	able	to	respond	quickly	and	efficiently	to	an	inconsistent	RSC	demands	and	these	inflex‐
ibilities	may	arise	due	to	the	rate	of	changes	and	uncertainties	in	the	business	environment	[33];	
Poor	quality	or	process	yield	at	supply	source	ሺ݅ ൌ 5ሻ	–	this	factor	is	related	to	the	issues	that	can	
appear	 in	 supply	 cost,	 delivery	 and	 quality	 changes,	 supply	 base	 reduction,	 failure	 to	 comply	
with	 long‐term	RSC	partners,	poor	 information	exchange,	poor	suppliers	technical	capabilities,	
etc.	[2];	Coordination	complexity/effort	ሺ݅ ൌ 6ሻ	–	this	factor	exposes	RSC	to	the	most	challenging	
coordination	 issues,	 such	 as:	 customers’	 diversity	 and	 their	 different	 demands,	 different	 re‐
sources,	unanticipated	change	and	level	of	goal	difficulty	among	RSC	members	and	the	customer	
may	lead	to	an	extra	coordination	burden	due	to	information	inaccuracy,	different	goals	of	RSC	
members,	 or	disputes	between	 the	partners	 [34];	 Information	 technology	 (IT)	and	 information	
sharing	risks	ሺ݅ ൌ 7ሻ	–	this	factor	is	related	to	the	lack	of	necessary	IT	infrastructure	and	mecha‐
nism	 to	 capture	 and	propagate	 information	 among	RSC	members	 in	 a	 timely	manner	 [3];	The	
lack	of	sustainable	knowledge/technology	ሺ݅ ൌ 8ሻ	–	this	factor	may	arise	when	there	is	discrep‐
ancy	between	forecast	and	actual	demand,	or	lack	of	sound	knowledge	and	understanding	about	
sustainable	technology,	operations	and	methods	among	partners	appear	[29].	

3.2 Definition of the finite set of PFMs 

It	may	be	comprehended	that	the	realization	of	each	PCMFs	݅, ݅ ൌ 1,… , 	could	RSC	of	level	the	at	,ܫ
lead	to	the	occurrence	of	one	or	more	PFMs	in	RPs.	These	PFMs	are	identified	by	DMs	with	re‐
spects	 to	 the	 evidence	 data,	 experience	 and	 the	 results	 of	 benchmarking	 analysis.	 In	 other	
words,	it	is	considered	that	the	DMs	should	define	a	list	of	all	PFMs	that	may	formally	be	repre‐
sented	with	a	set	of	indices	݆ ൌ ሼ1, … , ݆, … , ,ሽܬ ݆ ൌ 1, … , 	is	PFMs	identified	of	number	total	The	.ܬ
indicated	as	J,	and	݆, ݆ ൌ 1,… , 		.PFM	of	index	an	is	ܬ
	 For	the	purpose	of	research	presented	in	this	paper,	the	PFMs	that	can	be	found	in	operating	
processes	of	 the	 treated	RSC	 that	 is	 a	 part	 of	 one	RSC	 are:	 unfair	 competition	 impact	 ሺ݆ ൌ 1ሻ,	
high	level	of	stock	in	volatile	prices’	presence	ሺ݆ ൌ 2ሻ,	inattention	or	neglecting	working	proce‐
dures	 ሺ݆ ൌ 3ሻ,	 failures	of	 transport	vehicles	 ሺ݆ ൌ 4ሻ,	error	or	discontinuity	 in	 information	 flow	
ሺ݆ ൌ 5ሻ,	failures	regarding	lack	of	human	skills	and	knowledge	ሺ݆ ൌ 6ሻ,	failures	induced	by	natu‐
ral	 disasters	 effects	 ሺ݆ ൌ 7ሻ,	 generation	 of	 hazardous	 waste	 ሺ݆ ൌ 8ሻ,	 ineffective	 resource	 con‐
sumption	 ሺ݆ ൌ 9ሻ,	 losses	 induced	by	 inflation	and	exchange	 rate	differences	 ሺ݆ ൌ 10ሻ,	 and	 fail‐
ures	resulting	in	hazardous	environment	work	ሺ݆ ൌ 11ሻ.	

3.3 Definition of the finite set of risk factors 

Evaluation	and	 ranking	of	 identified	PFMs	may	be	performed	 in	 terms	of	 a	 certain	number	of	
risk	factors	that	can	be	formally	presented	as	a	set	of	risk	factors	 indices	ൌ ሼ1, … , ݇, … , ,ሽܭ ݇ ൌ
1,… , ,݇	and	K,	as	denoted	is	factors	risk	of	number	total	The	.ܭ ݇ ൌ 1,… , 	each	for	index	the	is	ܭ
risk	factor.	In	the	literature,	numerous	authors	suggest	that	the	selection	of	risk	factors	for	PFMs	
evaluation	in	any	research	domain	should	be	based	on	FMEA.	Respecting	this	fact,	in	this	paper,	
identified	PFMs	of	RP	are	evaluated	according	to	the	three	risk	factors	S,	O,	and	D.	

3.4 Selection of appropriate linguistic expressions for the assessment of the relative importance of 
risk factors 

It	is	assumed	that	the	determination	of	the	severity,	occurrence	and	detection	weights	should	be	
stated	 as	 the	 fuzzy	 group	 decision‐making	 problem.	 Each	 DM	 could	 describe	 the	 relative	 im‐
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portance	of	considered	risk	factors	by	one	of	the	three	defined	linguistic	expressions	which	are	
modelled	by	the	IT2TrFNs:	

low	importance	(L)	–	൫ሺ1,1,2,3; 1.1ሻ, ሺ1,1,2,2.5; 0.7,0.7ሻ൯		
medium	importance	(M)	–	൫ሺ1.5,2.5,3.5,4.5; 1,1ሻ, ሺ2,2.5,3.5,4; 0.7,0.7ሻ൯		
high	importance	(H)	–	൫ሺ2,4,5,5; 1.1ሻ, ሺ2.5,4,5,5; 0.7,0.7ሻ൯	

	 The	domain	values	of	the	IT2TrFNs	are	defined	on	the	interval	[1‐5].	The	value	1	denotes	that	
risk	 factor	݇, ݇ ൌ 1,… , 	negligible	almost	an	has	ܭ influence	 in	 the	evaluation	of	PFMs,	 and	 the	
value	5	means	 that	 risk	 factor	 ݇, ݇ ൌ 1,… , 	has	ܭ a	 conspicuously	 extreme	big	 influence	 in	 the	
evaluation	of	PFMs,	respectively.	

3.5 Choice of appropriate linguistic expressions for the assessment of the severity and detection of 
PFMs in RP 

In	general,	severities	of	the	manifested	PEFs	and	the	detection	possibility	of	the	identified	PFMs	
can	 be	 determined	 according	 to	 the	 decision‐makers’	 assessment.	 Detection	 of	 the	 identified	
PFMs	depends	on:	(1)	the	level	of	security	control	of	RPs	and	employees	in	the	RSC,	and	(2)	the	
level	of	automation	of	the	applied	control	procedures.	There	are	no	defined	rules	or	recommen‐
dations	on	how	to	determine	the	number	and	type	of	linguistic	expressions	that	DMs	should	use	
to	describe	the	values	of	S	and	D.	The	number	and	type	of	linguistic	expressions	depends	on	the	
type	and	the	size	of	the	problem	as	well	as	on	the	applied	concept	of	control	in	the	considered	RSC.	

In	this	paper,	DMs	expressed	their	assessments	of	values	S	and	D	at	the	level	of	each	identi‐
fied	PFM	with	seven	pre‐defined	linguistic	expressions	that	are	modelled	by	the	IT2TrFNs	and	
presented	in	Table	2.	It	is	worth	to	mention	that	defined	expressions	take	into	account	the	con‐
ventional	FMEA	analysis	and	present	state	in	recycling	centers.	

Table	2	The	severity	of	the	PEFs	and	detection	of	PFMs	during	the	implementation	of	the	RP	
Linguistic	expres‐
sions	

IT2TrFNs	 Description	of	severity	 Description	of	detection	

Almost	no	dan‐
gers/Certain	
chance	of	detection	
(L1)	

൫ሺ0,0,0.1,0.25; 1.1ሻ, ሺ0,0,0.1,0.2; 0.8,0.8ሻ൯	 Failure	has	no	impact	on	
the	recycling	process	

There	are	constraints	that	
prevent	failure	

Low	danger/	Very	
high	chance	of	
detection	(L2)	

൫ሺ0,0.15,0.25,0.4; 1.1ሻ, ሺ0.05,0.15,0.25,0.35; 0.8,0.8ሻ൯	 There	is	little	or	no	effect	
on	the	continuity	of	the	
recycling	process	

In	the	recycling	process,	
the	principle	of	zero	fail‐
ures	is	applied	or	the	
control	is	automated	

Low	to	moderate	
danger/High	
chance	of	detection	
(L3)	

൫ሺ0.1,0.25,0.35,0.5; 1.1ሻ, ሺ0.15,0.25,0.35,0.45; 0.8,0.8ሻ൯ Failure	could	result	in	
minor	recycling	process	
problems	that	can	be	
overcome	with	minor	
modifications	to	the	
recycling	process	

In	the	recycling	process,	
the	principle	of	zero	fail‐
ures	is	applier	or	the	
control	is	not	automatized	

Moderate	dan‐
ger/Moderate	
chance	of	detection	
(L4)	

൫ሺ0.3,0.45,0.55,0.7; 1.1ሻ, ሺ0.35,0.45,0.55,0.65; 0.8,0.8ሻ൯ Failure	could	result	in	
minor	customer	dissatis‐
faction	and/or	major	
recycling	process	prob‐
lems	

There	is	a	process	for	
inspections	on	the	sample,	
but	it	is	not	automated	
and/or	relies	on	vigilance	
of	employers	and	workers	

Moderate	to	high	
danger/Remote	
chance	of	detection	
(L5)	

൫ሺ0.5,0.65,0.75,0.9; 1.1ሻ, ሺ0.55,0.65,0.75,0.85; 0.8,0.8ሻ൯ Failure	could	result	in	a	
high	degree	of	customer	
dissatisfaction	and/or	
major	recycling	process	
problems	which	require	
reworking	

The	error	can	be	detected	
with	manual	inspection,	
but	no	inspection	process	
is	in	place	so	that	failure	
can	be	detected	accidental‐
ly	

High	dan‐
ger/Unreliable	
chance	of	detection	
(L6)	

൫ሺ0.6,0.75,0.85,1; 1.1ሻ, ሺ0.65,0.75,0.85,0.95; 0.8,0.8ሻ൯	 Failure	could	result	in	a	
serious	recycling	process	
disruption	with	an	
interruption	in	service,	
with	prior	warning	

The	failure	can	be	detected	
only	with	a	thorough	
inspection,	and	this	is	not	
feasible	or	cannot	be	
readily	performed	

Extremely	high	
danger/No	chance	
of	detection	(L7)	

൫ሺ0.75,0.9,1,1; 1.1ሻ, ሺ0.8,0.9,1,1; 0.8,0.8ሻ൯	 Failure	could	result	in	a	
breakdown	of	the	total	
recycling	process,	with‐
out	any	prior	warning	

There	is	no	known	ap‐
proach	for	failure	detec‐
tion	
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The	domains	of	these	IT2TrFNs	are	defined	by	the	interval	from	0	to	1.	The	value	0	denotes	
that	the	severity	of	a	PEF	is	extremely	low,	and	the	value	1	denotes	that	severity	of	a	PEF	is	ex‐
tremely	high,	respectively.	Similarly,	values	are	defined	in	the	domain	of	IT2TrFNs	when	detec‐
tion	is	considered.	The	value	0,	i.e.	the	value	1	denotes	that	it	is	quite	certain	that	the	PFM	would	
be	detected,	or	that	it	is	quite	certain	that	there	is	no	possibility	of	PFM	detection,	respectively.	
	 The	above‐described	procedure	for	the	definition	of	IT2TrFNs	domains,	both	for	severity	and	
for	detection,	allows	a	reduction	in	the	complexity	and	volume	of	computing	since	it	is	not	nec‐
essary	to	apply	a	normalization	process	nor	to	take	into	account	the	type	of	these	two	risk	fac‐
tors	according	to	which	PFMs	are	evaluated.	

3.6 Choice of appropriate linguistic expressions for the assessment of the occurrence of PFMs in RP 

If	there	is	an	automated	failure	detection	system,	or	if	there	is	an	up‐to‐date	database	of	all	fail‐
ures	that	occur	in	the	considered	RSC,	then	it	is	possible	to	calculate	the	probability	of	PFM	oc‐
currence.	In	the	RSCs	that	is	the	subject	of	research,	it	is	not	possible	to	calculate	the	probability	
of	occurrence	of	RPs’	PFMs	accurately.	Hence,	in	these	cases,	DMs	may	assess	the	possibility	of	
each	 identified	PFM	occurrence	based	on	their	experience	and	benchmarking	with	similar	RPs	
by	using	pre‐defined	linguistic	expressions.	The	definition	of	these	linguistic	expressions	is	given	
according	to	the	assessment	of	DMs	and	the	relevant	literature	[18].	The	used	linguistic	expres‐
sions	are	modelled	by	IT2TrFNs	as	shown	in	the	Table	3	and	they	take	into	account	the	conven‐
tional	FMEA	analysis	and	present	state	in	recycling	centers.	

The	domains	of	these	IT2TrFNs	should	be	defined	into	the	interval	from	0	to	1.	The	value	0	
denotes	 that	 the	possibility	of	PFM	occurrence	 is	 the	 lowest,	 and	 the	value	1	denotes	 that	 the	
possibility	of	PFM	occurrence	is	highest,	respectively.	In	this	way,	it	is	not	necessary	to	perform	
a	normalization	procedure.	
	

Table	3	The	occurrence	rating	scale	
Linguistic	expressions	 IT2TrFNs	 Description	of	severity	
Low	possibility	of	occur‐
rence	(O1)	

൫ሺ0,0,0.1,0.25; 1.1ሻ, ሺ0,0,0.1,0.2; 0.8,0.8ሻ൯	
Failure	occurs	rarely,	or	failure	occurs	
about	once	per	year.	

Moderate	possibility	of	
occurrence	(O2)	

൫ሺ0.1,0.25,0.35,0.5; 1.1ሻ, ሺ0.15,0.25,0.35,0.45; 0.8,0.8ሻ൯	
Failure	occurs	occasionally,	or	failure	
occurs	once	every	3	months	

High	possibility	of	occur‐
rence	(O3)	

൫ሺ0.3,0.45,0.55,0.7; 1.1ሻ, ሺ0.35,0.45,0.55,0.65; 0.8,0.8ሻ൯	
Failure	occurs	approximately	once	per	
month	

Very	high	possibility	of	
occurrence	(O4)	

൫ሺ0.5,0.65,0.75,0.9; 1.1ሻ, ሺ0.55,0.65,0.75,0.85; 0.8,0.8ሻ൯	
Failure	occurs	frequently,	or	failure	occurs	
about	once	per	week.	

Failure	is	almost	inevita‐
ble	(O5)	

൫ሺ0.75,0.9,1,1; 1.1ሻ, ሺ0.8,0.9,1,1; 0.8,0.8ሻ൯	
Failure	occurs	at	least	once	a	day,	or	fail‐
ure	occurs	almost	every	time.	

3.7 The proposed fuzzy TOPSIS with the IT2TrFNs 

The	proposed	research	Algorithm	may	be	realized	through	a	certain	number	of	steps,	which	are	
further	clarified.	

Step	1.	Fuzzy	rating	of	the	relative	importance	of	each	considered	risk	factor	is	given	by	each	DM.	

෩ܹ෩
௞
௘, ݇ ൌ 1,… , ,ܭ ݁ ൌ 1,… , 	ܧ

Step	2.	The	aggregated	relative	importance	of	considered	risk	factors	are	calculated	by	using	the	
fuzzy	averaging	method:	

෩ܹ෩௞ ൌ
1
ܧ
∙෍ ෩ܹ෩

௞
௘

ா

௘ୀଵ

	 (1)

Step	3.	The	determination	of	the	risk	factors	weight	is	based	on	the	ranking	values	procedure	of	
IT2TrFNs	[23].	

The	likelihood	݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇱ
௎ቁ , ݇, ݇ᇱ ൌ 1,… , 	:determined	is	ܭ

݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇲ
௎ቁ ൌ ൫ሺ1ݔܽ݉ െ ,ߜሺݔܽ݉ 0ሻሻ, 0൯ (2)

where:	
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ߜ ൌ
௠௔௫ቀ௔

రೖᇲ
ೆ ି௔రೖ

ೆ ,଴ቁା௠௔௫ቀ௔
యೖᇲ
ೆ ି௔మೖ

ೆ ,଴ቁା௠௔௫ቀ௔
మೖᇲ
ೆ ି௔మೖ

ೆ ,଴ቁା௠௔௫൫௔భ
ೆି௔భೖ

ೆ ,଴൯ାቀ௔
రೖᇲ
ೆ ି௔భೖ

ೆ ቁା௠௔௫ቀఈ
ೖᇲ
ೆ ିఈೖ

ೆ,଴ቁା௠௔௫ቀఉ
ೖᇲ
ೆ ିఉೖ

ೆ,଴ቁ

ቚ௔
రೖᇲ
ೆ ି௔రೖ

ೆ ቚାቚ௔
యೖᇲ
ೆ ି௔యೖ

ೆ ቚାቚ௔
మೖᇲ
ೆ ି௔మೖ

ೆ ቚାቚ௔
భೖᇲ
ೆ ି௔భೖ

ೆ ቚାቀ௔
రೖᇲ
ೆ ି௔

భೖᇲ
ೆ ቁା൫௔రೖ

ೆ ି௔భೖ
ೆ ൯ାቚఈ

ೖᇲ
ೆ ିఈೖ

ೆቚାቚఉ
ೖᇲ
ೆ ିఉೖ

ೆቚ
		

which	has	the	following	properties:	

0 ൑ ݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇲ
௎ቁ ൑ 1 (3)

	

݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇲ
௎ቁ ൅ ݌ ቀ ෩ܹ෩௞ᇱ

௎ ൒ ෩ܹ෩
௞
௎ቁ ൌ 1 (4)

	

݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞
௎ቁ ൌ 0.5 (5)

	

The	likelihood	݌ ቀ ෩ܹ෩௞
௅ ൒ ෩ܹ෩

௞ᇱ
௅ ቁ , ݇, ݇ᇱ ൌ 1,… ,  .way	similar	a	in	considered	be	can ܭ

	 Determination	of	 the	upper	 fuzzy	preference	matrix,	and	the	 lower	fuzzy	preference	matrix	
can	be	presented	as:	

௎݌ ൌ ቂ݌ ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇱ
௎ቁቃ

௄ൈ௄
and ௅݌ ൌ ቂ݌ ቀ ෩ܹ෩௞

௅ ൒ ෩ܹ෩
௞ᇱ
௅ ቁቃ

௄ൈ௄
(6)

The	ranking	value	ܴܽ݊݇ ቀ ෩ܹ෩௞
௎ቁ	and	the	ranking	value	ܴܽ݊݇ ቀ ෩ܹ෩௞

௅ቁ	are	calculated	by	the	proce‐

dure	developed	by	[27]:	

ܴܽ݊݇ ቀ ෩ܹ෩௞
௎ቁ ൌ

1
ܭ ∙ ሺܭ െ 1ሻ

∙ ൭෍݌ቀ ෩ܹ෩௞
௎ ൒ ෩ܹ෩

௞ᇲ
௎ቁ

௄

௞ୀଵ

൅
ܭ
2
െ 1൱ (7)

	

ܴܽ݊݇ ቀ ෩ܹ෩௞
௅ቁ ൌ

1
ܭ ∙ ሺܭ െ 1ሻ

∙ ൭෍݌ቀ ෩ܹ෩௞
௅ ൒ ෩ܹ෩

௞ᇲ
௅ ቁ

௄

௞ୀଵ

൅
ܭ
2
െ 1൱ (8)

	

The	ranking	values	of	IT2TrFN	 ෩ܹ෩௞,	ܴܽ݊݇ ቀ ෩ܹ
෩
௞
௅ቁ	can	be	calculated	by	using	the	following	ex‐

pression:	

ܴܽ݊݇ ቀ ෩ܹ෩௞ቁ ൌ
1
2
∙ ൬ܴܽ݊݇ ቀ ෩ܹ෩௞

௎ቁ ൅ ܴܽ݊݇ ቀ ෩ܹ෩௞
௅ቁ൰ (9)

	

Step	4.	 Each	 severity,	 the	 frequency	 of	 occurrence,	 and	 the	possibility	 of	 each	 identified	 error	
detection	are	assessed,	ݔ෤෨௝௞, ݇ ൌ 1,… , ,ܭ ݆ ൌ 1,… , 	.ܬ

Step	 5.	 The	 fuzzy	 weighted	 decision	 matrix	 ሾ̃ݖሚ௜௞ሿூൈ௄	 is	 constructed,	 where	 ሚ௝௞ݖ̃ ൌ ௞ݓ ∙ ,෤෨௜௞ݔ ݇ ൌ
1,… , ,ܭ ݅ ൌ 1,… , 		.ܫ

Step	6.	The	fuzzy	Positive	Ideal	Solution	(FPIS),	̃ݖሚ௞
ା	and	Fuzzy	Negative	Ideal	Solution	(FNIS)	̃ݖሚ௞

ି	
are	defined	according	to	the	vertex	concept,	so	that:	

ሚ௞ݖ̃
ା ൌ ൫ሺ0,0,0,0; 1.1ሻ, ሺ0,0,0,0; 1,1ሻ൯	and	̃ݖሚ௞

ି ൌ ൫ሺ1,1,1,1; 1.1ሻ, ሺ1,1,1,1; 1,1ሻ൯	

Step	7.	The	distance	from	FPIS,	 ሚ݀ሚ௝
ା	and	FNIS,	 ሚ݀ሚ௝

ି	is	calculated	according	to	the	procedure	which	is	
developed	in	the	conventional	TOPSIS,	so	that:	

ሚ݀ሚ
௝
ା ൌ ෍ห̃ݖሚ௞

ା െ ሚ௝௞หݖ̃

௄

௞ୀଵ

and ሚ݀ሚ
௝
ି ൌ ෍ห̃ݖሚ௝௞ െ ሚ௞ݖ̃

ିห

௄

௞ୀଵ

  (10)

Step	8.	The	determination	of	closeness	coefficient	for	each	PFM	݆ ൌ 1,… , 	:ܬ

Ϛ෨෨௝ ൌ
ሚ݀ሚ
௝
ି

ሚ݀ሚ
௝
ି ൅ ሚ݀ሚ

௝
ା

(11)

Step	9.	The	determination	of	the	representative	scalar,	Ϛ෨෨௝	of	the	IT2TrFNs,	Ϛ෨
෨
௝, ݆ ൌ 1, … , 	using	by	ܬ

the	following	procedure	[28]:	
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ܶܽݎܶܦ ൌ
1
2
∙ ቊ
ሺܽସ

௎ െ ܽଵ
௎ሻ ൅ ሺߙ௎ ∙ ܽଶ

௎ െ ܽଵ
௎ሻ ൅ ሺߚ௎ ∙ ܽଷ

௎ െ ܽଵ
௎ሻ

4
൅ ܽଵ

௎

൅ ቈ
ሺܽସ

௅ െ ܽଵ
௅ሻ ൅ ሺߙ௅ ∙ ܽଶ

௅ െ ܽଵ
௅ሻ ൅ ሺߚ௅ ∙ ܽଷ

௅ െ ܽଵ
௅ሻ

4
൅ ܽଵ

௅቉ቋ	
(12)

Step	10.	The	crisp	values,	Ϛ෨෨௝, ݆ ൌ 1,… , 	is	RP	in	PFMs	of	rank	The	order.	decreasing	in	sorted	are	ܬ
determined	according	to	the	obtained	rank.	At	the	first	place	in	the	rank,	there	is	the	PFM	that	
has	the	greatest	impact	on	the	realization	of	RP.	

Step	11.	The	measures	for	eliminating	or	decreasing	the	PCMFs	that	may	lead	to	PFMs	are	de‐
termined	according	to	the	obtained	rank	and	of	PFMs	and	frequency	of	PCMFs’	occurrence.	

4. Results and discussion: A case study in Republic of Serbia 

The	testing	of	the	proposed	model	is	realized	by	using	the	real‐life	data	from	the	RSC	operating	
in	the	region	of	Central	Serbia.	 In	this	research,	 the	process	of	recycling	does	not	take	 into	ac‐
count	the	activities	out	of	the	recycling	center	related	to	processes	of	purchasing	and	sale.	The	
input	data	for	the	model	testing	is	obtained	through	the	interview	with	the	predefined	decision‐
making	 team	 of	 the	 recycling	 center.	 The	 team	 is	 consisted	 of	 three	 members:	 top	 manager,	
manager	of	the	recycling	process,	and	logistics	manager.	The	risk	factor	values	for	each	identi‐
fied	 PFM	 ݆ ൌ 1,… , 	ܬ are	 assessed	 and	 presented	 in	 the	 Table	 4	 (Step	 3	 of	 the	 proposed	Algo‐
rithm).	
	 The	 relative	 importance	 of	 risk	 factors	 is	 assessed	 by	 DMs	 (Step	 1	 of	 the	 proposed	 Algo‐
rithm):	

ሺ݇ ൌ 1ሻ:	H,	H,	H	
ሺ݇ ൌ 2ሻ:	H,	M,	M	
ሺ݇ ൌ 3ሻ:	M,	L,	L	

	 The	aggregated	values	of	risk	factors	are:	

෩ܹ෩ଵ ൌ ൫ሺ2,4,5,5; 1,1ሻ, ሺ2.5,4.5,5,5; 0.7,0.7ሻ൯	
෩ܹ෩ଶ ൌ ൫ሺ2.3,3,4,4.7; 1,1ሻ, ሺ2.2,3,4,4.3; 0.7,0.7ሻ൯	
෩ܹ෩ଷ ൌ ൫ሺ1.2,1.5,2.5,3.5; 1,1ሻ, ሺ1.4,1.5,2.5,3; 0.7,0.7ሻ൯	

	 According	to	the	procedure	(Step	4	of	the	proposed	Algorithm),	the	weighted	fuzzy	decision	
matrix	is	presented	in	the	Table	5.	
	 Step	3.	The	determination	of	the	risk	factors’	weight	is	based	on	the	procedure	of	the	ranking	
values	of	IT2TrFNs	[23].	

	 Determine	the	likelihood	݌ ቀ ෩ܹ෩ଵ
௎ ൒ ෩ܹ෩ଶ

௎ቁ	so	that:	

ߜ ൌ
ሺ4.7ݔܽ݉ െ 5, 0ሻ ൅ ሺ4ݔܽ݉ െ 5, 0ሻ ൅ ሺ3ݔܽ݉ െ 4, 0ሻ ൅ ሺ2.3ݔܽ݉ െ 2, 0ሻ ൅ ሺ4.7 െ 2ሻ ൅݉ܽݔሺ1 െ 1, 0ሻ ൅ ሺ0.7ݔܽ݉ െ 0.7, 0ሻ

|4.7 െ 5| ൅ |4 െ 5| ൅ |3 െ 4| ൅ |2.3 െ 1| ൅ ሺ4.7 െ 2.3ሻ ൅ ሺ5 െ 2ሻ ൅ |1 െ 1| ൅ |0.7 െ 0.7|
	

	

݌ ቀ ෩ܹ෩ଵ
௎ ൒ ෩ܹ෩ଶ

௎ቁ ൌ ݔܽ݉ ቆ൬1 െ ݔܽ݉ ൬
27
80

, 0൰൰ , 0ቇ ൌ maxሺ0.6625,0ሻ ൌ 0.6625	

In	a	similar	way	is	calculated	the	rest	of	the	elements	of	the	upper	fuzzy	preference	matrix,	݌௎,	
and	the	lower	fuzzy	preference	matrix	݌௅ ,	so	that:	
	

௎݌ ൌ ൥
0.5 0.6625 0.8707

0.3375 0.5 0.8800
0.1293 0.1200 0.5

൩	and	݌௎ ൌ ൥
0.5 0.7631 0.9635

0.2368 0.5 0.9024
0.0360 0.0976 0.5

൩	
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Table	4	The	assessed	risk	factor	values	for	the	recycling	process	
PFM	
(Potential	failure	mode)	

PEF	
(Potential	effect(s)	of	failure)	

S	 PCMF	
(Potential	cause(s)/	
Mechanism(s)	of	failure)	

O	 Current	
process	
controls	

D	

Unfair	competition	impact	
ሺ݆ ൌ 1ሻ	

Termination	of	contracts	with	
customers	

L5	 ݅ ൌ 1, ݅ ൌ 2, 	
݅ ൌ 3, ݅ ൌ 4	

O3	 Regular	check	by	
the	top	manager		

L2

High	level	of	stock	in	volatile	
prices’	presence	
	ሺ݆ ൌ 2ሻ	

Financial	crisis	of	the	RSC	 L7	 ݅ ൌ 1, ݅ ൌ 2, ݅ ൌ 3,
݅ ൌ 4, ݅ ൌ 5	

O1	 Regular	check	by	
the	financial	
manager	

L5

Inattention	or	neglecting	working	
procedures	ሺ݆ ൌ 3ሻ	

Creation	of	economic	loss	due	to	
delay,	bad	organization	and	making	
a	scratch	

L5	 ݅ ൌ 5, ݅ ൌ 6,
݅ ൌ 7, ݅ ൌ 8	

O5	 Monitoring	by	the	
manager	of	the	
recycling	process		

L1

Failures	of	transport	vehicles		
ሺ݆ ൌ 4ሻ	

Delay	in	delivery,	the	impossibility	of	
loading	and	unloading	

L3	 ݅ ൌ 8	 O4	 Monitoring	by	the	
logistic	manager		

L2

Error	or	discontinuity	in	infor‐
mation	flow	
ሺ݆ ൌ 5ሻ	

Disruption	of	production	plans	and	
manufacturing	disturbances	

L2	 ݅ ൌ 2, ݅ ൌ 3, ݅ ൌ 4,
݅ ൌ 6, ݅ ൌ 7	

O4	 Monitoring	by	the	
manager	of	the	
recycling	process	

L2

Failures	regarding	lack	of	human	
skills	and	knowledge	
ሺ݆ ൌ 6ሻ	

Injury	at	work	 L5	 ݅ ൌ 6, ݅ ൌ 7, ݅ ൌ 8	 O3	 Monitoring	by	the	
manager	of	the	
recycling	process	

L3

Failures	induced	by	natural	
disasters	effects	ሺ݆ ൌ 7ሻ	

The	destruction	of	products	that	are	
water	sensitive	

L5	 ݅ ൌ 8	 O1	 Monitoring	by	the	
logistic	manager	

L3

Generation	of	hazardous	waste	
ሺ݆ ൌ 8ሻ	

Contamination	of	work	and	envi‐
ronment	

L7	 ݅ ൌ 2, ݅ ൌ 3,
݅ ൌ 5, ݅ ൌ 8	

O5	 Monitoring	by	the	
manager	of	the	
recycling	process	

L1

Ineffective	resource	consumption	
ሺ݆ ൌ 9ሻ	

Economic	losses	 L3	 ݅ ൌ 5, ݅ ൌ 6, ݅ ൌ 7	 O3	 Regular	check	by	
the	financial	
manager		

L3

Losses	induced	by	inflation	and	
exchange	rate	differences	
ሺ݆ ൌ 10ሻ	

Economic	losses	 L3	 ݅ ൌ 9	 O2	 Regular	check	by	
the	financial	
manager	

L2

Failures	resulting	in	hazardous	
environment	work	
ሺ݆ ൌ 11ሻ	

Injury	at	work	 L4	 ݅ ൌ 5, ݅ ൌ 8	 O3	 Monitoring	by	the	
manager	of	the	
recycling	process	

L1

	

ܴܽ݊݇ ቀ ෩ܹ෩ଵ
௎ቁ ൌ

1
3 ∙ ሺ3 െ 1ሻ

∙ ൭෍ሺ0.5 ൅ 0.6625 ൅ 0.8707ሻ
ଷ

௞ୀଵ

൅
3
2
െ 1൱ ൌ 0.4222	

ܴܽ݊݇ ቀ ෩ܹ෩ଵ
௅ቁ ൌ

1
3 ∙ ሺ3 െ 1ሻ

∙ ൭෍ሺ0.5 ൅ 0.7631 ൅ 0.9635ሻ
ଷ

௞ୀଵ

൅
3
2
െ 1൱ ൌ 0.4544	

ܴܽ݊݇ ቀ ෩ܹ෩ଵቁ ൌ
1
2
∙ ሺ0.4222 ൅ 0.4544ሻ ൌ 0.4383 ൎ 0.44	

	

	 The	 weights	 of	 the	 remaining	 two	 risk	 factors	 are	 calculated	 in	 a	 similar	 way,	 therefore:	

ܴܽ݊݇	 ቀ ෩ܹ෩ଶቁ ൌ 0.3631 ൎ 0.36,	and	ܴܽ݊݇	 ቀ ෩ܹ෩ଷቁ ൌ 0.1986 ൎ 0.2	

	 By	using	the	proposed	Algorithm	(Step	4	to	Step	9)	the	closeness	coefficient	for	each	identi‐
fied	PFM	is	calculated.	The	proposed	procedure	is	illustrated	by	example:	
	

ሚ݀ሚ
ଵ
ା ൌ ൫ሺ1,1,1,1; 1,1ሻ, ሺ1,1,1,1; 1,1ሻ൯ െ ൫ሺ0.22,0.29,0.33,0.39; 1,1ሻ, ሺ0.24,0.29,0.33,0.37; 0.7,0.7ሻ൯ ൅	
൫ሺ1,1,1,1; 1,1ሻ, ሺ1,1,1,1; 1,1ሻ൯ െ ൫ሺ0.11,0.16,0.20,0.25; 1,1ሻ, ሺ0.13,0.16,0.20,0.23; 0.7,0.7ሻ൯ ൅	
൫ሺ1,1,1,1; 1,1ሻ, ሺ1,1,1,1; 1,1ሻ൯ െ ൫ሺ0,0.03,0.05,0.08; 1,1ሻ, ሺ0.01,0.03,0.05,0.08; 0.7,0.7ሻ൯ ൌ	
൫ሺ2.28,2.42,2.52,2.67; 1,1ሻ, ሺ2.33,2.42,2.52,2.63; 0.7,0.7ሻ൯	

	

ሚ݀ሚ
ଵ
ି ൌ ൫ሺ0.22,0.29,0.33,0.39; 1,1ሻ, ሺ0.24,0.29,0.33,0.37; 0.7,0.7ሻ൯ െ ൫ሺ0,0,0,0; 1,1ሻ, ሺ0,0,0,0; 1,1ሻ൯ ൅	
൫ሺ0.11,0.16,0.20,0.25; 1,1ሻ, ሺ0.13,0.16,0.20,0.23; 0.7,0.7ሻ൯ െ ൫ሺ0,0,0,0; 1,1ሻ, ሺ0,0,0,0; 1,1ሻ൯ ൅	
൫ሺ0,0.03,0.05,0.08; 1,1ሻ, ሺ0.01,0.03,0.05,0.08; 0.7,0.7ሻ൯ െ ൫ሺ0,0,0,0; 1,1ሻ, ሺ0,0,0,0; 1,1ሻ൯ ൌ	
൫ሺ0.33,0.48,0.58,0.72; 1,1ሻ, ሺ0.38,0.48,0.58,0.68; 0.7,0.7ሻ൯	

	

	 The	closeness	coefficient	for	PFM	(݆ ൌ 1)	is:	

Ϛ෨෨ଵ ൌ
൫ሺ0.33,0.48,0.58,0.72; 1,1ሻ, ሺ0.38,0.48,0.58,0.68; 0.7,0.7ሻ൯

൫ሺ2.61,2.903.1,3.39; 1,1ሻ, ሺ2.71,2.90,3.10,3.31; 0.7,0.7ሻ൯
	

						ൌ ൫ሺ0.09,0.15,0.20,0.28; 1,1ሻ, ሺ0.11,0.15,0.20,0.25; 0.7,0.7ሻ൯	
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	 The	representative	scalar,	Ϛଵ	of	the	IT2TrFNs,	Ϛ෨
෨
ଵ	is	calculated	in	the	following	way	[28]:	

Ϛଵ 	ൌ
1
2
∙ ቊ
ሺ0.28 െ 0.09ሻ ൅ ሺ1 ∙ 0.15 െ 0.09ሻ ൅ ሺ1 ∙ 0.20 െ 0.09ሻ

4
൅ 0.09

൅ ቈ
ሺ0.25 െ 0.11ሻ ൅ ሺ0.7 ∙ 0.15 െ 0.11ሻ ൅ ሺ0.7 ∙ 0.2 െ 0.11ሻ

4
൅ 0.11቉ቋ ൌ 0.17	

	

	 The	 values	 of	 identified	 PFMs'	 closeness	 coefficients	 are	 calculated	 in	 a	 similar	way.	 Their	
values	are	presented	in	the	Table	5.	The	rank	of	the	PFMs	is	obtained	by	using	the	proposed	Al‐
gorithm	(Step	10)	and	given	in	the	Table	5,	too.	
	 The	case	study	approach	examines	the	effectiveness	of	the	fuzzy	logic	approach	for	assessing	
the	product	and	process‐related	PFMs	within	global	RSC	context.	 In	this	way,	the	management	
initiatives	 that	 should	 lead	 to	 the	achievement	of	 the	zero	 failures’	principle	 in	 the	realization	
processes	of	RSCs	are	more	precisely	defined.	
  The	obtained	result	indicates	that	the	PFM	that	may	endanger	the	RSC	and	its	operating	pro‐
cesses	primarily	generates	the	hazardous	waste	ሺ݆ ൌ 8ሻ	and	lower	responsiveness	performance	
ሺ݆ ൌ 3ሻ.	Taking	into	the	account	the	input	data	regarding	PCMFs	that	may	originate	from	PFMs	
presented	in	the	Table	4,	the	analysis	points	two	main	PCMFs.	The	analysis	of	RSC	management	
should	tackle	firstly	ranked	PFMs:	poor	quality	or	process	yield	at	supply	source	ሺ݅ ൌ 5ሻ	and	lack	
of	sustainable	knowledge/technology	ሺ݅ ൌ 8ሻ.		
	 The	poor	process	yield	at	supply	source	ሺ݅ ൌ 5ሻ	may	be	improved	through	the	several	activi‐
ties.	In	the	first	place,	the	redefinition	of	supply	strategy	can	be	oriented	to	the	enhancement	of	
partnership	 relations	 with	 existing	 suppliers.	 Also,	 the	 ratio	 of	 raw	materials	 or	 components	
may	be	 redefined	and	proposed	 to	existing	 suppliers.	On	 the	other	hand,	 a	management	 team	
may	propose	 a	 new	model	 or	 procedure	 of	 supplier	 selection	 and	 introduce	new	 suppliers	 in	
compliance	with	that	model.	Besides	the	mentioned	measures,	the	communication	with	suppli‐
ers	and	partners	should	be	enhanced	and	continuously	 improved	over	 time	with	 the	develop‐
ment	or	improvement	of	existing	information	systems	and	communication	channels.	Internally,	
company	could	perform	analysis	of	 logistics	services’	 impacts	on	risk	perception	by	employing	
suitable	computation	models	[35].	
	 The	RSC	may	 cope	with	 the	 PCMF	 denoted	 as	 a	 lack	 of	 sustainable	 knowledge/technology	
ሺ݅ ൌ 8ሻ	through	the	enhancement	of	the	human	resources	management	aimed	at:	(a)	introduc‐
tion	of	contemporary	 information	and	communication	technologies,	 (b)	 implementation	of	 tai‐
lored	recruitment	and	selection	processes,	(c)	implementation	of	long	life	learning	which	should	
consequently	lead	to	improvement	of	staff	effectiveness,	(d)	enhancement	of	employees’	motiva‐
tion	to	learn	and	improve	their	skills	constantly.	These	HRM	practices	should	create	human	re‐
source	advantage	 that	will	positively	 influence	not	only	RSC	performance	but	overall	business	
performance.	 It	 is	worth	 to	mention	that	other	cases	ranked	at	a	 lower	place	 in	 the	presented	
model	 should	 be	 also	 analyzed.	 This	 is	 further	 propagated	 to	 enhance	 RSC	 knowledge	 level,	
which	 is	 the	most	 important	 resource	 for	 competitive	 advantage	 achievement	 in	 a	 long‐term	
period.	
	

Table	5	The	closeness	coefficient	and	rank	of	PFMs	
PFMs	 Ϛ෨෨௝ 	 Ϛ௝ 	 Rank	

݆ ൌ 1	 ൫ሺ0.09,0.15,0.20,0.28; 1,1ሻ, ሺ0.11,0.15,0.20,0.25; 0.7,0.7ሻ൯	 0.17	 5	
݆ ൌ 2	 ൫ሺ0.14,0.18,0.22,0.27; 1,1ሻ, ሺ0.15,0.18,0.22,0.27; 0.7,0.7ሻ൯	 0.19	 3	
݆ ൌ 3	 ൫ሺ0.15,0.20,0.25,0.30; 1,1ሻ, ሺ0.16,0.20,0.25,0.28; 0.7,0.7ሻ൯	 0.21	 2	
݆ ൌ 4	 ൫ሺ0.06,0.12,0.16,0.24; 1,1ሻ, ሺ0.08,0.12,0.16,0.21; 0.7,0.7ሻ൯	 0.14	 6	
݆ ൌ 5	 ൫ሺ0.05,0.11,0.15,0.22; 1,1ሻ, ሺ0.07,0.11,0.15,0.20; 0.7,0.7ሻ൯	 0.13	 7‐9	
݆ ൌ 6	 ൫ሺ0.10,0.16,0.21,0.29; 1,1ሻ, ሺ0.12,0.16,0.21,0.25; 0.7,0.7ሻ൯	 0.18	 4	
݆ ൌ 7	 ൫ሺ0.07,0.11,0.15,0.22; 1,1ሻ, ሺ0.08,0.11,0.15,0.19; 0.7,0.7ሻ൯	 0.13	 7‐9	
݆ ൌ 8	 ൫ሺ0.18,0.23,0.28,0.31; 1,1ሻ, ሺ0.21,0.23,0.028,0.30; 0.7,0.7ሻ൯	 0.24	 1	
݆ ൌ 9	 ൫ሺ0.07,0.10,0.15,0.22; 1,1ሻ, ሺ0.07,0.10,0.15,0.19; 0.7,0.7ሻ൯	 0.12	 10	
݆ ൌ 10	 ൫ሺ0.02,0.07,0.11,0.18; 1,1ሻ, ሺ0.04,0.07,0.11,0.16; 0.7,0.7ሻ൯	 0.09	 11	
݆ ൌ 11	 ൫ሺ0.07,0.12,0.16,0.22; 1,1ሻ, ሺ0.08,0.12,0.16,0.20; 0.7,0.7ሻ൯	 0.13	 7‐9	
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5. Conclusion 
The RSC has a significant influence on the development of every national economy. Effective-
ness, competitiveness and long-term sustainability of RSC entities among other things could be 
increased and continually improved through the application of appropriate risk management 
activities. The determination of RSC risk management activities should be based on analytic 
methods, since each solution obtained in an exact way is less encumbered by the subjective deci-
sion-makers’ perspectives, and therefore it may be considered as more accurate. 
 The main contribution of this paper is the introduction of a model for the purpose of proac-
tive analysis and mitigation the PCMFs of operational risks in an exact manner. The main contri-
bution may be decomposed to the several component contributions: (a) definition of the appro-
priate linguistic expressions to adequately describe the values of S, O, and D in the domain of 
RSC (these linguistic terms are defined in compliance with the brainstorming and interviews 
with enterprise management, quality management documentation and benchmark analysis in 
the treated economy field), (b) modelling of all existing uncertainties is performed by applying 
IT2TrFNs, (c) determination of the rank of PFMs is performed by using the proposed method 
that integrates FMEA, IT2FS, and fuzzy TOPSIS. The proposed method is flexible to the changes 
in the numbers of PCMFs and PFMs as well as in the shape of membership functions of fuzzy 
numbers and it can be easily incorporated into the proposed model. 
 The proposed model was tested on real-life data from RSC which operates as an RSC entity in 
Central Serbia. This paper contributes to both, practice and research. Practical contribution can 
be addressed to the possibility of decreasing the PCMFs’ influence on the RSC business effective-
ness and resource consumption. It may be noticed that the model is easy to be utilized, and as 
such, in the long-term it may be very useful for decision-makers dealing with human resource 
management initiatives.  
 The main advantage of the presented model presents its convenience to use the risk assess-
ment methodology and to determine RSC management initiatives which should enable avoiding 
or minimizing the influence of PCMFs. Moreover, the model incorporates human resources man-
agement practices that make differentiation by developing the specific pool of human capital 
that leads to a competitive advantage and sustainable RSC. It can be said that the proposed mod-
el describes the considered problem significantly better in comparison to the developed models 
which can be found in the literature. 
 A wide range of evidence data sometimes cannot be easily found which presents the general 
limitation of the proposed model. The majority of business entities within RSC perform the data 
digitalization; it is realistic to assume that many data which exist in the proposed model will 
exist in the digital form. This will allow easier assessment of the occurrence of failures by apply-
ing the advanced statistical methods and neural networks. This would lead, consequently, to the 
enhancement of the proposed model and the alleviation of some drawbacks of the proposed 
approach. Future research should cover analysis of RSCs which exist in different industrial do-
mains. This should bring the model validation. Moreover, the development of the software solu-
tion could provide significantly more efficient management of the operational risk in SC, which 
will be the subject of the future research paper. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	present	study	has	investigated	mathematical	and	simulation	model	inter‐
activity	for	production	system	scheduling.	A	mathematical	model	of	a	Flexible	
Job	 Shop	 Scheduling	Production	optimisation	problem	 (FJSSP)	was	 	 used	 to
evaluate	a	new	evolutionary	computation	method	of	multi‐objective	heuristic	
Kalman	 algorithm	 (MOHKA).	 Ten	 Brandimarte	 and	 five	 Kacem	 benchmarks	
were	applied	 for	evaluation	and	comparison	of	MOHKA	optimisation	results	
with	the	Multi‐Objective	Particle	Swarm	Optimization	algorithm	(MOPSO)	and	
Bare‐Bones	Multi‐Objective	Particle	Swarm	Optimization	algorithm	(BBMOP‐
SO).	 Benchmark	 data	 sets	 were	 divided	 into	 three	 groups,	 regarding	 their	
complexity,	from	low,	middle	to	high	dimensional	optimisation	problems.	The	
optimisation	results	of	MOHKA	show	high	capability	to	solve	complex	multi‐
objective	 optimisation	 problems,	 especially	with	 real	world	 production	 sys‐
tems	data.	A	new	robust	method	is	presented	of	optimisation	data	interactivi‐
ty	 between	 a	mathematical	 optimisation	 algorithm	 and	 a	 simulation	model.	
The	 results	 show	 that	 the	 presented	 method	 can	 overcome	 the	 integrated	
decision	 logic	of	 commercial	 simulation	 software	 and	 transfer	 the	optimisa‐
tion	results	into	the	simulation	model.	Our	interactive	method	can	be	used	in	
a	 variety	 of	 production	 and	 service	 companies	 to	 ensure	 an	 optimised	 and
sustainable	cost‐time	profile.	
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1. Introduction  

In	the	time	of	Industry	4.0	[1],	which	represents	highly	flexible	manufacturing	systems,	proper	
scheduling	of	high‐mix	low‐volume	production	systems	orders	is	crucial	[2].	The	high	degree	of	
complexity	 and	 flexibility	 of	 multi‐objective	 optimisation	 problems	 increases	 the	 problem	 to	
achieve	optimal	scheduling	of	such	production	systems	significantly	[3].	The	use	of	conventional	
methods	 [4]	 and	 their	 obtained	 optimisation	 results	 does	 not	 achieve	 the	 optimally	weighted	
goals	of	production	systems	related	to	appropriate	makespan,	uniformly	high	machinery	utilisa‐
tion,	financially	and	timely	justified	production.	For	many	years,	scientists	have	been	using	evo‐
lutionary	computation	(EC)	methods	[5]	for	the	purpose	of	multi‐objective	production	systems’	
optimisation	[6].	They	have	been	struggling	to	transfer	mathematical	models	of	algorithms	into	
simulation	 environments	 to	 achieve	 optimised	 real	 world	 production	 systems	 indirectly.	 The	
complexity	 of	 transferring	 mathematical	 models	 into	 the	 simulation	 environments	 is	 con‐
strained	by	the	incompatibility	of	programming	environments,	integrated	decision	models	with‐
in	 simulation	 environments,	 and	 problems	 in	 the	 reliability	 of	 optimisation	 results’	 transfers	
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into	the	simulation	environment,	in		a	real	world	production	system.	Relevance	use	and	satisfac‐
tory	optimisation	results	of	EC	methods	in	solving	FJSSP	are	transmitted	via	the	newly	proposed	
algorithms	[7,	8]	to	the	real	world	environment	of	Industry	4.0	production	systems	[9,	10].	The	
complexity	 of	 the	 FJSSP	optimisation	problem	 is	 reflected	 in	 the	multi‐objective	nature	of	 the	
optimisation	problem	[11].	However,	for	the	transfer	and	use	of	new	EC	methods	in	a	real	world	
environment,	 the	extensive	evaluation	of	algorithms	using	benchmark	and	real	production	da‐
tasets	is	crucial.	In	this	case,	the	use	of	simulation	modelling	is	crucial,	both	in	designing	the	ex‐
periment,	and	in	evaluating	the	optimisation	results	[12].	The	main	research	problem	relates	to	
the	compatibility	and	interactivity	between	the	mathematical	model	of	the	EC	method	optimisa‐
tion	 results	and	 the	 simulation	model,	which	enables	 the	evaluation	and	application	of	 the	EC	
method	in	a	real	world	environment	[13].	The	interactivity	between	EC	methods	and	the	simula‐
tion	model	poses	major	challenges	for	researchers,	who	have	not	yet	studied	them	thoroughly.	
In	the	presented	research	work,	a	new	method	is	presented	of	transferring	optimisation	results	
between	a	mathematical	model	of	MOHKA's	EC	method	[14]	and	a	simulation	model	in	a	conven‐
tional	Simio	simulation	environment.	The	presented	method	provides	interactivity	between	the	
EC	optimisation	algorithm	and	the	simulation	model,	while	offering	high	flexibility	of	the	simula‐
tion	model	and	the	integration	of	the	EC	algorithm	optimisation	results	into	the	integrated	deci‐
sion	logic	of	the	simulation	environment	[15].		

The	manuscript	is	divided	into	the	following	sections.	Section	2	deals	with	the	mathematical	
definition	 of	 a	multi‐objective	FJSSP	optimisation	problem.	 Section	3	presents	 our	own	devel‐
oped	method	of	 the	multi‐objective	EC	method,	 called	MOHKA.	 	Examples	are	given	of	mathe‐
matical	modelling	 and	 experimental	 testing	 on	 five	Kacem	 [16]	 and	 ten	Brandimarte	 [17]	 da‐
tasets.	Analysis	of	the	MOHKA	algorithm	optimisation	results	is	performed	in	comparison	with	
the	two	existing	algorithms	MOPSO	[18]	and	BBMOPSO	[19].	In	this	section	also	the	interactivity	
of	 the	MOHKA	mathematical	modelling	optimisation	results	and	simulation	modelling	 is	given.	
The	new	proposed	block	 structure	of	 an	 interactive	 simulation	model	method	and	 integrating	
optimisation	results	into	a	simulation	model	is	presented,	based	on	the	Kacem	and	Brandimarte	
input	 datasets.	 Graphically	 and	 numerically,	 the	 high	 ability	 is	 confirmed	 of	 interactivity	with	
optimisation	results	and	the	simulation	model.	Section	3	overviews	the	new	interactive	method	
of	using	the	MOHKA	optimisation	results	in	a	simulation	model,	that	allows	direct	use	in	a	real	
world	production	system.	The	high	ability	to	use	the	proposed	method	enables	further	research	
work	on	optimally	implemented	collaborative	work	places	in	flexible	manufacturing	systems.	

2. Problem description  

Production	scheduling	is	defined	as	decision‐making	processes	that	are	used	on	a	daily	basis	in	
many	production	and	service	enterprises	[20].	The	importance	of	the	decisions	taken	is,	conse‐
quently,	reflected	in	the	fields	of	jobs	orders,	production,	transport	and	distribution	of	the	final	
products	[21].	Production	scheduling	is	the	process	of	optimising,	controlling	and	determination	
of	 the	 limited	 production	 system	 resources	 (machines,	 humans,	 finances	 etc.).	 The	 presented	
mathematical	 and	 simulation	 modelling	 method	 is	 based	 on	 solving	 an	 FJSSP	multi‐objective	
optimization	problem.	Given	the	high	degree	of	difficulty,	the	following	Section	presents	a	nota‐
tion	of	abbreviations,	a	general	mathematical	description	of	a	multi‐objective	FJSSP	optimization	
problem,	and	a	mathematical	approach	how	to	solve	it.	

2.1 Notation 

The	notations	presented	by	Graham	et	al.	[22]	will	be	used	in	the	presented	paper.	

݅	 Job	ሺ݅ ൌ 1,… , ݊ሻ	 ݆ Machine	ሺ݆ ൌ 1,… ,݉ሻ	
݇	 Operation	ሺ݇ ൌ 1, … , ௜ܱሻ	 ݄ Resource ሺ݄ ൌ 1,… , 	ሻݏ
݊	 Total	number	of	jobs	 ݉ Total	number	of	machines	
௜ܱ 	 Number	of	operations	of	job	ܬ௜ ݏ Number	of	limited	resources	

,௜݌ ௜௝݌ 	 Processing	time	of	job	ܬ௜	on	machine	ܯ௝	 ,௜௞݌ ௜௞௝݌ Processing	time	of	operation	 ௜ܱ௞ 	on	
௝ܯ 	
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ଵ݂	 Makespan	(time	required	to	complete	all	
jobs)	

ଶ݂ 	

	
Maximum	workload	(workload	of	
the	most	loaded	machine)	

ଷ݂ 	 Total	workload	of	all	machines

2.2 Multi‐objective flexible job shop scheduling problem 

Multi‐objective	FJSSP	is	described	as:	We	have	݊	 jobs	which	can	be	performed	on	݉	machines	
from	a	set	of	machines	ሺ݆ ൌ 1,… ,݉ሻ	suitable	for	carrying	out	the	jobs.	The	choice	of	using	the	
machine	is	made	according	to	the	machine	occupancy	and	the	suitability	of	the	individual	mac‐
hines	to	perform	the	operation.	The	number	of	jobs	݊	and	number	of	machines	݉	are	given.	Each	
job	݅	has	a	specific	sequence	and	number	of	operations	 ௜ܱ .	The	processing	time	of	the	operation	
	FJSSP	multi‐objective	the	For	performed.	is	it	which	on	machine	the	on	depending	vary,	may	௝௞݌
some	limitations	must	be	made:		

 One	machine	can	process	only	one	job	at	a	time.	
 One	job	can	be	processed	only	on	one	machine	ata	time.	
 When	the	operation	starts	it	cannot	be	interrupted	until	the	end	of	the	operation,	after	the	

completion	the	next	operation	can	start.	
 All	the	jobs	and	operations	have	equal	priorities	at	the	time	zero.	
 Each	machine	݉	is	ready	at	time	zero.		
 Given	an	operation	 ௜ܱ௝	and	the	selected	machine	݉,	the	processing	time		݌௜௝	is	fixed.	

	

Eqs.	1,	2,	and	3	describe	three	optimisation	objectives,	as	follows:	

 Makespan	(time	required	to	complete	all	jobs):	

ଵ݂ ൌ ݔܽ݉ ሼܥ௝ | ݆ ൌ 1,… , ݊ሽ	 (1)
	

 Maximum	workload	(workload	of	the	most	loaded	machine):	

ଶ݂ ൌ ,௜௝௞ݔ௜௝௞݌෍෍ݔܽ݉ ݇ ൌ 1,2, … ,݉

௡೔

௝ୀଵ

௡

௜ୀଵ

	 (2)

	

 Total	workload	of	all	machines:	

ଷ݂ ൌ ෍෍෍݌௜௝௞ݔ௜௝௞, ݇ ൌ 1,2, … ,݉

௠

௞ୀଵ

௡೔

௝ୀଵ

௡

௜ୀଵ

	 (3)

	

where	ܥ௝	is	 the	 completition	 time	of	 job	 	,௜ܬ and	ݔ௜௝௞	 is	 a	decision	variable	on	which	 individual	
machine	operation	will	be	processed.	In	Table	1,	we	see	the	FJSSP	benchmark	example,	presen‐
ted	by	Kacem	et	al.	[16].	This	example	has	three	jobs	that	must	be	processed	on	four	machines.	
The	processing	time	of	each	operation	depends	on	the	machine	on	which	the	operation	will	take	
place.		

Fig.	1	shows	the	optimal	solution	to	the	FJSSP	optimisation	problem	presented	in	Table	1.	

	
Fig.	1	Gantt	chart	of	optimal	solution	for	a	FJSSP	optimisation	problem	
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Table	1	FJSSP	benchmark	example	
Oi,	j	 M1	 M2 M3 M4 M5	

J1																										O1,1	
O2,1	
O3,1	

5	 4 2 6 7	
3	 5 7 8 4	
5	 4 3 2 1	

J2																										O1,2	
O2,2	
O3,2	

9	 7 6 7 4	
5	 4 7 8 5	
9	 1 2 2 4	

J3																										O1,3	
O2,3	

4	 7 2 4 8	
5	 5 7 5 7	

From	the	optimisation	problem	defined	above,	the	following	limitations	can	be	described:	

 All	machines	are	available	at	time	t	=	0,	and	any	order	Jj	can	be	started	at	time	t	=	rj.	
 Only	one	operation	at	a	time	can	be	performed	by	a		machine.	It	becomes	available	to	oth‐

er	operations	only	when	the	current	operation	on	the	machine	is	completed.	
 Each	operation	Oi,j	is	the	start	time	ri,j	defined	as	shown	by	Eqs.	4	and	5:	

	

ଵ,௝ݎ ൌ ,௝ݎ ∀ 1	 ൑ ݆ ൑ ݊	in	ݎ௜ାଵ,௝ ൌ ௜,௝ݎ ൅ ,௜,௝ߛ where ௜,௝ߛ ൌ min
௞
ሺ݀௜,௝,௞ሻ	 (4)

	

		∀	1	 ൑ ݅ ൑ ௝݊ െ 1, ∀ 1 ൑ ݆ ൑ ݊	 (5)

2.3 Multi‐objective optimisation 

Multi‐objective	optimisation	is	an	area	that	deals	with	multi‐objective	decision‐making	of	math‐
ematical	 optimisation	problems	 [23].	Optimisation	problems	 involve	more	 than	one	optimisa‐
tion	function,	where	several	variables	of	the	optimisation	problem	need	to	be	optimised.	A	fea‐
ture	of	multi‐objective	optimisation	is	that	there	is	not	only	one	optimal	solution	optimising	the	
optimisation	function	[24],	but,	for	these	functions,	there	are	infinitely	many	Pareto	optimal	so‐
lutions	[25].	Pareto	solutions	are	non‐dominant,	Pareto	optimal	or.	Pareto	effective	[26].	All	Pa‐
reto	optimal	solutions	in	the	Pareto	space	are	considered	equally	appropriate.	The	field	of	Multi‐
objective	optimisation	is	increasingly	present	in	everyday	life.	Multi‐objective	optimisation	can	
be	found	in	all	fields	of	Sciences,	Economics,	Logistics,	and	where	it	is	necessary	to	make	optimal	
decisions	in	the	presence	of	trade‐offs	between	two	or	more	conflicting	goals	[27].	

In	a	mathematical	sense,	a	multi‐objective	problem	can	be	formulated	with	Eq.	6:	
	

min൫ ଵ݂ሺݔሻ, ଶ݂ሺݔሻ, … , ௞݂ሺݔሻ൯; ݔ ∈ ܺ,			 (6)
	

where	the	integer	k	≥	2	represents	the	number	of	optimisation	parameters,	and	X	represents	the	
feasible	 set	 of	 decision	 vectors.	 A	 set	 of	 decision	 vectors	 is	 usually	 represented	 by	 constraint	
functions.	We	define	the	vector‐valued	objective	function	as	shown	in	Eq.	7:	

	

			݂: ܺ → Թ௞, ݂ሺݔሻ ൌ ሺ ଵ݂ሺݔሻ, … , ௞݂ሺݔሻሻ்.			 (7)
	

If	we	want	to	maximise	a	function,	we	can	do	it	by	minimising	its	negative	dependence.	The	ele‐
ment	ݔ∗ ∈ ܺ	presents	a	workable	solution	or	a	workable	decision.	The	vector	ݖ∗ ൌ ݂ሺݔ∗ሻ ∈ Թ௞	is	
called	 the	 function	 vector	 for	 the	 feasible	 solution	 x*.	 In	multi‐objective	 optimisation,	 there	 is	
usually	 no	 viable	 solution	 that	 optimises	 all	 of	 the	 target	 functions	 at	 the	 same	 time.	 Pareto	
optimal	solutions	are	solutions	that	cannot	be	 improved	without	compromising	at	 least	one	of	
the	goals	of	the	remaining	functions.	

Using	the	mathematical	notations	of	Eqs.	8	and	9,	we	can	conclude	that	the	feasible	solution	
ଵݔ ∈ ܺ	Pareto	is	dominated	by	another	solution	ݔଶ ∈ ܺ	in	the	case	where:	

	

௜݂ሺݔଵሻ ൑ ௜݂ሺݔଶሻ for all ݅ ∈ ሼ1, 2, … , ݇ሽ and	 (8)
	

௜݂ሺݔଵሻ ൏ ௜݂ሺݔଶሻ for at least one ݆ ∈ ሼ1, 2, … , ݇ሽ	 (9)

is	a	feasible	solution,	ݔ∗ ∈ ܺ	and	the	associated	output	value	݂ሺݔ∗ሻ	is	Pareto	optimal	if	there	is	
no	other	solution	that	dominates	 it.	The	Pareto	group	of	optimal	solutions	 is	called	the	Pareto	
Front.	The	Pareto	Front	of	multi‐objective	optimisation	problems	is	limited	by	two	vectors:	
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 The	nadir	vector	is	defined	by	Eq.	10:	
	

௜ݖ
௡௔ௗ ൌ sup

௫∈௑
௜݂ሺݔሻ for all ݅ ൌ 1,… , ݇	 (10)

	

 The	ideal	vector	is	defined	by	Eq.	11: 
 

௜ݖ
௜ௗ௘௔௟ ൌ inf

௫∈௑ ௜݂ሺݔሻ for all ݅ ൌ 1,… , ݇	 (11)
 

The	nadir	and	ideal	vector	components	define	the	upper	and	lower	bounds	for	the	optimisa‐
tion	functions	of	Pareto	optimal	solutions	[28].	

3. Results and discussion 

3.1 Multi‐objective heuristic Kalman algorithm (MOHKA) 

In	 order	 to	 solve	 the	 planning	 and	 scheduling	 problem	 of	 FJSSP,	 researchers	 use	 different	
evolutionary	 computation	methods	 for	 solving	 the	multi‐objective	 nature	 of	 the	 problem.	The	
presented	research	work	is	based	on	the	use	of	the	Multi‐Objective	Heuristic	Kalman	Algorithm	
(MOHKA),	which	 is	based	on	 the	mathematical	 formulation	of	 the	Heuristic	Kalman	Algorithm	
(HKA),	whose	operation	and	use	is	presented	in	the	cited	literature	[29].	The	positive	results	of	
the	 algorithm's	 operation	 and	 the	 developed	model	 architecture	make	 it	 possible	 to	 upgrade	
single‐objective	optimisation	to	multi‐objective	optimisation.	MOHKA,	the	same	as	HKA,	first	in	
the	basic	interaction,	evaluates	the	solutions	using	a	Gaussian	distribution	based	on	the	parame‐
ters	given	in	the	variance	and	convergence	matrix.	Based	on	the	definition	of	the	multi‐objective	
Pareto	optimal	solutions,	a	limiting	function	is	determined,	to	ensure	that	the	solutions	obtained	
are	within	the	appropriate	limits.	The	nadir	vector	ݖ௜

௜ௗ௘௔௟	and	the	ideal	vector	ݖ௜
௜ௗ௘௔௟,	are	deter‐

mined	defined	by	Eqs.	10	and	11.	After	the	evaluation	of	the	suitability	of	the	obtained	solutions	
is	completed,	the	solutions	are	written	to	a	non‐dominant	function,	which	is	stored	in	the	data	
set	of	non‐dominant	solutions.	The	evaluation	procedure	follows,	and	the	maximum	number	is	
selected	of	 the	discussed	optimisation	problem	articles	 .	 In	 the	 final	 step,	an	evaluation	of	 the	
obtained	results	is	performed	using	a	random	distribution	function.	The	pseudocode	of	the	algo‐
rithm,	handling	the	constraints,	updating	the	non‐dominated	solution	archive,	choosing	the	best	
samples	 and	pruning	 the	non‐dominated	solution	archive	are	presented	 in	 the	 literature	 [14].	
Fig.	2	presents	a	general	flow	chart	ofa		MOHKA	optimisation	algorithm.	

	

Fig.	2	Flow	chart	of	MOHKA	optimisation	algorithm	

Mathematical	modelling	of	experiments	

To	 test	 the	 performance	 of	 the	MOHKA	 algorithm,	we	 used	 two	 of	 the	most	well	 established	
benchmark	 data	 sets	 for	 multi‐objective	 optimization	 of	 FJSSP.	We	 used	 five	 Kacem	 datasets	
(Kacem	 4×5,	 Kacem	 8×8,	 Kacem	 10×7,	 Kacem	 10×10	 and	 Kacem	 15×10)	 [16]	 and	 ten	
Brandimarte	datasets	(Mk01	to	Mk10)	[17].	We	 	divided	these	benchmark	data	sets	 into	three	
groups,	according	to	the	complexity	of	the	optimisation	problem.	Considering	the	recommenda‐
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tions	in	the	literature	[30],	we	divided	the	datasets	into	low,	middle	and	high	dimensional	opti‐
misation	problems.	The	division	of	benchmark	datasets	according	to	the	complexity	of	the	opti‐
misation	problems	allows	a	more	accurate	evaluation	of	the	obtained	results,	in	order	to	deter‐
mine	 the	 advantages	 and	 limitations	 of	 the	 mathematically	 modelled	 optimisation	 algorithm.	
With	the	MOHKA	algorithm,	we		optimised	three	key	parameters	of	a	flexible	production	system:	
Makespan	(MC),	 total	workload	of	all	machines	(TW)	and	maximum	workload	of	an	 individual	
machine	(MW).	The	obtained	results	of	the	algorithm	were	compared	with	the	optimal	results	of	
the	 FJSSP	 problem	 obtained	 in	 the	 literature	 [31].	 The	 algorithm	 was	 implemented	 in	 the	
MATLAB	R2017b	 software	 environment,	 using	 a	 PC	with	 an	 Intel	 i7	 processor	with	 16	 GB	 of	
working	memory.	

Mathematical	modelling	results	

In	order	to	compare	the	obtained	MOHKA	solutions,	in	addition	to	the	Pareto	optimal	results,	we		
selected	the	two	currently	most	advanced	algorithms	for	solving	FJSSP	optimisation	problems:	
Multi‐Objective	Particle	 Swarm	Optimization	Algorithm	 (MOPSO)	 [18]	 and	 an	 improved	Bare‐
Bones	Multi‐Objective	Particle	 Swarm	Optimization	 (BBMOPSO)	 algorithm	 	 [19].	 According	 to	
the	recommendations	[14],	the	initial	parameters	of	the	MOHKA	algorithm	were	set	to:	N	=	300,	
Nξ	=	10,	α	=	0.3,	Na	=	100,	mr	=	0.1,	and	MaxIter	=	3000.	The	MOPSO	and	BBMOPSO	parameter	
settings	are	the	same	as	those	in	the	literature	[18,	19].		

The	optimisation	 results	presented	 in	Tables	3,	4,	 and	5	 represent	 the	optimal	 solutions	of	
three	 algorithms,	MOHKA,	MOPSO,	 and	 BBMOPSO,	 compared	 to	 the	 Pareto	 optimal	 solutions.	
The	graphical	symbols	of	the	optimisation	algorithms	on	the	graphs	are	presented	in	Table	2.	

In	order	to	demonstrate	their	high	ability	to	solve	low,	middle	and	high	complex	optimisation	
problems,	 the	 following	 results	 are	 presented	 separately.	Numerical	 and	 graphical	 results	 are	
given,	and	comparative	comments,	advantages	and	limitations	of	individual	algorithms’	compar‐
isons	are	described.	Numerical	values	MC,	TW,	MW,	presented	in	Tables	3,	4,	5,	are	average	val‐
ues	of	all	obtained	optimisation	results.	

Table	2	Graphic	symbols	of	the	optimisation	algorithms	
Symbol	 •	 x + ᴏ	
Algorithm	 MOHKA	 MOPSO BBMOPSO Pareto	optimum

	

 Low	dimensional	optimisation	problems	

We	notice	 that,	with	Kacem	benchmark	datasets,	MOHKA	solves	 low‐dimensional	optimisa‐
tion	problems	better.	In	Table	3,	MOHKA	achieves	Pareto	an	optimal	solution	for	the	Kacem	4×5	
dataset,	where	the	MOHKA	solutions	are	located	directly	in	the	centre	of	the	Pareto	optimal	so‐
lutions.	Compared	to	MOPSO	and	BBMOPSO,	the	Mk01	dataset	is	also	solved	better,	where	the	
distance	between	MOHKA	optimisation	solutions	and	Pareto	optimal	solutions	are	shorter	than	
with	the	other	two	algorithms.	With	the	Mk02	dataset,	the	Pareto	optimisation	solutions	are	the	
closest	to	the	results	of	the	BBMOPSO	optimisation	algorithm.	The	comparison	between	MOHKA	
and	MOPSO	shows	slightly	more	optimal	solutions	given	by	the	MOHKA	algorithm.	The	Kacem	
8x8	 dataset	 again	 demonstrates	 the	 equivalence	 of	 optimisation	 results	 between	 the	MOHKA	
and	MOPSO	algorithms.	BBMOPSO	solved	this	test	data	set	with	an	optimally	defined	solution.	
BBMOPSO	near‐optimal	optimization	results	were	also	presented	in	the	Mk03	dataset,	where	its	
solutions	are	on	 the	Pareto	 front	of	optimal	solutions.	With	regard	to	 the	MOHKA	and	MOPSO	
algorithm	solutions,	we	can	claim	a	similar	ability	to	solve	the	given	data	set.	

In	general,	we	find	that	the	MOHKA	algorithm	in	these	low	dimensional	problems	solves	the	
optimization	problems	as	satisfactorily	and	comparatively	as	the	mentioned	comparative	algo‐
rithm.	In	two	cases,	the	Kacem	4×5	and	Mk01,	MOHKA	was	the	most	successful,	in	the	others	it	
was	comparable	to	MOPSO	and	slightly	worse	than	BBMOPSO.	
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Table	3	Optimisation	results	of	low	dimensional	problems	
Kacem	 Brandimarte

	
							(a)	Kacem	4×5	 (b)	Mk01 													(c)	Mk02	

	 MC	 TW	 MW	 	 MC TW MW MC	 TW	 MW
•	 11.5	 32	 9.5	 	 47.1 161.9 38.4 36.8	 157.3	 30
+	 12	 32.3	 8.3	 	 52 153.8 43.3 34.5	 141	 31.5
x	 14.7	 35.7	 9	 	 57 156 48.5 38.3	 158	 30.8

	

	

						(d)	Kacem	8×8	 												(e)	Mk03	
	 MC	 TW	 MW	 	 MC	 TW	 MW	
•	 25	 115.8	 19.2	 	 224.3 979.7 218.7
+	 16	 74	 12.5	 	 273 809.2 254.1
x	 25.6	 101.2	 20	 	 263.6	 973.1	 209.1	

 Middle	dimensional	optimisation	problems	

In	 the	 optimisation	 results	 of	 the	middle	 dimensional	 optimisation	 problems,	 presented	 in	
Table	4,	we	find	that	MOHKA	had	the	largest	deviation	from	the	Pareto	optimal	solutions	for	the	
two	Kacem	datasets	in	the	Pareto	graph	of	solutions	Kacem	10×7	and	Kacem	10×10.	The	graph‐
ical	and	numerical	 results	of	MOPSO	and	BBMOPSO	proved	more	optimal	optimisation	results	
compared	to	MOHKA.	With	the	Kacem	10×7	dataset,	BBMOPSO	achieved	the	Pareto	optimal	so‐
lution	and	MOPSO	came	very	close	to	it.	Similarly,	the	optimisation	algorithms	solved	the	Kacem	
10×10	dataset,	where	 the	 difference	 between	MOHKA	and	MOPSO	was	 smaller,	which	proves	
the	 relevance	 and	 comparability	 of	MOHKA	with	MOPSO.	The	MOHKA	 optimisation	 algorithm	
solved	the	Brandimarte	middle	dimensional	optimisation	problems	better.	We	can	see	that,	for	
the	 two	Mk04	and	Mk05	datasets,	MOHKA	solved	both	data	 sets	most	 satisfactorily,	 since	 the	
MOHKA	algorithm	solutions	are	on	 the	Pareto	 front	of	optimal	solutions.	For	 the	 two	datasets	
listed	above,	BBMOPSO	had	the	most	problems,	presented	on	the	Mk04	dataset,	in	which	solu‐
tions	were	the	furthest	from	the	Pareto	optimal	solutions.	In	the	case	of	the	Mk05	dataset,	MOH‐
KA	was	comparable	to	MOPSO.	The	Mk06	data	set	was	solved	relatively	well	by	the	MOHKA	and	
BBMOPSO	algorithms,	with	MOPSO	farthest	from	the	optimal	solution.	

We	concluded	that	MOHKA	performs	best	in	the	middle	dimensional	optimisation	algorithms	
in	the	Brandimarte	datasets,	where	it	dominates	the	solutions	of	the	other	two	algorithms.	The	
Kacem	datasets	were	the	furthest	from	the	optimal	solutions,	compared	to	BBMOPSO	and	MOPSO.	
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Table	4	Optimisation	results	of	middle	dimensional	problems	
Kacem	 Brandimarte

	
													(f)	Kacem	10×7	 (g)	Mk04 								(h)	Mk05	

	 MC	 TW	 MW	 	 MC TW MW MC	 TW	 MW
•	 16.6	 87.4	 15.3	 	 85.9 343.4 74.9 189.5	 679.3	 181.5
+	 12	 60.5	 11.5	 	 118.1 342.4 100.5 201.5	 676.3	 189.9
x	 13.5	 66	 12.5	 	 93.3 350.1 70.8 213.5	 681.9	 189.5

	

		

													(i)	Kacem	10×10	 									 								(j)	Mk06

	 MC	 TW	 MW	 	 MC TW MW
•	 16.6	 88.4	 13	 	 104.5 444.9 61.7
+	 8.7	 42.7	 7	 	 123.6 357.1 84.8
x	 14.6	 63	 9.8	 	 123.6 446.8 72.9

 High	dimensional	optimisation	problems	

MOHKA	optimisation	algorithm	problems	in	solving	middle	dimensional	Kacem	optimisation	
problems	continued	with	high	dimensional	optimisation	problems,	in	Table	5,	which	can	be	at‐
tributed	to	the	construction	of	Kacem	datasets,	that	are	highly	susceptible	to	dropping	optimisa‐
tion	 algorithms	 to	 local	minima,	 to	which	MOHKA	 is	 highly	 exposed	 by	 the	 KA	mathematical	
structure	 [14].	 Due	 to	 the	 hybridisation	 and	mathematical	 structure	 of	 the	 algorithm,	 Kacem	
15×10	was	best	solved	by	BBMOPSO.	We	see	that	all	three	algorithms	were	at	a	relatively	short	
distance	 from	 the	 Pareto	 optimal	 solution.	 Unlike	 Kacem	 datasets,	 MOHKA	 excelled	 at	
Brandimarte	 datasets,	which	 is	more	 important	 for	 solving	 FJSSP	 optimisation	 problems.	 The	
structure	of	the	Brandimarte	datasets	represents	real	world	dataset	input	of	an		FJSSP	produc‐
tion	system.	In	our	case,	where	we	wanted	to	solve	the	real	world	problems	of	scheduling	manu‐
factured	 systems	 and	 establish	 communication	 between	 the	 optimisation	 algorithm	 and	 the	
simulation	model,	this	is	crucial	[32].	The	success	of	solving	Brandimarte	datasets	is	paramount	
in	solving	FJSSP.	We	see	that	MOHKA	solved	Brandimarte	high	dimensional	optimisation	prob‐
lems	Mk08	 and	Mk09	 perfectly	 for	 data	 sets	 Mk09,	 and	 especially	 Mk08,	 where	 we	 see	 that	
MOHKA	generated	an	optimal	 solution	with	a	high	degree	of	 solution	delivery	reproducibility.	
Such	results	demonstrate	the	robustness	and	high	ability	to	solve	the	FJSSP	optimisation	problem.	

From	presented	solutions,	we	 find	 that	MOHKA	optimisation	 results	are	 comparable	 to	 the	
results	of	MOPSO	and	BBMOPSO	algorithms,	especially	in	Brandimarte	datasets,	where	MOHKA	
was	 the	most	 suitable	 algorithm	 for	 solving	 both	medium	 and	 high	 dimensional	 optimisation	
problems.	MOHKA	also	demonstrated	 its	 competitiveness	 in	 low	dimensional	Kacem	datasets.	
More	 limitations	 and	 deviations	 from	 optimal	 solutions	 can	 be	 detected	 in	medium	 and	 high	
dimensional	Kacem	datasets.	
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Table	5	Optimisation	results	of	high	dimensional	problems	
Kacem	 Brandimarte

	
											(l)	Kacem	15×10	 										(m)	Mk07 						(n)	Mk08	

	 MC	 TW	 MW	 	 MC TW MW MC	 TW	 MW
•	 24.8	 171	 21.3	 	 178.2 689.9 169.8 550.1	 2506.5	 547.5
+	 16	 91.5	 14	 	 189.3 666.2 167.3 597.4	 2504	 551.9
x	 23.4	 135.3	 19	 	 207 693.7 174.7 599.3	 2523.5	 545.1

	

								(o)	Mk09 		(p)	Mk10	
	 	 MC TW MW MC TW	 MW

•	 350.5 2450.9 306.5 358.1	 2074.5	 226.8
+	 534.9 2224.2 383.7 464.2	 1888.9	 298.8
x	 536.1 2448.2 361.2 429	 2110.3	 258.9

3.2 Simulation modelling 

In	the	time	of	the	Industry	4.0,	development	of	simulation	tools	to	optimise	production	has	be‐
come	increasingly	more	important.	Using	advanced	simulation	methods,	we	can	make	manufac‐
turing	systems	more	efficient,	financially	viable	and	more	competitive	in	the	global	market	[33].	
There	are	many	optimisation	problems	in	production	systems	that	can	be	solved	by	the	proper	
use	of	 simulation	 tools	 [34].	 In	 our	 case,	we	wanted	 to	 establish	 interactivity	between	 the	EC	
optimisation	 method	 and	 the	 flexible	 simulation	 model.	 The	 interactive	 architecture	 enables	
communication	 between	 the	 optimisation	 algorithm	 and	 the	 production	 system	 simulation	
model.	Fig.	3	presents	 the	proposed	block	architecture	of	a	 simulation	model	 that	enables	 the	
interactivity	of	MOHKA	optimisation	algorithm	results,	a	simulation	model	and	a	real	world	pro‐
duction	system.	

The	interactive	architectural	model	consists	of	the	following	phases:	

 In	the	first	phase,	we	assign	the	input	data	of	a	real	production	system	or	benchmark	data	
sets.	The	inputs	of	a	real	production	system	must	be	credible	and	verifiable.	

 In	the	second	phase,	the	implementation	of	the	sequence	order	optimisation	is	performed	
according	 to	 the	 available	machines	with	 the	MOHKA	 optimisation	 algorithm.	 The	 algo‐
rithm	is	implemented	according	to	the	structure	described	in	Section	three.	

 The	 third	phase	 transmits	 the	MOHKA	optimisation	results	 to	 the	simulation	model	of	a	
real	production	system,	named	the	analysed	system.	Additional	optimisation	parameters	
are	assigned	related	to	costs,	dimensions	and	setup	time.	At	this	stage,	we	propose	the	in‐
troduction	 of	 a	 new	 approach	 for	 determining	 the	 order	 of	 operations	 on	 an	 individual	
machine,	which	does	not	depend	on	the	integrated	simulation	environment	decision	logic.	
The	approach	is	presented	as	follows.	
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 The	next	phase	is	the	implementation	of	simulation	experiments	that	allow	the	calculation	
of	the	average	multiple	iterations’	values	of	the	simulation	model,	and	the	introduction	of	
simulation	scenarios,	in	order	to	determine	the	limitations,	changes	and	proposals	for	op‐
timisation	of	the	production	system.	

 In	 the	 simulation	 analysis	 phase,	 we	 evaluate	 the	 numerical	 results,	 and	 compare	 the	
graphical	matching	of	order	sequences	solutions	using	MOHKA	and	the	simulation	model.	
Approval	of	the	orders’	sequences	is	confirmed	or	denied.	The	importance	of	data	match‐
ing	ensures	the	credibility	of	numerical	and	simulation	results.	

 The	evaluated	numerical	and	simulation	results	are	transferred	to	a	real	production	sys‐
tem,	whereby	a	change	(optimisation)	of	the	production	system	is	enabled,	based	on	an	in‐
teractive	loop.	

	

The	simulation	model	was	built	in	the	software	environment	Simio	[35],	which	is	a	unique	soft‐
ware	environment	for	modelling	flexible	manufacturing	or	service	processes	[36].	Simio	is	based	
on	the	use	of	intelligent	objects,	and	supports	both	process	and	object	oriented	modelling.	It	is	
used	 for	 discrete	 and	 continuous	 systems.	 Using	 the	MOHKA	 algorithm,	we	 	 solved	 the	 FJSSP	
optimization	problem,	so	we	decided	to	upgrade	our	existing	optimisation	results	with	a	suitable	
simulation	model.	The	following	is	a	new	decision	logic	method	that	combines	the	possibilities	of	
testing	datasets	and	optimising	real	world	production	systems.	The	obtained	numerical	values	of	
the	optimisation	algorithm,	which	are	given	in	Table	6,	were	transferred	into	the	Simio	software	
environment,	where	the	real	production	system	shown	in	Fig.	4	was	modelled.	

The	main	advantage	of	using	simulation	environments,	such	as	Simio,	is	the	ability	to	transfer	
data	between	the	optimisation	algorithm,	simulation	model	and	real	world	production	system.	
With	the	appropriate	data	transfer	method,	we	can	extend	the	testing	and	optimisation	of	pro‐
duction	 system	 parameters,	 in	 order	 to	 extend	 the	 numerical	 model	 in	 an	 optimisation‐
programming	environment	that	optimises	different	orders.	The	simulation	model	was	designed	
as	a	flexible	modular	model	built	in	two	parts.	The	first	part	of	the	simulation	model	is	a	MOHKA	
optimisation	algorithm	that	allocates	work	orders	optimally	to	available	machines.	In	this	case,	
MOHKA	optimises	three	key	parameters:	Makespan,	maximum	workload	and	total	workload	of	
all	machines.	The	end	result	of	 the	MOHKA	optimisation	algorithm	is	 the	optimal	allocation	of	
individual	work	order	operations	to	the	available	machines.	In	this	case,	the	order	machine	exe‐
cution	 sequence,	 their	 start	 time,	 finish	 time,	 and	machine	 sequence	 are	obtained.	The	output	
results	of	the	MOHKA	optimisation	algorithm	are	shown	in	Table	6.	

	

	
Fig.	3	Block	diagram	of	interactive	simulation	model		
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Fig.	4	Simulation	model	in	Simio	

Table	6	Optimisation	results	of	MOHKA	algorithm	transferred	to	simulation	model	
Order	 Operation	 Machine	 Start	time Finish	time Machine	sequence
J1	 O1,1	 M1	 0 1 1	

O1,2	 M1	 1 5 2	
O1,3	 M10	 5 8 2	

J2	 O2,1	 M10	 0 4 1	
O2,2	 M7	 4 5 1	
O2,3	 M6	 5 8 2	

J3	 O3,1	 M8	 0 3 1	
O3,2	 M5	 3 5 1	
O3,3	 M8	 5 7 2	

J4	 O4,1	 M9	 0 1 1	
O4,2	 M6	 1 5 1	
O4,3	 M4	 5 6 1	

J5	 O5,1	 M3	 0 4 1	
O5,2	 M3	 4 7 2	
O5,3	 M4	 7 8 2	

The	results	of	the	optimisation	algorithm	shown	in	Table	6	are	transferred	automatically	to	
the	 Simio	 software	 environment	 via	 the	 communication	 interface	MATLAB,	 Excel,	 Simio	 [37].	
The	transmission	of	optimisation	results	allows	further	evaluation	of	the	results	using	a	simula‐
tion	model	of	 a	 real	world	production	 system.	The	MOHKA	algorithm	allocated	orders’	opera‐
tions	optimally	to	individual	machines,	and	transferred	these	data	to	the	Simio	simulation	envi‐
ronment.	When	 performing	 simulation	 experiments	 in	 a	 simulation	 environment,	 a	 limitation	
occurs	in	the	decision	logic	of	the	simulation	environment.	Simio's	simulation	environment	has	
an	integrated	decision	logic	for	order	sequencing,	which,	in	a	lot	of	cases,	makes	it	impossible	to	
follow	the	order	sequence	given	as	 the	solution	of	 the	EC	optimisation	algorithms.	 In	order	 to	
eliminate	 the	 integrated	 decision	 logic	 of	 the	 simulation	 environment,	 we	 introduced	 a	 new	
functional	 dependency	 that	 defines	 the	 sequence	 of	 execution	 of	 individual	 orders	 on	 the	 as‐
signed	machine.		

In	Table	6,	the	row	Machine	sequence	works	by	assigning	the	MOHKA	optimisation	numerical	
results	of	the	order	sequence	and	the	matching	numerical	results	in	Table	6	to	the	row	Machine	
sequence	 that	defines	 the	 sequence	 of	 operations	 according	 to	 the	MOHKA	optimisation	 solu‐
tion.	Example:	According	to	the	MOHKA	solution	(Fig.	5,	top	chart),	the	O1,1	operation	is	first	per‐
formed	 on	 the	M1	machine,	 followed	 by	 the	 operation	O1,2.	 The	 first	 operation	O1,1	 to	 be	 per‐
formed	on	machine	M1	is	assigned	to	this	operation	consecutive	number	one,	which	determines	
the	sequence	of	execution	on	the	machine.	A	sequence	number	two	is	assigned	to	operation	O1,2,	
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by	the	above	method.	The	presented	approach	defines	values	for	the	entire	sequence	of	the	Ka‐
cem	5×10	dataset.	The	solutions	of	the	approach	are	shown	in	Table	6.	The	smaller	the	assigned	
value	of	 the	 variable	Machine	 sequence	 is,	 the	 sooner	 it	will	be	 executed	on	 the	assigned	ma‐
chine.	The	presented	method	enables	robust,	smooth	data	transfer	between	the	software	envi‐
ronments	of	the	optimisation	algorithm	and	the	simulation	model.	With	the	presented	approach,	
we	bypassed	the	decision	logic	of	the	simulation	environment,	and	we	could	use	our	own	opti‐
misation	algorithm	to	determine	the	optimum	orders’	sequence.	Fig.	5	shows	the	Gantt	charts’	
solutions	 of	 the	 optimisation	 algorithm	 (top	 chart)	 and	 simulation	 model	 (lower	 chart).	 The	
Gantt	charts	are	the	same,	which	proved	the	high	capability	of	the	presented	method	to	integrate	
the	EC	method	decision	logic	into	the	existing	simulation	environment.	

The	presented	approach	emphasises	the	advantage	of	a	modular	adaptive	design	that	allows	
the	simulation	model	 to	be	adapted	 to	a	wide	range	of	multi‐objective	optimisation	problems.	
The	simulation	model	can	be	adjusted,	upgraded	or	replaced	as	needed	by	any	part	of	the	two‐
part	 structure.	 Replacing	 or	 upgrading	 individual	 parts	 of	 the	 presented	 approach	makes	 the	
presented	method	sustainable.	

	

	
Fig.	5	Gantt	chart	of	the	optimisation	algorithm	(top	chart)	and	simulation	model	results	(lower	chart)	

4. Conclusion 

The	presented	research	work	links	our	own	developed	EC	method	of	the	MOHKA	algorithm	with	
the	 interactive	simulation	model.	The	 transfer	of	optimisation	results	 to	a	 simulation	environ‐
ment	can,	in	many	cases,	represent	limitations	in	the	use	of	its	own	decision	logic.The	presented	
research	results	have	answered	the	main	research	question	related	to	the	limitation	regarding	
interactivity	 of	 mathematical	 and	 simulation	 modelling.	 The	 research	 problem	 of	 a	 multi‐
objective	FJSSP	optimisation	problem	scheduling	was	identified	initially.	Identifying	an	NP‐hard	
optimisation	 problem	 requires	 the	 use	 of	 advanced	 EC	methods.	 The	 proposed	MOHKA	 algo‐
rithm	shows	an	example	of	solving	the	test	Kacem	[16]	and	Brandimarte	[17]	benchmarks.	Fif‐
teen	datasets	were	divided	into	three	difficulty	groups.	According	to	the	proposal	of	researchers	
[25],	the	division	of	optimisation	problems	into	three	levels	of	difficulty	enables	a	detailed	eval‐
uation	of	the	optimisation	results.	Optimisation	results	are	evaluated	numerically	and	graphical‐
ly,	 and	 a	 comparative	 analysis	 was	 performed	 between	MOHKA,	 MOPSO	 and	 BBMOPSO.	 The	
advantages	and	limitations	of	the	individual	optimisation	results	were	defined	[14],	which	show	
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the characteristics of the individual algorithm with respect to the corresponding mathematical 
structure. Based on the satisfactory optimisation results, the presented MOHKA method is suita-
ble for optimisation results’ interactivity between the mathematical and simulation models. The 
interactive method shown gives the advantage of transferring optimisation results via a simula-
tion model to a real environment. The importance of transferring the MOHKA algorithm optimi-
sation results to a real world environment demonstrates the high degree of the proposed meth-
od’s applicability in complex manufacturing systems supported by the Industry 4.0 concept. The 
graphical results demonstrate the reliability and robustness of the proposed approach, which 
will be expanded further by modelling and devaluing the flexibility parameter and its depend-
ence on the production cost-time profile. An adequate time justified profile is key in ensuring 
sustainable production systems. 

The proposed interactive method represents an advanced, flexible and effective link between 
mathematical and simulation modelling. The open architectural model allows the extension and 
application of the method to various optimisation problems for both service and production 
systems. Further research in the field of Mathematical and Simulation Modelling of flexibility 
parameters in high-mix low-volume production systems will present the optimum production 
systems’ scheduling importance. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	most	 common	corrosion	 testing	procedures	use	 flat	 test	 coupons	 fabri‐
cated	from	a	given	steel	material.	However,	workpieces	that	undergo	machin‐
ing	and	finishing,	especially	those	with	complex	geometry,	may	be	more	sub‐
ject	to	surface	degradation	on	their	curved	surfaces.	In	the	long	run,	this	may	
adversely	 affect	 the	 smooth	 operation	 of	 the	 tested	 component.	 This	 study	
investigates	 surface	 features	 of	 machined	 and	 finished	 chromium	 alloyed	
steel	specimens	with	rather	complex	geometries.	Changes	in	several	important	
surface	 features	 (topography,	 roughness,	 cylindricity,	 chemical	 degradation	
rate	and	corrosion	products)	were	all	measured	periodically	(after	24,	96	and	
192	hours)	on	several	sets	of	manufactured	carbon	steel	planetary	axle	spec‐
imens	 exposed	 to	 a	 chemically	 aggressive	medium	 (aqueous	NaCl	 spray)	 at	
35	 °C.	 In	 the	neutral	 salt	 spray	 (NSS)	 testing	cabinet	 the	cylindrical	parts	of	
the	 chromium	 alloyed	 carbon	 steel	 shafts	 showed	 quite	 severe	 and	 uneven	
chemical	 degradation,	 with	 the	 formation	 of	 several	 iron	 oxide‐hydroxide	
products	 (rust)	 observed	 together	 with	 some	 chromium	 compounds.	 After	
careful	 removal	of	 the	relatively	 loose	corrosion	products,	 the	exposed	bare	
shaft	surface’s	geometrical	changes	showed	steady	(close	 to	 linear)	 increase	
in	 the	roughness	values	 throughout	the	duration	of	 the	corrosion	tests.	This	
chemical	attack	caused	significant	changes	in	the	surface	topography	as	well.
It	was	 found	 that	 the	 average	values	 of	 roughness	parameters	 after	 the	24‐
hour	 test	 were	 about	 two	 and	 a	 half	 times	 higher	 than	 the	 original	 values,
while	 they	 increased	 by	 four‐fold	 in	 the	 96‐hour	 test	 and	 by	 approximately	
eightfold	 in	 the	192‐hour	 test.	 Furthermore,	 it	was	 found	 that	 the	 values	 of	
the	3D	roughness	parameters	(Sa,	Sz,	Sq)	are	on	average	twice	that	of	their	2D	
counterparts	(Ra,	Rz,	Rq)	on	the	corroded	surfaces.	Circularity	and	roundness	
error	data	showed	a	similar	increase	with	salt‐spray	test	time	duration.	
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1. Introduction 

Many	 rotating	machine	 parts	 like	 steel	 shafts	 (e.g.	 planetary	 axles)	 built	 into	 different	motor	
vehicles	 operating	with	 narrow	 gaps	 between	 the	 shafts	 and	 their	 counterparts.	 As	 such	ma‐
chine	elements	should	run	for	years	without	any	major	surface	degradation	(like	wear	and/or	
corrosion)	causing	the	risk	of	operational	malfunction,	they	should	be	properly	designed,	built,	
assembled	and	operated,	paying	attention	to	the	initial	surface	finishing	as	well	as	to	the	ever‐
changing	actual	surface	state	of	the	given	steel	rods	(like	rotating	shafts)	with	elapsing	time	of	
operation.	In	this	respect,	the	chemical	impact	of	the	environment	can	also	be	important,	as	car‐
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bon	steels	are	prone	to	corrosion	and	surface	corrosion	products	may	also	adversely	influence	
the	operation	of	such	steel	machine	elements.		

In	the	 literature,	 the	relationship	between	corrosion	and	surface	roughness	 is	bidirectional.	
One	part	of	the	studies	deals	with	the	effect	of	the	initial	surface	roughness	of	the	part	exposed	
to	 corrosion	 on	 the	 behaviour	 of	 corrosion	 and	 investigates	 the	 corrosion	 process	 [1‐9].	 The	
effect	of	 initial	surface	roughness	on	corrosion	has	been	investigated	on	workpieces	of	various	
material	grades,	such	as	AISI	304	stainless	steel	[2],	X70	high	strength	steel	[3],	IN718	superal‐
loy	 [4],	magnesium	 [5],	magnesium	alloy	 [6],	 aluminium	alloy	6061	 [7]	 and	alloy	690TT,	with	
large	wt%	content	of	nickel	and	chromium	[8].		

The	other	group	of	studies	analyses	how	corrosion	exacerbates	the	surface	roughness	of	the	
test	component,	 such	as	 in	 [9].	The	relationship	between	 the	surface	roughness	and	corrosion	
resistance	of	ferrite	stainless	steel	21Cr	was	identified	by	Lee	et	al.	 in	[10].	Kostadin	et	al.	[11]	
have	 investigated	 the	role	of	 chilled	air‐cooling	 in	corrosion	 resistance	during	 turning	of	mar‐
tensitic	stainless	steel	X20Cr13.	Toloei	et	al.	 [12]	showed	that	the	smoother	the	surface	 is,	 the	
more	resistive	it	is	against	corrosion,	as	the	lower	roughness	acts	as	a	better	barrier	to	penetra‐
tion	of	the	aggressive	electrolyte	into	the	metal	substrate.	The	surface	roughness	of	steel	pipes	
exposed	to	the	corrosive	effects	of	the	marine	environment	was	investigated	by	Gathimba	et	al.	
[13].	 They	 also	 concluded	 that	 a	 relationship	 exists	 between	 surface	 roughness	 and	 corrosion	
degradation,	and	only	surface	roughness	height	parameters	are	correlated	strongly	with	corro‐
sion	degradation.		

This	research	project	was	designed	to	follow	the	changing	surface	condition	of	a	given	steel	
rod	specimen	(part	of	an	electric	motor)	after	keeping	it	in	a	salt‐spray	cabinet	for	different	pe‐
riods	 of	 time.	 Afterwards	 both	 the	 surface	 topography	 and	 the	 rate	 of	 corrosion	were	 deter‐
mined.	 The	 surface	 topography	 features	 investigated	 in	 the	 research	were	 the	 surface	 rough‐
ness,	 circularity	 and	 cylindricity	 errors.	The	 surface	 corrosion	products	were	 also	analysed	 in	
order	 to	 be	 able	 to	 estimate	 their	 probable	 harmful	 effect	 during	 operation	 of	 such	 electrical	
motor	elements	in	chemically	highly	aggressive/corrosive	environments.	

2. Materials and methods 

The	steel	 rod	specimens	were	received	 from	an	automotive	part	manufacturer	producing	also	
electric	motors,	whose	 unused	 shafts	were	 removed	 and	 sent	 to	 the	 testing	 laboratories.	 The	
chemical	elementary	composition	of	the	specimens	was	analysed	by	a	GD	OES	spectrometer	type	
Profiler	2	using	certified	reference	steel	samples/etalons,	and	the	measured	composition	is	giv‐
en	in	Table	1.	As	can	be	seen	from	Table	1,	this	type	of	steel	also	contains	chromium	in	a	rela‐
tively	high	percentage	 (>	1	%)	 in	addition	 to	 the	other	common	components	of	 such	a	widely	
used	C45	type	round	bar	steel	grade.		

A	simplified	drawing	of	the	tested	part	of	the	given	planetary	axle	is	shown	in	Figs.	1	and	2.	
The	surface	finishing	of	the	manufactured	rods	was	made	by	grinding	to	roughness	values	of	Rz4	
and	Rz6.3	(Fig.	2).	
	

Table	1	Elementary	composition	of	the	steel	rod	specimens	
C	

wt%	
Mn	
wt%	

Si	
wt%	

Ni	
wt%	

Cr	
wt%	

Cu	
wt%	

Mo	
wt%	

Ti	
wt%	

V	
wt%	

P	
wt%	

S	
wt%	

Al	
wt%	

0.411	 0.764	 0.175	 0.021	 1.025 0.005 0.010 0.009 0.017 0.005	 0.012	 0.021
	
	

	
Fig.	1	Simplified	drawing	of	the	investigated	planetary	axle	
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2.1 Specimen preparation 

For	determining	the	initial	surface	topography	of	the	steel	rod	specimens,	their	original	surface	
conditions	were	maintained	as	received	(they	were	kept	 in	a	desiccator)	and	only	a	very	 light	
physical	cleaning	(de‐dusting)	preparation	was	applied	before	commencing	the	surface	rough‐
ness	measurements.	Afterwards,	the	specimens	were	transferred	to	the	corrosion	testing	labora‐
tory,	where	all	of	the	preparation	steps	were	administered	according	to	the	ISO	9227	standard	
for	neutral	salt	spray	testing	procedures.	

For	the	selective	removal	of	the	corrosion	products,	the	ISO	9227	recommendation	was	ap‐
plied,	 i.e.	 the	oxides‐hydroxides	 (rust)	 of	 the	 corroded	 specimen	 surface	were	dissolved	 in	 an	
inhibited	(with	hexamethylenetetramine)	HCl	solution,	playing	special	attention	to	avoid	over‐
pickling,	 i.e.	 partial	 dissolution	 of	 the	 bare	 steel	 after	 chemical	 solubilisation	 of	 the	 corrosion	
products.	

Before	measuring	the	topography	data,	the	specimens	were	also	thoroughly	cleaned	and	then	
kept	in	the	desiccator	to	avoid	any	re‐oxidation	and/or	surface	post‐contamination.	

2.2 Surface characterisation: Surface roughness 

Surfaces	of	the	samples	were	analysed	by	an	Altisurf©	520	three‐dimensional	surface	topogra‐
phy	 measuring	 machine.	 This	 equipment	 has	 three	 different	 measuring	 heads:	 an	 inductive	
gauge,	an	LH‐G32	laser	sensor	and	a	CL2	confocal	chromatic	sensor	(CCS)	with	an	MG140	magni‐
fier.	The	most	accurate	measuring	head,	the	CSS	sensor	was	used	in	the	current	investigations,	
as	 it	 can	measure	 surface	 roughness	 of	 the	 order	 of	 5nm	 [14].	 Three	measurement	 positions	
were	defined	on	each	section	investigated	(A‐C,	Fig.	2),	and	the	measurements	were	performed	
in	three	angular	positions	at	120°	from	each	other.	The	three	angular	positions	were	marked	on	
the	face	of	the	rod.	Thus,	18	profiles	and	18	surfaces	were	recorded	for	each	surface.	Surface	1	
has	a	roughness	specification	of	Rz4,	while	Surface	2	has	a	more	permissive	tolerance	of	Rz6.3.		

The	investigated	surface	roughness	parameters	were	mainly	the	prescribed	maximum	height	
of	the	roughness	profile	Rz	and	its	3D	counterpart	Sz,	and	some	common	roughness	parameters	
as	Ra,	Rq	and	Sa,	Sq	in	3D.	The	3D	roughness	parameters	were	included	in	order	to	be	able	to	
characterize	the	surface	more	precisely.	The	

The	surface	roughness	measurement	and	evaluation	parameters	were	selected	according	to	
ISO	 4288:1996	 and	 ISO	 4287:1997	 for	 profiles	 and	 ISO	 25178‐2:2012	 for	 3D	measurements.	
Thus,	the	evaluation	length	was	4	mm	for	profiles	and	the	cut‐off	length	was	λc	=	0.8	mm.	
	

	
Fig.	2	Surface	roughness	measurement	positions	on	the	rod	parts	of	the	tested	planetary	axle	

2.3 Surface characterisation: Circularity and cylindricity errors 

Circular	 and	 cylindricity	 error	 measurements	 were	 made	 on	 the	 Talyrond	 365	 Circular	 and	
Shape	Error	Measuring	Equipment.	During	the	measurements	we	determined	the	range	of	cylin‐
dricity	 and	 circularity	 error	 characteristics	 to	be	 tested.	 For	 cylindricity	deviations,	 these	 are:	
CYLt	(peak	to	valley	cylindricity	deviation),	CYLp	(peak	to	reference	cylindricity	deviation),	and	
CYLv	 (reference	 to	 valley	 cylindricity	 deviation)	 [15].	 In	 the	 case	 of	 circularity	 errors,	 RONt	
(roundness	 total),	 RONp	 (roundness	 peak),	 and	 RONv	 (roundness	 valley)	 values	 were	 deter‐
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mined.	On	the	Surface	1	cylindrical	surface,	both	cylindricity	and	circularity	measurements	were	
carried	out	along	circles	perpendicular	to	the	axis	of	the	cylinder	corresponding	to	the	A,	B	and	C	
points	 selected.	 On	 the	 Surface	 2	 cylindrical	 surface	 the	 cylindricity	 error	was	measured	 at	 5	
places,	of	which	only	three	(A,	B,	and	C)	places	are	shown	here	(Fig.	2).	To	evaluate	the	meas‐
urement	data,	Taylor	Hobson	μltra	software	for	the	Taylor	Hobson's	Talyrond	365	gauging	de‐
vice	was	used.	

2.4 Corrosion testing in neutral salt spray 

In	a	neutral	salt	 spray	(NSS)	 testing	chamber	 the	specimens	are	exposed	 to	a	highly	corrosive	
environment	where	tiny	and	fresh	solution	droplets	(salty	 fog)	continuously	arrive	to	and	wet	
the	 solid	 surface,	maintaining	 a	more	 or	 less	 coherent	 aqueous	 NaCl	 solution	 film	 containing	
dissolved	oxygen	as	well.	In	such	an	artificial	environment,	which	is	somewhat	similar	to	natural	
windy	situations	with	precipitating	salty	water	droplets	close	to	the	sea,	carbon	steel	specimens	
start	 corroding	according	 to	 the	well‐known	electrochemical	 reaction	mechanism	that	 is	 thor‐
oughly	described,	for	example,	in	a	recent	review	article	of	Alcántara	et	al.	[16].	Namely,	in	the	
aqueous	salt	solution	containing	dissolved	oxygen,	there	will	be	migrating	tiny	local	anode	and	
cathode	sites	with	iron	dissolution	(oxidation	to	 iron	ions)	and	oxygen	reduction,	respectively.	
Then	the	iron(II)	and	iron(III)	cations	can	react	with	the	anions	(first	of	all	OH‐	anions)	present	
nearby	 with	 the	 formation	 of	 soluble	 and	 non‐soluble	 oxide‐hydroxides	 and	 other	 corrosion	
products	depending	on	the	actual	local	electrochemical	reactions	and	physical	transport	circum‐
stances	 (diffusion,	 solution	 flows,	 etc.).	 In	 the	NSS	 chamber	operated	at	 the	Corrosion	Testing	
Centre	 of	 Starters	 E‐Components	 Generators	 Automotive	 Hungary	 Ltd.,	 the	 specimens	 were	
placed	parallel	to	each	other	(Fig.	3),	and	the	operational	parameters	listed	in	Table	2	were	used.	
	

	
Fig.	3	Specimen	(steel	planetary	axles)	positions	in	the	NSS	chamber	equipped	with	
air	flow	operating	aqueous	salt	spray	nozzles	

	
Table	2	Operational	parameters	of	the	NSS	testing	cycles	and	subsequent	surface	studies	

Test	cycle	times	 NSS	solution	contact	 Surface	examination Topography	measurements
24	h	 35	°C,	continuous	 After	rust	removal Roughness	and	cylindricity
96	h	 35	°C,	continuous	 After	rust	removal Roughness	and	cylindricity
192	h	 35	°C,	continuous	 After	rust	removal Roughness	and	cylindricity

 

2.5 Corrosion products testing phase analysis 

As	 is	often	observed	during	NSS	 testing	of	 such	grade	of	 steels,	 the	 specimens	 started	 rusting	
quite	fast	and	after	96	hours	exposure	time	much	of	the	loosely	and	unevenly	formed	corrosion	
products	 could	be	 relatively	 easily	 removed	 from	 the	 cylindrical	 surface	of	 the	 corroded	 steel	
axles.	The	rust	scrapings	were	homogenized,	and	the	phase	composition	was	determined	by	the	
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X‐ray	powder	diffractometer	Bruker	D8	Advance	operated	with	the	following	parameters:	Co	Kα	
radiation,	40	kV	cathode	ray	 tube	voltage	and	40	mA	current.	The	measured	diffraction	peaks	
were	 then	 identified,	 and	 the	 corresponding	mineralogical	 phases	 are	 also	 shown	on	 the	XRD	
spectrum	(Fig.	11).	

3. Results and discussion 

3.1 Surface topography changes in roughness 

Representative	segments	are	 indicated	on	the	cylindrical	surface	of	 the	96‐hour	sample	where	
the	 change	 in	 surface	 roughness	 can	be	 traced	on	both	on	 the	 initial	 and	 the	 corrosion	 tested	
surfaces.	 Surface	1	of	 Sample	No.	3	 at	measurement	position	B	and	angular	position	1	 can	be	
seen	on	Fig.	4.	 It	 can	be	observed	 that	 the	respective	roughness	parameters	show	an	approxi‐
mately	 four‐fold	 increase	after	the	 testing.	The	 investigated	roughness	values	 for	different	salt	
spray	test	durations	are	summarized	in	Table	3,	and	the	values	are	visualized	in	Figs.	5	and	6.	
The	roughness	values	increase	remarkably	as	the	test	duration	time	becomes	longer	(Fig.	6).	
Several	 roughness	 parameters	were	 evaluated	 during	 the	 surface	 roughness	 investigations	 of	
the	 corroded	 and	 then	 handled	 (i.e.	 cleaned	 and	 rust‐freed)	 surfaces,	 namely	 the	 arithmetical	
means	roughness	Ra,	the	maximal	roughness	Rz,	the	root	mean	square	roughness	Rq	and	their	
3D	counterparts.	It	can	be	concluded	from	the	measurement	results	that	all	3D	roughness	values	
are	always	higher.	This	is	because	the	corroded	surface	itself	is	very	inhomogeneous,	as	can	be	
seen	in	Fig.	4.	Here,	Fig	4a	shows	the	initial	surface	(before	the	corrosion	test),	which	has	a	typi‐
cal	ground	surface	topography:	the	surface	has	a	regular	pattern,	which	comes	from	the	grinding	
wheel	structure	and	from	the	applied	processing	parameters.	However,	after	the	corrosion	tests	
and	rust	removal	procedure,	the	character	of	the	surface	significantly	changes:	the	regular	pat‐
tern	has	transformed	into	the	irregular	surface	shown	in	Fig.	4b	because	of	the	previously	men‐
tioned	 surface	 inhomogeneity.	However,	 the	Rz	 values	 and	 their	3D	 counterpart	 Sz	 are	of	 the	
greatest	 interest	during	this	research,	as	 these	values	were	defined	directly	on	the	drawing	as	
surface	quality	requirements.	Therefore,	only	the	Rz	and	Sz	values	are	included	in	Figs.	5	and	6,	
but	the	nature	of	the	change	in	roughness	values	with	the	salt	spray	test	cycle	time	is	very	simi‐
lar	for	the	other	roughness	characteristics	as	well.	

Based	on	the	data	it	can	be	stated	that	the	values	of	the	roughness	parameters	are	on	average	
two	and	a	half	times	higher	(2.5)	after	the	24‐hour	test	compared	to	their	original	values;	they	
increased	approximately	four‐fold	(4.3)	after	96	h	and	more	than	eight‐fold	(8.7)	after	192	hours	
of	salt	spray	testing.	However,	it	is	observed	that	the	values	of	the	3D	roughness	parameters	(Sa,	
Sz,	Sq)	are	on	average	more	than	twice	as	high	as	their	2D	equivalent	(Ra,	Rz,	Rq)	on	the	corrod‐
ed	surfaces.	One	possible	reason	for	this	can	be	that	the	corrosion	appears	crater‐like	at	certain	
points	on	the	surface	and	therefore	has	a	high	surface	inhomogeneity,	which	is	better	detected	
by	3D	roughness	characteristics.	
	

Table	3	Roughness	values	of	the	two	surfaces	for	different	test	durations	
	 Surface	1	 Surface	2	

	 Initial	 24 h	 96	h	 192 h Initial 24 h 96	h	 192 h
Ra	 0.587	 1.019	 1.418	 3.658 0.631 1.424 2.167	 2.930
Rz	 5.845	 8.893	 11.387	 23.780 6.053 10.980 16.223	 22.280
Rq	 0.755	 1.333	 1.807	 4.714 0.808 1.777 2.767	 3.938
Sa	 0.648	 1.574	 3.690	 9.998 0.666 2.403 4.317	 7.348
Sz	 6.739	 18.467	 34.633	 74.620 6.773 26.500 42.867	 71.840
Sq	 0.831	 2.172	 4.843	 12.886 0.851 3.243 5.600	 9.378
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(a)	before	 (b)	after	96 h	salt	spray	test	and	rust	removal

Fig.	4	2D	and	3D	roughness	images	and	values	for	Sample	No.	3,	Surface	1,	Measurement	position	B,	Angular	position	1	

 
Fig.	5	Changes	in	Ra,	Rq	and	Sa,	Sq	roughness	parameters	for	the	different	samples	and	
surfaces	before	and	after	NSS	test	

 
Fig.	6	Changes	in	Rz	and	Sz	roughness	parameters	with	salt	spray	test	cycle	time	
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The	quantification	 of	 the	 deviation	 change	 is	 facilitated	by	 the	 introduction	of	 a	 deterioration	
factor:	

௉,௧ܦ ൌ
௉೟ି௉೔
௉೔

∙ 100,	%	 (1)

where:			
ܲ		 Parameter	(e.g.	Rz,	Sz,	CYLp,	CYLv,	CYLt,	RONp,	RONv,	RONt)	
		ݐ Time	(e.g.	24	h,	96	h,	192	h)	
݅		 Refers	to	the	initial	state	

௜ܲ 	means	the	value	of	the	parameter	at	the	initial	(before	the	salt	spray	test)	state.	

Table	4	Values	of	deterioration	of	Rz	and	Sz	roughness	parameter	values	with	duration	of	salt	spray	test	
	 DRz,t,	% DSz,t,	%	

t1	=	24	h	 79.324 286.974	
t2	=	96	h	 213.947 525.978	
t3	=	192	h	 263.874 949.065	

	

3.2 Changing of circularity errors and cylindricity deviations 

Fig.	7	displays	the	change	 in	circularity	error	and	the	cylindricity	deviations	 for	the	 initial	and	
the	 tested	 surface	 in	 the	 cylindrical	 surface	area	of	 the	96‐hour	 sample	 for	 the	 representative	
segments	shown	in	Subsection	3.1.		
The	data	 from	Table	5	shows	 that	 the	 longer	 the	duration	of	 the	salt	 test	was,	 the	greater	 the	
value	of	the	circularity	error	and	the	cylindricity	deviation	after	the	rust	removal.	This	is	observ‐
able	 on	 Fig.	 8	 as	well,	where	 the	 results	 after	 each	 test	 intervals	 are	 compared.	 Fig.	 8	 shows	
changes	of	RONt	and	CYLt	parameters	for	the	96‐hour	salt	spray	test	time	for	Surface	1	(A)	and	
Surface	2	(C)	for	the	three	specimens.		

Similar	 results	 can	be	 found	on	 the	 other	 surfaces	of	 the	 examined	 samples.	 It	 is	 apparent	
from	Fig.	8	that	the	measured	CYLt	peak	to	valley	cylindricity	deviation	and	the	measured	RONt	
roundness	total	error	show	very	similar	values,	both	for	Surface	1	and	for	Surface	2.	In	addition,	
for	 the	24‐hour	and	192‐hour	salt	 spray	 test	 the	deviations	 for	Surface	1	were	 the	greater,	 so	
further	 investigations	are	detailed	only	 for	Surface	1.	Figs.	9	and	10	 illustrate	 the	relationship	
between	the	three	cylindricity	deviation	parameters	for	Surface	1,	as	well	as	the	three	circularity	
error	parameters	and	the	salt	spray	test	cycle	time.	It	is	clear	that	with	the	increase	in	salt	spray	
test	 time,	 the	 nature	 of	 increase	 in	 both	 the	 cylindricity	 deviation	 and	 the	 circularity	 error	 is	
almost	identical.	Applying	Equation	(1),	the	deterioration	factor	can	be	calculated	for	CYLp,	CYLt,	
RONp,	RONt	as	well	(Table	6).	

	
Table	5	Cylindricity	deviation	and	circularity	error	values	of	the	two	surfaces	for	different	test	durations	

Sample	1	 Sample	3	 Sample	5	
Surface	1	 Surface	2	 Surface	1	 Surface	2	 Surface	1	 Surface	2	

Before	
(Initial)	

After	
24	h	

Before	
(Initial)	

After	
24	h	

Before
(Initial)

After
96	h	

Before
(Initial)

After
96	h	

Before
(Initial)

After	
192	h	

Before	
(Initial)	

After
192	h	

RONt	 8.40	 18.37	 3.91	 15.18	 3.37	 44.63 3.63	 48.31 5.93	 70.46	 4.70	 69.94	
RONp	 6.97	 5.44	 2.43	 4.36	 1.92	 15.13 1.81	 16.91 4.32	 24.46	 2.85	 27.02	
RONv	 1.44	 12.97	 1.48	 10.82	 1.46	 29.51 1.82	 31.60 1.61	 38.72	 1.85	 42.91	
CYLt	 4.65	 33.11	 6.28	 20.57	 4.13	 55.64 5.23	 64.02 8.60	 90.33	 31.47	 76.57	
CYLp	 3.13	 12.39	 4.02	 4.80	 2.41	 17.12 2.64	 18.85 6.44	 33.54	 28.76	 25.17	
CYLv	 1.52	 20.72	 2.26	 15.77	 1.72	 38.56 2.60	 42.17 2.16	 56.79	 2.71	 51.39	
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Before	(initial	state)	 After	96	h	salt	spray	test	and	rust	removal	

	 	

	 	

			Fig.	7	Circularity	and	cylindricity	deviation	images	and	values	for	Sample	No.	3,	Surface	1	(Measurement	position	B	
			for	the	circularity	figures)	

Fig.	8	Change	in	RONt	roundness	total	error	and	CYLt	peak	to	valley	cylindricity	deviation	parameters	for	
the	96‐hour	salt	spray	cycle	time	for	various	samples	

RONt	 3.06	 µm	

RONp	 1.69	 µm	

RONv	 1.37	 µm	
 

RONt	 49.91	 µm	

RONp	 14.14	 µm	

RONv	 35.77	 µm	

CYLt	 4.13	 µm	

CYLp	 2.41	 µm	

CYLv	 1.72	 µm	
 

CYLt	 55.64	 µm	

CYLp	 17.12	 µm	

CYLv	 38.56	 µm	
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Table	6	Values	of	deterioration	of	cylindricity	deviation	(CYLp	and	CYLt)	and	circularity	error	(RONp	and	RONt)	
values	with	duration	of	salt	spray	test	

	 DCYLp,t,	%	 DCYLt,t,	% DRONp,t,	% DRONt,t,	%
t1	=	24	h	 210.53	 471.85 23.64 211.36
t2	=	96	h	 329.07	 860.97 178.13 656.44
t3	=	192	h	 740.60	 1460.10 455.91 1094.24

	

Fig.	9	Relation	between	CYLp,	CYLv	and	CYLt	cylindrical	errors	and	salt	spray	cycle	time,	Surface	1	
	

Fig.	10	Relation	between	RONp,	RONv	and	RONt	circular	error	parameters	
and	salt	spray	cycle	time,	Surface	1	

	

We	 found	that	 the	value	of	 the	deterioration	 factor	 for	CYLt	becomes	approximately	3.1	 times	
higher	when	 the	 salt	 spray	 test	 time	was	192	hours	 related	 to	 the	value	which	 resulted	at	24	
hours.	This	ratio	is	approximately	5.2	when	examining	the	RONt	circularity	error	parameter.	

3.3 Surface corrosion products (Fe‐Cr‐O‐OH phases) 

Smooth	and	reliable	operation	of	any	machine	part	requires	special	attention	also	to	the	risk	of	
chemical	 surface	 degradation,	 and	 hence	 deformation	 due	 to	 corrosion.	 The	 changing	 rate	 of	
corrosion	with	exposure	time	and	the	many	different	forms	of	corrosion	products	–	even	in	the	
“simple”	case	of	 iron	base	alloys	–	 increases	 the	 importance	of	 testing	actual	examples	closely	
related	 to	 industrial	 applications	of	 steels.	 The	 tested	 type	of	 common	carbon	 steel	was	addi‐
tionally	alloyed	with	 chromium,	an	element	whose	chemical	 affinity	 to	oxygen	 is	much	higher	
than	 that	 of	 iron.	 For	 the	 simplest	 cases,	 i.e.	 after	 calculating	 [17]	 the	 relevant	 standard	 for‐
mation	Gibbs	energies	(ΔGᶱ)	of	the	two	metal	trioxides	at	25	ᵒC,	it	was	found	that	ΔGᶱ(Cr2O3)	≈	
‐1053	kJ/mol	and	ΔGᶱ(Fe2O3)	≈	‐741	kJ/mol,	so	it	is	not	surprising	that	oxide	components	con‐
taining	chromium	were	also	found	amongst	the	corrosion	products.	While	studying	the	influence	
of	chromium	on	the	flow‐accelerated	corrosion	behaviour	of	four	different	low	alloy	steels	(C	≈	
0.08	%,	and	Cr	≈	0,	0.5,	2,	and	5	%,	respectively)	in	3.5	%	NaCl	solution,	Jiang	et	al.	[18]	observed	
no	 significant	 difference	 in	 weight	 loss	 between	 the	 carbon	 steel	 and	 Cr‐containing	 steels	 in	
stagnant	solution;	however,	with	 flowing	(0…2.4	m/s)	solutions	the	carbon	steel	exhibited	the	
highest	weight	loss.	Among	the	corrosion	products	they	could	identify	the	following	major	phas‐
es:	FeOOH/Fe(OH)3	,	γ‐FeOOH,	α‐FeOOH	and	FeCr2O4	by	Raman	spectroscopy,	while	XPS	analy‐
sis	 revealed	 the	 presence	 of	 other	 chromium(III)	 oxides	 and	 hydroxides	 (Cr(OH)3,	 CrOOH)	 in	
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addition	to	the	iron	chromite	(FeCr2O4).	They	also	mention	some	kind	of	chromium	enrichment	
of	the	corrosion	products,	which	is	in	line	with	our	EDS	results	observed	at	the	more	extensively	
rusted	spots	of	the	tested	Cr‐containing	carbon	steel	axle.	At	these	spots	a	stronger	adhesion	of	
the	Cr‐containing	corrosion	products	can	also	be	assumed.	

In	the	salt	spray	environment	(i.e.	in	the	NSS	chamber)	quite	many	insoluble	corrosion	prod‐
ucts	containing	 iron	were	formed	together	with	some	encapsulated	water	soluble	components	
(like	NaCl),	which	 could	 be	 detected	 and	 identified	 by	 the	 applied	 x‐ray	 diffraction	 technique	
(Fig.	11).	
	

	 	 	

	

1	A	 Wt	%	 At	%	

O	 1.44	 4.84	

Cl	 0.34	 0.52	

Cr	 1.36	 1.40	

Mn	 1.23	 1.20	

Fe	 95.63	 92.03	
	

1	B	 Wt	%	 At	%	

O	 25.03	 53.54	

Cl	 0.28	 0.27	

Cr	 1.69	 1.45	

Mn	 0.47	 0.29	

Fe	 72.17	 44.22	
	

2		 Wt	%	 At	%	

O	 14.75	 36.88	

Cl	 4.43	 5.00	

Cr	 3.50	 2.70	

Mn	 1.09	 0.79	

Fe	 76.24	 54.63	
 

 

Fig.	11	SEM	images	and	EDS	microprobe	analysis	taken	at	points	1A,	1B,	and	2	(above)	and	the	chemical	compounds	
(phases)	observed	by	X‐ray	diffraction	at	the	corroded	specimen	surface	kept	in	NSS	testing	chamber	for	96	hours	

A	

B

1	 2
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Distribution	of	the	corrosion	products	formed	on	the	cylindrical	surface	is	rather	uneven	and	the	
presence	of	chloride	was	detected	by	means	of	EDS	microprobe	analysis.	In	the	X‐ray	diffraction	
peaks	iron	(III)	chloride	and	‐oxychloride	could	be	clearly	identified	together	with	some	NaCl(s)	
inclusions	(halite	crystals).	This	reflects	well	the	widely	stated	contribution	and	strong	influence	
of	the	chloride	ions	in	the	corrosion	mechanism	of	many	metals	in	an	aqueous	environment	in	
contact	with	air	[19].	At	least	part	of	the	highly	water‐soluble	metal	chlorides	–	often	formed	as	
chloride	intermediates	during	a	rather	complex	surface	oxidation	process	of	an	iron	base	alloy	–	
will	migrate	and	can	also	be	washed	away	from	the	corroding	interface	(anodic	local	areas)	by	
moving	 streams	 of	 the	 liquid	 environment.	 This	 effect	 can	 also	 reduce	 somewhat	 the	 overall	
growth	rate	of	the	often	only	 loosely	adhered	non‐soluble	corrosion	products	of	the	otherwise	
highly	porous	rust	layer(s).	After	careful	removal	of	the	adhered	rust	from	the	corroded	speci‐
mens,	the	exposed	remaining	topography	of	the	bare	metal	also	revealed	the	uneven	formation	
of	rust	with	varied	chemical	composition.	

As	to	the	roughness	of	the	surface,	 it	can	be	stated	that	with	the	increase	in	the	duration	of	
the	corrosion	tests,	the	roughness	of	the	corroded	surface	increases.	However,	the	roughness	of	
the	corroded	surface	can	be	measured	only	after	the	proper	corrosion	removal	procedure,	which	
has	a	significant	effect	on	the	surface	topography	as	well.	Therefore,	the	careful	selection	of	the	
proper	corrosion	removal	procedure	is	important.	

4. Conclusions 

Based	on	our	extensive	and	detailed	experimental	studies	the	following	major	conclusions	could	
be	drawn:	 

 Neutral	salt	 spray	(NSS)	corrosion	 testing	of	a	precision	machined	cylindrical	chromium	
alloyed	steel	shaft	revealed	uneven	surface	degradation.		

 Hence,	in	addition	to	identification	of	the	surface	corrosion	products	(listed	in	Fig.	11),	ex‐
periments	revealed	that	it	is	very	important	to	determine	also	a	detailed	surface	topogra‐
phy	for	the	type	of	machine	components	due	to	their	rather	complex	nature	and	the	une‐
ven	degradation	mechanism	of	the	tested	environment.		

 It	was	also	observed	that	the	initial	roughness	of	 the	surface	affects	 its	corrosion	behav‐
iour	during	NSS	testing.	On	the	basis	of	the	measured	data	it	can	be	stated	that	the	values	
of	the	roughness	parameters	were	two	and	a	half	times	higher	(2.5)	after	the	24‐hour	test;	
those	were	increased	four‐fold	(4.3)	after	the	96‐hour	test	and	more	than	eight‐fold	after	
192	hours	(8.7).	It	was	observed	that	the	values	of	the	3D	roughness	parameters	(Sa,	Sz,	
Sq)	are	on	average	twice	as	high	as	their	2D	equivalents	(Ra,	Rz,	Rq)	on	the	corroded	sur‐
faces.	This	 is	because	corrosion	appears	as	small	craters	at	certain	points	on	the	surface	
and	therefore	the	surface	has	high	inhomogeneity,	which	is	better	detected	by	3D	rough‐
ness	characteristics.	

 Moreover,	the	NSS	medium	affects	not	only	the	roughness	parameters	but	the	form	errors	
of	the	steel	shaft	as	well.	 It	was	determined	that	the	value	of	the	deterioration	factor	 for	
CYLt	becomes	approximately	3.1	times	higher	when	the	salt	spray	test	time	is	192	hours	
related	to	the	value	which	resulted	at	24	hours.	This	ratio	is	approximately	5.2	when	ex‐
amining	the	RONt	circularity	error	parameter.	

 The	 investigations	 presented	 in	 the	 paper	 may	 help	 automotive	 companies	 to	 become	
more	 aware	 of	 the	 nature	 of	 corrosion	 on	 surfaces	 and	 to	 produce	 more	 corrosion‐
resistant	components.	
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A B S T R A C T	   A R T I C L E   I N F O	

To	compete	in	total	global	market,	product	quality	has	attracted	the	attention	
of	manufacturers	as	an	important	mean	of	product	differentiation.	As	effective	
product	 quality	 prediction	method	 is	 the	 key	 technology	 for	 quality	 control	
system,	a	new	prediction	model	and	calculation	method	inspired	by	the	grey	
system	theory	is	proposed	in	this	paper.	Our	practical	evaluation	shows	that	
the	 quality	 of	 complex	 equipment	 was	 improved.	 Firstly,	 a	 new	method	 of	
grey	forecasting	model	for	complex	equipment	was	proposed,	and	the	princi‐
ple	 and	method	of	 grey	predictive	model	with	 several	 variables	were	 intro‐
duced.	Secondly,	this	article	discussed	grey	system	theory	model	and	showed	
how	 to	use	 it	 in	 the	 forecasting	process.	Then,	 the	quality	prediction	model	
and	 method	 using	 grey	 theory	 were	 set	 up	 with	 quality	 characteristics	 of	
cutting	 tools	 for	 Computer	 Numerical	 Control	 (CNC)	 machine	 tool.	 Finally,	
analysis	 of	 the	 test	 system	 showed	 that	 the	 applied	 predicting	 model	 and	
method	 were	 feasible	 and	 effective.	 This	 new	method	 is	 also	 applicable	 to	
predict	 product	 quality	 of	 other	 complex	 electromechanical	 products	which	
are	composed	a	number	of	systems	and	subsystems. 
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1. Introduction 

Improving	 design	 and	 manufacturing	 quality	 are	 the	 reasons	 for	 the	 development	 of	 quality	
standard	evaluation	process	of	complex	equipment	production	in	the	world.	Complex	equipment	
quality	prediction	is	an	important	means	for	understanding	the	developmental	tendency	of	elec‐
tronic	products.	Product	quality	prediction	using	performance	characteristics	represents	a	diffi‐
cult	controllable	variable	 in	complex	engineering	environments.	Due	 to	quality	characteristics,	
quality	control,	production	technology	and	the	technical	conditions	in	engineering	system	prac‐
tice,	it	is	possible	for	errors	to	occur	during	product	development	and	manufacturing	processes	
[1].	The	quality	prediction	phase	is	hence	an	important	part	of	the	manufacturing	process,	where	
emphasis	 is	 placed	 on	 managing	 resources	 and	 controlling	 operations	 to	 optimize	 costs	 and	
quality	 [2].	 Therefore,	 a	 new	 quality	 predicting	 model	 and	 calculation	 method	 for	 complex	
equipment	based	on	quality	 characteristics	of	 engineering	 system	should	be	 identified	 for	 im‐
proving	product	quality	under	all	foreseeable	situations.	

In	this	paper,	a	new	model	and	calculation	method	has	been	perfected	to	predict	production	
quality	for	complex	equipment	before	actual	implementation	in	manufacturing	process	[3].	Us‐
ing	analysis	and	prediction	methods	to	do	quality	management	and	prediction	work	has	become	
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general	knowledge	in	many	fields	[4].	Boosting	quality	prediction	in	manufacturing	enterprises	
and	 advancing	 their	 quality	 management	 level	 have	 become	 the	 basic	 direction	 of	 complex	
equipment	manufacturing	 industry	 [5].	This	also	helps	product	designers	 in	 their	design	deci‐
sion‐making	by	providing	sufficient	feedback	information	on	capability	and	level	of	manufactur‐
ing	quality	[6].	Based	on	numerous	survey	results,	this	paper	analyzed	the	current	status	of	qual‐
ity	 prediction	 in	 the	manufacturing	 industry	 and	 proposed	 new	 quality	 prediction	model	 and	
calculation	method	using	grey	system	theory	[7].	

The	application	of	grey	 system	 theory	 in	 complex	equipment	quality	prediction	 is	very	 im‐
portant	 and	 useful.	 In	 this	 paper,	 we	 developed	 a	 fundamental	 model	 providing	 supports	 on	
product	quality	prediction	of	 complex	equipment	associated	with	a	particular	 sampling	policy	
for	a	manufacturing	system	[8].	Real‐time	and	accurate	short‐term	quality	 forecasting	had	be‐
come	 a	 critical	 matter	 in	 intelligent	 engineering	 systems.	 In	 this	 paper,	 the	 current	 complex	
equipment	quality	prediction	methods	were	systematically	summarized,	and	the	main	contents	
of	grey	system	were	elaborated.	In	addition,	the	grey	system	theory	model	was	used	for	complex	
equipment	quality	prediction.	Finally,	an	ensemble	data	assimilation	procedure	was	developed	
and	evaluated	for	the	quality	prediction	model.	

Based	 on	 quality	 prediction	models	 and	methods	 have	 been	 discussed	 in	many	 literatures	
and	a	lot	of	effective	techniques	and	algorithms	in	the	last	20	years.	A	methodology	for	sorting	
raw	materials	into	homogenous	groups	with	constant	and	optimized	processing	is	presented	to	
the	most	important	factors	causing	unstable	end‐product	quality	by	the	fuzzy‐c‐means	algorithm	
[9].	This	paper	has	presented	a	simple	data‐based	method	in	which	measurements	of	other	pro‐
cess	 variables	 are	 related	 to	 product	 quality,	 which	were	 predicted	 recursively	 based	 on	 the	
measurements	of	 reactor	 cooling	 rate	 [10].	A	 reliable	model	 of	 a	process	both	 for	 the	 steady‐
state	and	unsteady‐state	regimes	was	established	to	predict	the	evolution	of	product	composi‐
tion	with	 reliability	 of	 prediction	 and	model	 reduction	 the	 neural	model	 [11].	 A	 novel	 offline	
modeling	for	product	quality	prediction	of	mineral	processing	was	presented	by	using	the	least‐
squares	support	vector	machine	 [12].	This	paper	has	presented	augmented	reality	and	virtual	
reality	as	a	successful	 tool	 in	quality	and	defects	management	 in	construction	 industry	[13].	A	
modeling	 approach	 to	 address	 the	 end‐of‐batch	 product	 quality	 prediction	 problem	 for	 batch	
processes	was	developed	by	using	the	three‐way	data	set	and	the	data	set	through	the	variable	
direction	[14].	20‐lumped	kinetics	model	and	a	linear	partial	least	squares	model	was	applied	to	
the	 on‐line	 aromatics	 yield	 prediction	 for	 a	 commercial	 continuous	 catalyst	 regeneration	 plat	
forming	process	[15].	An	online	product	quality	prediction	method	was	developed	based	on	of‐
fline	clustering	and	online	recognition	of	the	operating	modes	a	nonlinear	dimension	reduction	
method	 and	multi‐mode	 quality	 prediction	method	 [16].	 In	 order	 to	 predict	 software	 quality	
using	a	plain	learner	or	a	boosting	algorithm	which	incorporates	sampling,	this	paper	presented	
the	 proposed	 techniques	 to	 several	 groups	 of	 datasets	 from	 two	 real‐world	 software	 systems	
[17].	A	novel	online	final	product	quality	prediction	scheme	was	proposed	in	this	paper	for	the	
improvement	of	quality	prediction	in	multi‐phase	batch	processes,	which	explored	the	different	
effects	of	process	variables	in	different	phases	on	final	product	quality	[18].	A	developed	model	
was	used	to	predict	final	quality	of	products	in	a	wide	range	of	mineral	content	and	temperature	
treatment	data	using	principal	 component	 analysis	 and	 the	 influence	of	 certain	minerals	 [19].	
This	paper	deals	with	the	prediction	of	wafers	quality	 in	the	semiconductor	industry	based	on	
the	pattern	recognition	principle	by	using	a	historical	data	of	health	indicators	[20].	A	survey	of	
regularized	 linear	 regression	methods	using	 feature	 reduction	and	variable	 selection	methods	
was	presented	to	predict	the	water	quality	using	the	production	equipment	data	and	regression	
parameter	optimization	[21].	The	potential	of	model	predictive	control	on	an	offshore	produc‐
tion	unit	starting	was	presented	to	control	the	gas‐lift	and	ensure	quality	specifications	of	prod‐
ucts	of	primary	processing	of	petroleum	through	computer	simulation	[22].	A	new	methodology	
that	utilizes	 a	 stochastic	model	 to	 capture	 this	 complex	 relationship	 for	better	prediction	 that	
utilizes	a	linear	model	to	represent	the	impact	of	tool	wear	was	approved	to	capture	the	impact	
of	 quality	degradation	 [23].	A	novel	Multi‐Phase	 Support	Vector	Regression	based	 soft	 sensor	
model	for	online	quality	prediction	of	glutamate	concentration	was	presented	by	using	the	pro‐
posed	soft	sensor	model	for	online	product	quality	prediction	[24].	An	improved	maximum	like‐
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lihood	estimation	method	was	presented	to	reliability	modelling	of	CNC	machine	tools	with	en‐
larging	censored	failure	data	[25].	

On	the	basis	of	the	reviewed	documents,	this	paper	has	proposed	the	product	quality	predic‐
tion	model	and	method	of	 complex	equipment	via	grey	system	theory,	and	 tested	and	revised	
the	method	by	 the	empirical	method.	The	 rest	of	 this	paper	 is	organized	as	 follows.	 Section	2	
discusses	 the	 proposed	 quality	 prediction	model	 of	 the	 research,	 and	 calculation	method	 via	
grey	 system	 theory.	 Section	3	discusses	 and	analyzes	 the	 results	of	 experiments	 conducted	 in	
tooling	system	of	CNC	machine	tool.	Finally,	some	useful	conclusions	and	future	work	are	sum‐
marized	in	Section	4.	

2. Materials and methods 

2.1 Proposed quality prediction model 

Aimed	at	process	prediction	in	dynamic	systems,	a	quality	prediction	model	that	meets	the	crite‐
ria	for	forecasting	mechanism	of	time‐varying	quality	characteristics	is	proposed	in	this	article.	
Grey	system	theory	 is	suitable	 for	dynamic	systems	and	 is	popularly	applied	 in	 the	prediction	
realm	[26].	 In	 this	paper,	a	complex	equipment	quality	prediction	model	was	set	up	using	 the	
grey	system	theory	which	provided	quality	assurance	of	engineering	systems.	Here,	an	applica‐
tion	example	on	the	manufacturing	process	of	complex	equipment	was	used	to	validate	the	ef‐
fectiveness	of	the	prediction	process	and	method.	

The	key	to	a	successful	prediction	of	manufacturing	processes	by	mathematical	method	is	the	
selection	of	an	appropriate	model	and	quality	characteristics	of	engineering	system	[27].	A	via‐
ble	solution	of	prediction	system	will	be	essential	based	on	 technology	of	 information	sharing	
and	transparency	in	different	departments	and	business	units	[28].	Based	on	properties	of	com‐
plex	equipment	manufacturing	process,	 the	prediction	model	 in	quality	 control	based	on	gray	
system	theory	is	illustrated	in	Fig.	1.	A	nonparametric	prediction	algorithm	for	the	forecasting	of	
recurrent	random	events	in	complex	engineering	systems	is	expressed	in	the	proposed	quality	
prediction	model.	In	the	former	stage,	the	main	task	of	product	quality	prediction	is	feature	se‐
lection	and	data	preprocessing.	

In	addition,	analysis	and	calculation	are	made	through	the	grey	system	theory	method,	which	
formed	the	basis	for	system	and	quantitative	analysis.	Grey	system	theory	is	an	effective	method	
applicable	 to	 quality	 prediction	when	 samples	 are	 small	 [29].	 Then,	 on	 the	 basis	 of	 analyzing	
engineering	 system	 effluent	 quality	 prediction,	we	 put	 forward	 a	 novel	 predictive	method	 by	
grey	system	model	GM	(1,	1).	The	proposed	forecast	is	a	short‐term	quality	prediction	operation	
and	 is	 important	 for	 fault	prevention	of	 engineering	machineries	 and	prolonging	 their	 service	
life.	 The	proposed	quality	prediction	model	 is	 a	 fine	prediction	mode	 and	method,	which	 fea‐
tures	 automatic	 calculation	 and	 better	 reasonability	 and	 practicability.	 On	 the	 basis	 of	 above	
study,	the	proposed	quality	prediction	model	based	on	grey	system	theory	is	shown	in	Fig.	2.	

 

 
Fig.	1	Quality	prediction	process	and	method	
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Fig.	2	Proposed	quality	prediction	model	via	grey	system	theory	

	
As	seen	in	the	Fig.	2,	the	complex	equipment	quality	prediction	is	an	intelligent	system	based	

on	 related	 research	 in	 this	 study.	 In	 some	ways,	 the	 prediction	 system	 greatly	 improved	 the	
quality	forecasting	and	delivered	a	better	decision	backing	for	quality	management	of	the	manu‐
facturing	industry	[30].	

2.2 Calculation method via grey system theory 

Grey	system	theory	was	firstly	developed	in	1989	and	has	been	used	as	a	qualitative	and	quanti‐
tative	analysis	method	in	a	system	when	available	information	is	uncertain	and	incomplete	[31].	
This	system	has	developed	rapidly	in	recent	years	[32]	and	was	successfully	used	in	the	field	of	
quality	assessment,	risk	forecasting,	information	decision,	etc.	

Generally	 speaking,	 grey	 system	 theory	 includes	 grey	 generating,	 grey	 relational	 analysis,	
grey	 forecasting,	 grey	decision	making	 and	 grey	 control	 [33].	 Grey	predicting	 is	 an	 important	
part	of	grey	system	theory.	Grey	forecasting	is	an	important	part	of	the	grey	system	theory	when	
information	is	imperfect	[34].	The	grey	system	model	GM	(1,	1)	has	been	successfully	applied	to	
many	fields	of	engineering	system;	moreover,	it	has	been	used	in	prediction	realm	[35].		

Grey	prediction	model	GM	(1,	1)	is	applied	to	fit	with	the	data	sequence	of	performance	char‐
acteristics	 in	 engineering	 system.	 Based	 on	 the	 grey	 system	 theory	 and	method,	 a	 prediction	
model	was	devised	to	predict	the	quality	level	in	the	future	was	built.	The	relationship	between	
the	vibration	and	product	quality	prediction	of	complex	equipment	is	analyzed	with	grey	system	
theory	and	a	new	appraisal	method	for	product	quality	prediction	combining	the	qualitative	and	
quantitative	analysis	by	using	the	grey	theory	is	composed	here.		

The	 process	 analysis	 show	 that	 the	 grey	 theory	 is	 of	 optimal	 prediction	 effect	 for	 product	
quality	prediction	of	 complex	equipment.	The	grey	model	GM	(1,	1)	of	grey	system	theory	 for	
product	 quality	 is	 put	 forward,	 and	 it	 provides	 scientific	 basis	 for	 the	 quantitative	 prediction	
result.	The	influence	degree	of	the	different	variables	for	product	quality	prediction	of	complex	
equipment	was	analyzed	by	using	grey	model	GM	(1,	1).	According	 to	 the	prediction	 result	 of	
manufacturing	complex	equipment,	we	analyzed	and	predicted	the	product	quality	in	the	mold‐
ing	process	of	grey	system	theory.	Due	to	currently	shortage	of	grey	system	theory	quality	pre‐
dicting,	an	adaptive	quality	forecasting	method	of	grey	model	GM	(1,	1)	is	presented	here.	The	
differential	equation	of	GM	(1,	1)	is	defined	as:		

ௗೣ
ሺభሻ

ௗ௧
൅ ܽܺሺଵሻ ൌ 	(1)			                                                                      			ݑ

where	ܺሺଵሻ	is	defined	as	an	accumulating	sequence,	and	ܽ, 	can	which	parameters,	estimate	are	ݑ
be	estimated	by	using	least	square	method.	
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(1)	Construction	of	original	sequence	based	on	once	accumulation	method.	The	original	sequence	
is	defined	in	this	paper	as	the	following:	

ܺሺ଴ሻ ൌ ሺܺሺ଴ሻሺ1ሻ, ܺሺ଴ሻሺ2ሻ, ܺሺ଴ሻሺ3ሻ,⋯ , ܺሺ଴ሻሺ݊ሻሻ	                                           	(2)	

where	݅ ൌ 1,2,⋯ , ݊.	Therefore,	the	original	sequence	can	be	generated	by	using	once	accumula‐
tion	in	the	following	equation:	

ܺሺଵሻሺ݅ሻ ൌ ෌ ܺሺ଴ሻሺ݉ሻ
௜
௠ୀଵ

											                                                     		(3)	

(2)	Evaluation	of	parameters	ܽ	and	ݑ	
Based	on	 the	grey	prediction	model	GM	(1,	1),	 the	numerical	values	of	parameters	ܽ, 	be	can	ݑ
calculated	by	using	 the	 generalized	 least	 squares	method.	The	matrix	 and	 some	constants	 are	
defined	as:	

ܣ ൌ

ۏ
ێ
ێ
ۍ െሾܺሺଵሻሺ1ሻ ൅ ܺሺଵሻሺ2ሻሿ/2 1

െሾܺሺଵሻሺ2ሻ ൅ ܺሺଵሻሺ3ሻሿ/2 1
⋮ ⋮

െሾܺሺଵሻሺ݊ െ 1ሻ ൅ ܺሺଵሻሺ݊ሻሿ/2 ے1
ۑ
ۑ
ې
														                                           (4) 

where	the	uncertain	matrix	ܣ	is	norm	bound	and	time‐varying.	The	original	sequence	is	defined	
as:	

௡ݕ ൌ ൣܺሺ଴ሻሺ2ሻ, ܺሺ଴ሻሺ3ሻ,⋯ , ܺሺ଴ሻሺ݊ሻ൧
்													                                           	(5) 

Thus,	an	equation	to	identify	parameters	from	experimental	data	can	be	expressed	as:	

aො ൌ ቂ
a
uቃ ൌ ሺA୘AሻିଵA୘y୬																																																																						ሺ6ሻ	

(3)	Construction	of	the	GM	(1,	1)	mode	
The	GM	 (1,	 1)	model	was	 constructed	 by	 using	 interactions	 and	 dependencies	 between	 these	
elements	by	the	following	forecast	formula:	

	
෠ܺሺଵሻሺ݅ ൅ 1ሻ ൌ ሺܺሺ଴ሻሺ1ሻ െ

௨

௔
ሻ݁ି௔௜ ൅

௨

௔
                                                      	(7) 

	
where	 ෠ܺሺ଴ሻሺ1ሻ ൌ ෠ܺሺଵሻሺ1ሻ,  ෠ܺሺ଴ሻሺ݅ሻ ൌ ෠ܺሺଵሻሺ݅ሻ െ ෠ܺሺଵሻሺ݅ െ 1ሻ, ݅ ൌ 2, 3,⋯ , ݊. 

	

(4)	Verification	of	the	accuracy	of	the	prediction	model	
Using	the	grey	theory,	our	model	accuracy	can	hence	be	compared,	enhance	verified	with	actual	
product	quality	feedback.	By	solving	these	equations,	statistical	expressions	of	expectation	and	
mean	square	covariance	about	eigenvalues	is	given	as	following:	

ܵ଴ ൌ ඥܵ଴
ଶ/ሺ݊ െ 1ሻ                                                                        	(8)	

where	ܵ଴	represents	mean	square	covariance	of	the	prediction	model	system	to	be	minimized	in	
the	next	step:	

ܵ଴
ଶ ൌ ෌ ሾܺሺ଴ሻሺ݅ሻ െ തܺሺ଴ሻሿଶ

௡
௜ୀଵ

                                                               (9) 
 

തܺሺ଴ሻ ൌ ෌ ܺሺ଴ሻሺ݅ሻ
௡
௜ୀଵ

/݊,							݅ ൌ 2, 3,⋯ , ݊                                                  (10) 

(5)	Computation	of	mean‐square	deviation	
This	simplifies	the	situation	in	the	series	ߝሺ଴ሻሺ݅ሻ ൌ ܺሺ଴ሻሺ݅ሻ െ ෠ܺሺ଴ሻሺ݅ሻ	where	the	mean‐square	de‐
viation	was	 calculated.	 In	 general,	 the	 formula	 of	 the	mean‐square	 deviation	 is	 shown	 as	 fol‐
lowed:	

ଵܵ ൌ ඥ ଵܵ
ଶ/ሺ݊ െ 1ሻ                                                                      (11) 

ଵܵ
ଶ ൌ ෍ ሺ଴ሻሺ݅ሻߝൣ െ ሺ̅଴ሻ൧ߝ

ଶ௡

௜ୀଵ
                                                             (12) 

ሺ̅଴ሻߝ ൌ ෌ ሺ଴ሻሺ݅ሻߝ
௡
௜ୀଵ

/݊                                                                 (13) 
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Variance	analysis	revealed	that	the	proposed	method	in	this	paper	is	more	effective	than	tra‐
ditional	 iterative	methods.	To	 test	 the	 exactness	 and	 robustness	 of	 the	 improved	 algorithm,	 a	
variance	ratio	is	used	here	as	a	measure	of	efficiency	as	followed:	

ܿ ൌ ଵܵ/ܵ଴                                                                              (14) 

The	small	probability	of	error	can	be	computed	in	the	same	way:	

݌ ൌ หߝሺ଴ሻሺ݅ሻ െ ሺ̅଴ሻหߝ ൏ 0.6745 ൈ ܵ଴                                                     (15) 

(6)	Determining	the	accuracy	grade	of	prediction	model	
In	Table	1,	we	categorized	the	prediction	accuracy	of	different	model	by	its	small	error	probabil‐
ity	and	variance	ratio.	Accordingly,	the	prediction	model	GM	(1,	1)	is	in	the	Accuracy	grade	I	cat‐
egory	with	its	reliable	forecast	result.	
	

Table	1 Grade	specification	of	prediction	accuracy 
Accuracy	grade	 Precision	grade	 Values	of	small	error	probability Values	of	variance	ratio

Ⅰ	 Very	good	 ൐ 0.95	 ൏ 0.35	
Ⅱ	 Good	 ൐ 0.80	 ൏ 0.50	
Ⅲ	 General	 ൐ 0.70	 ൏ 0.65	
Ⅳ	 Unqualified	 ൑ 0.70	 ൒ 0.65	

(7)	Forecasting	using	obtained	prediction	model	
Computation	results	were	compared	with	experimental	 findings,	verifying	 that	 this	model	 can	
accurately	predict	product	quality.	 If	 the	resultant	 test	 is	 found	 to	be	acceptable,	existing	data	
can	be	transformed	into	numerical	prediction	for	future	data,	which	is	calculated	as:	

෠ܺሺ଴ሻሺ݊ ൅ 1ሻ ൌ ෠ܺሺଵሻሺ݊ ൅ 1ሻ െ ෠ܺሺଵሻሺ݊ሻ                                                   (16) 

෠ܺሺ଴ሻሺ݊ ൅ 2ሻ ൌ ෠ܺሺଵሻሺ݊ ൅ 2ሻ െ ෠ܺሺଵሻሺ݊ ൅ 1ሻ                                               (17) 

where	ܺሺ଴ሻሺ݊ ൅ 1ሻ	and	ܺሺ଴ሻሺ݊ ൅ 2ሻ	are	 established	 by	 comparing	 predicted	 values	 with	 actual	
data.	The	predicted	values	should	be	arranged	according	to	the	given	test	set	order.	The	forecast	
data	of	grey	prediction	GM	(1,	1)	were	used	as	the	input	variable	with	real	life	results	as	output.	

3. A case study 

The	application	of	grey	system	are	introduced	in	this	case	study,	the	quality	prediction	problem	
of	cutting	tools	for	CNC	machine	tool	of	five	axes	simultaneous	moving	are	also	described.	The	
grey	system	modeling	 is	applied	on	evaluation	of	 the	structural	and	mechanical	 failure	of	CNC	
machine	tool	with	the	consideration	of	quality	characteristics.	To	ensure	better	forecast	accura‐
cy,	many	satisfactory	forecasting	methods	are	assessed	as	the	base	of	product	quality	prediction	
model	of	CNC	machine	tool.	The	cutting	tools	system	is	an	important	bridge	that	 links	the	ma‐
chine	tool	and	the	workpiece.	The	quality	of	cutting	tools	strongly	influences	the	machining	ac‐
curacy	 of	 the	workpiece.	 This	 paper	 expounds	 the	 value	 of	multiple	 quality	 characteristics	 to	
cutting	tools	in	China	manufacturing	enterprises.	The	operation	system	of	cutting	tools	for	CNC	
machine	tool	is	shown	in	Fig.	3.	

The	quality	characteristics	of	cutting	tools	for	CNC	machine	tool	are	obtained	through	static	
analysis	and	laboratory	tests.	The	extraction	of	quality	characteristics	of	cutting	tools	has	great	
importance	during	the	normal	operation	of	CNC	machine	tool.	As	a	result	of	this	processing,	the	
quality	prediction	 is	more	useful	 for	human	and	machine	perception	 in	 further	manufacturing	
process	 tasks.	 In	 this	 paper,	 we	 review	 the	 present	 research	 and	 key	 techniques	 for	 process	
quality,	 including	the	preprocessing	methods,	 feature	extraction	and	classifier	design	methods.	
Based	on	the	proposed	prediction	GM	(1,	1)	model	of	grey	system,	the	mechanical	properties	and	
quality	characteristics	of	cutting	tools	for	CNC	machine	tool	in	this	article	are	listed	in	Table	2.	
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Fig.	3	Operation	system	of	cutting	tools	for	CNC	machine	tool	

 
Table	2	Mechanical	properties	and	quality	characteristics	of	cutting	tools 

Number	
MTBF	 Hardness	 Bending	strength	 Fracture	toughness	 Elasticity	modulus	
hour	 HRA	 MPa	 MPa⋅ ݉ଵ ଶ⁄ 	 GPa	

1	 921.56	 93.6	 650	 7.52	 508	
2	 928.12	 93.5	 660	 7.58	 512	
3	 932.87	 94.2	 655	 8.21	 522	
4	 938.43	 94.3	 720	 8.53	 530	
5	 942.35	 94.9	 745	 8.43	 541	
6	 948.24	 94.7	 750	 8.53	 528	

	
Moreover,	the	focus	of	this	case	study	is	on	the	quality	prediction	method	of	cutting	tools	of	

CNC	machine	tool	based	on	the	five	quality	characteristics,	including	mean	time	between	failures	
(MTBF),	hardness,	bending	strength,	fracture	toughness	and	elasticity	modulus.	The	quality	cri‐
terion	 of	 MTBF	 is	 used	 widely	 for	 qualitative	 assessment.	 One	 effective	 way	 of	 describing	
strength	of	 cutting	 tools	 is	 in	 terms	of	 hardness.	Additionally,	 the	bending	 strength	 of	 cutting	
tools	was	also	explained.	The	fracture	toughness	of	material	was	adequate	to	ensure	operation	
quality	of	the	cutting	tools.	The	elasticity	modulus	of	cutting	tools	can	be	obtained	by	using	ex‐
perimental	testing	with	analysis	and	inference	methods.		

Table	 2	 compares	 quality	 characteristics	 of	 cutting	 tools	 based	 on	 key	 aspect	 of	 hardness,	
bending	 strength,	 fracture	 toughness	 and	 elastic	modulus	 that	 affect	 the	 performance	 of	ma‐
chine	tools.	From	the	original	sequence	derived	previously	based	on	grey	system	GM	(1,	1),	we	
can	get:	

ܺሺ଴ሻ ൌ ሺܺሺ଴ሻሺ1ሻ, ܺሺ଴ሻሺ2ሻ,⋯ , ܺሺ଴ሻሺ6ሻሻ 	ൌ 	 ሺ921.56, 928.12, 932.87, 938.43, 942.35, 948.24ሻ	

Based	on	Eq.	3,	the	original	sequence	can	be	computed	by	using	once	accumulation	as	summa‐
rized	below:	

ܺሺଵሻ ൌ ሺܺሺଵሻሺ1ሻ, ܺሺଵሻሺ2ሻ,⋯ , ܺሺଵሻሺ6ሻሻ ൌ 	 ሺ921.56, 1849.68, 2782.55, 3720.98, 4663.33, 5611.57ሻ	

Then,	the	uncertain	matrix	ܣ	is	given	by	Eq.	4	in	the	following:	

ܣ ൌ

ۏ
ێ
ێ
ێ
ۍ
െ1385.62 1
െ2316.12 1
െ3251.77 1
െ4192.16 1
െ5137.45 1ے

ۑ
ۑ
ۑ
ې
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Based	on	Eq.	5,	the	original	sequence	drawn	from	matrix	A	and	the	data	from	Table	2	are	rep‐
resented	as	shown	below:

  ௡ݕ ൌ

ۏ
ێ
ێ
ێ
ۍ
928.12
932.87
938.43
942.35
ے948.24

ۑ
ۑ
ۑ
ې

 

Then,	the	numerical	values	can	be	mixed	and	matched	to	create	the	appropriate	combination	
for	grey	system	theory.	That	is	the	key	to	computation	in	practice.	The	calculation	process	from	
this	simplified	theory	of	this	new	method	is	hence	reported	as	followed.	
	

ܣ்ܣ ൌ ቂ61825863.1394 െ16283.1050
െ16283.1050 5.0000

ቃ 
 

ሺܣ்ܣሻିଵ ൌ ቂ0.00000011 0.00037016
0.00037016 1.40545883

ቃ 

On	the	other	hand,	a	structurally	simple	equation	to	identify	parameters	from	experimental	
data	can	be	obtained	by	using	Eq.	6:	

ොܽ ൌ ቂ
ܽ
ቃݑ ൌ ሺܣ்ܣሻିଵݕ்ܣ௡ ൌ ቂെ0.00530

920.73885
ቃ 

As	mentioned	above,	the	relationship	between	ܽ	and	ݑ	is	the	following:	
ݑ
ܽ
ൌ െ58.71186551 

So,	the	grey	system	GM	(1,	1)	is	obtained	based	on	Eq.	7:	

෠ܺሺଵሻሺ݅ ൅ 1ሻ ൌ 174615.0889݁଴.଴଴ହଷ௜ െ 58.71186551 

Then,	 the	 accuracy	of	 the	prediction	model	 can	be	 checked	 in	 the	 following	procedure.	The	
mean	square	covariance	about	eigenvalues	is	expressed	as:	

തܺሺ଴ሻ ൌ
෍ ௑ሺబሻሺ௜ሻ

೙

೔సభ

௡
	=	935.2617	

ܵ଴ ൌ ටܵ଴
ଶ/ሺ݊ െ 1ሻ ൌ 9.728	

The	relation	between	the	number	of	sampling	points	and	remainder	error	is	presented	in	this	
paper.	Then,	the	choice	is	between	original	value	and	a	processed	value.	The	results	of	the	com‐
putations	by	using	grey	system	are	tabulated	in	Table	3.	

	
Table	3	Predicted	value	residual	error	of	prediction	model	

Number	 Original	value	 Predicted	value Residual	error Relative	error	
No.	 ܺሺ଴ሻሺ݅ሻ	 തܺሺ଴ሻሺ݅ሻ	 	ሺ଴ሻሺ݅ሻߝ (％)	
1	 921.56	 921.5600 0 0	
2	 928.12	 928.0817 0.038338 0.0041%	
3	 932.87	 933.0144 ‐0.14443 ‐0.0155%	
4	 938.43	 937.9734 0.456586 0.0487%	
5	 942.35	 942.9588 ‐0.60876 ‐0.0646%	
6	 948.24	 947.9706 0.269405 0.0284%	

	
From	the	comparison	sheet,	the	main	factor	influencing	accuracy	of	product	quality	forecasting	

is	the	uncertainty	of	original	value	for	CNC	machine	tool.	GM	(1,	1)	model	method	can	meet	the	
demand	of	forecasting	while	with	less	original	data	at	high	accuracy.	To	counter	the	fluctuating	
case	of	original	data,	the	forecasting	precision	can	be	achieved	by	using	the	model	of	GM	(1,	1)	of	
grey	system	theory.	The	forecast	result	of	high	precision	was	got	in	forecast	of	quality	prediction	
of	CNC	machine	tool	via	GM	(1,1)	model	by	means	of	selecting	revision	of	residual	error,	which	
was	shown	in	Fig.	4.	
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Fig.	4	Comparison	chart	of	original	value	and	predicted	value	

	
In	addition,	the	formula	for	the	mean‐square	deviation	is	given	by:	

ሺ̅଴ሻߝ ൌ
ଵ

଺
෌ ሺ଴ሻሺ݅ሻߝ

଺
௜ୀଵ

ൌ 0.0019,	 ଵܵ ൌ ඥ ଵܵ
ଶ/ሺ6 െ 1ሻ ൌ 0.3671	

In	the	next	step,	the	variance	ratio	can	be	given	by	Eqs.	14	and	15	in	the	following	formula:	

ܿ ൌ ଵܵ/ܵ଴ ൌ 0.3671/9.7281 ൌ 0.0377,  0.6475 ൈ ܵ଴ ൌ 0.6475 ൈ 9.7281 ൌ 6.2989 

Then,	the	small	probability	of	error	can	be	computed	through	the	following:	

݌ ൌ ሺ଴ሻሺ݅ሻߝ| െ |ሺ̅଴ሻߝ ൏ 6.2989	

ሺ଴ሻሺ1ሻߝ|																					 െ ሺ̅଴ሻ|＝0.0019ߝ ൏ ሺ଴ሻሺ2ሻߝ|	,6.2989 െ ሺ̅଴ሻ|＝0.0365ߝ ൏ 6.2989	

ሺ଴ሻሺ3ሻߝ|																					 െ ሺ̅଴ሻ|＝0.1463ߝ ൏ ሺ଴ሻሺ4ሻߝ|	,6.2989 െ ሺ̅଴ሻ|＝0.4547ߝ ൏ 6.2989	

ሺ଴ሻሺ5ሻߝ|																					 െ ሺ̅଴ሻ|＝0.6106ߝ ൏ ሺ଴ሻሺ6ሻߝ|	,6.2989 െ ሺ̅଴ሻ|＝0.2675ߝ ൏ 6.2989	

Based	on	the	variance	ratio	and	the	data	from	Table	1,	it	can	be	concluded	that	these	forecast‐
ing	models	are	acceptable,	ܿ ൌ 0.0377 ൏ ݌	,0.35 ൌ 1.	

Hence	the	model	precision	was	found	to	be	very	good	and	can	be	used	for	forecast.	Thus,	the	
results	of	the	comparison	of	original	data	and	prediction	data	are	displayed	in	Fig.	5.	

The	serial	test	predictive	value	of	four	factors	to	MTBF	was	953.01	hour.	And	the	experiments	
show	 that	 the	 complex	 equipment	quality	prediction	 system	based	on	more	 sensors	 and	 grey	
system	theory	model	 is	efficacious.	Although	this	paper	 focuses	on	CNC	machine	tool,	 the	pro‐
posed	methods	apply	to	other	complex	equipment	as	well.	

 

	
Fig.	5	Contrast	relation	between	original	data	and	prediction	data	
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4. Conclusion 
The quality prediction technique and the numerical prediction method were studied in this arti-
cle. A new algorithm based on grey system theory in the forecasting course is discussed and 
evaluated. We simulated the prediction process as an intelligence system for complex equipment 
as well as took quality characteristics prediction factors as input data and the prediction quanti-
ties as output data. 

This paper also compiled a microcomputer program which deals with the process prediction 
by using grey system theory. Self-adaptive prediction was implemented to promote accuracy of 
predicted results by adjusting input parameters of the engineering system. In order to improve 
the prediction precision, grey system theory model and method were used in these prediction 
processes. The proposed quality prediction model was used to represent past and current quali-
ty characteristics of engineering system and to predict future results of the manufacturing pro-
cess. It is hoped to elevate the prediction technology and quality of complex equipment to better 
serve the manufacturing enterprises. This method can also be used in the field of other complex 
equipment quality prediction and quality target prediction. 

In conclusion, this paper presents calculations based on the data of CNC machine tool using 
grey forecast model. The results of the case study show that the quality level of complex equip-
ment is automated deployment and utility computing. Verification results also showed that the 
quality prediction model could give satisfactory quality prediction accuracy of complex equipment. 
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A B S T R A C T	   A R T I C L E   I N F O	

Due	to	competitive	pressure	and	information	asymmetry,	manufacturers	will	
produce	quality	inspection	avoidance	behaviour	to	gain	short‐term	economic	
benefits,	 but	 this	 behaviour	 affects	 the	 ultimate	 quality	 and	 safety	 of	 the	
product.	 This	 paper	 studies	 the	 two‐echelon	 supply	 chain	 consisting	 of	 a	
manufacturer	and	a	retailer,	and	analyses	whether	the	manufacturer's	quality	
inspection	 avoidance	behaviour	model	 is	 considered	or	 not.	 This	 paper	dis‐
cusses	the	impact	of	quality	inspection	level,	quality	loss	cost,	product	repair	
cost,	product	return	rate	on	the	profit	and	optimal	decision‐making	behaviour
of	both	actors	of	 the	 supply	 chain.	 It	 is	 found	 that	when	 the	manufacturer's	
quality	 inspection	 avoidance	 level	 is	 high,	 the	 increase	 of	 retailer'	 quality	
inspection	effort	level,	manufacturer's	internal	failure	cost,	consumer	product	
return	rate	and	retailer'	external	quality	loss	cost	will	lead	to	the	decrease	of	
manufacturer's	quality	effort	level	instead	of	increasing.	Finally,	the	numerical	
study	 is	 given	 to	 verify	 the	 above	 conclusion,	 and	 analysed	 the	 influence	 of	
different	parameters	on	the	optimal	decision	and	supply	chain	actors	profits.	
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1. Introduction 

Product	 quality	 is	 an	 important	 factor	 that	 affects	 consumers'	 purchase	 intention.	 Nowadays,	
more	 and	 more	 enterprises	 are	 outsourcing	 product	 design	 and	 manufacturing	 activities	 to	
manufacturers,	 and	 the	 price	 competition	 among	 enterprises	 is	 increasingly	 fierce.	 The	 huge	
competitive	 pressure	 requires	manufacturers	 to	 further	 reduce	 production	 cost,	which	 aggra‐
vates	the	incentive	for	manufacturers	to	conduct	production	with	adulterated	quality.	The	most	
commonly	used	measure	of	quality	management	and	control	in	enterprises	is	quality	inspection.	
But	quality	inspection	has	two	major	drawbacks:	(a)	they	are	costly,	and	(b)	they	are	prone	to	
lead	to	quality	inspection	evasion	motivation.	In	recent	years,	there	have	been	many	safety	acci‐
dents	caused	by	product	quality	problems,	such	as	the	2008	Sanlu	milk	powder	illegal	addition	
of	melamine	 incident,	 the	2016	Samsung	Note7	explosion,	 and	Toyota	 recall.	 In	 this	 case,	 it	 is	
particularly	important	for	companies	to	compensate	for	returned	products	in	order	to	win	back	
consumers	 [1].	 A	 large	 number	 of	 facts	 show	 that	 some	manufacturers	 conceal	 quality	 infor‐
mation	and	successfully	avoid	the	inspection	of	buyers,	industries	and	even	countries.	In	order	
to	control	the	quality	of	the	products	in	the	supply	chain,	it	is	necessary	to	coordinate	the	supply	
chain	 so	 that	 every	participating	 enterprise	 in	 the	 supply	 chain	 is	willing	 to	 strive	 to	 provide	
qualified	 products	 for	 customers.	 Jeong	 et	al.	 [2]	 believes	 that	 the	 improvement	 of	 quality	 is	
conducive	to	the	development	of	long‐term	cooperative	relations	among	supply	chain	members.	
In	 contrast	 to	 information	 asymmetry,	 information	 symmetry	 can	 benefit	 upstream	 suppliers	
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[3].	In	order	to	achieve	supply	chain	coordination,	various	incentive	strategies	and	supply	chain	
contracts	are	generally	considered	to	reduce	the	occurrence	of	such	quality	and	safety	incidents.	

The	remainder	of	the	study	is	proceeds	as	follows.	Section	2	discusses	the	relevant	literature.	
Section	 3	 develops	 our	 model.	 We	 analysed	 whether	 the	 manufacturer's	 quality	 inspection	
avoidance	behaviour	model	 is	considered	or	not.	 In	Section	4,	 incentive	mechanism	is	put	 for‐
ward	to	influence	the	quality	decision	of	manufacturer.	Section	5	verifies	our	basic	model	with	
results	and	numerical	illustrations.	Section	6	present	conclusions	and	limitations.	

2. Literature review 

Three	streams	of	literature	are	relevant	with	our	research:	(a)	research	on	moral	hazard	caused	
by	quality	control	strategies	in	the	supply	chain,	(b)	research	on	how	to	develop	quality	control	
contract	and	design	quality	incentive	mechanism	in	supply	chain,	(c)	research	on	how	to	imple‐
ment	quality	risk	control	in	the	design	of	supply	chain	quality	contract.	

Gao	at	al.	[4]	established	the	decision‐making	control	model	of	moral	hazard	when	they	stud‐
ied	the	cost	sharing	of	internal	and	external	quality	losses.	Fan	at	al.	[5]	considered	the	issue	of	
corporate	social	responsibility,	and	believed	that	social	responsibility	is	conducive	to	improving	
product	 quality	 and	product	 demand,	while	making	 supply	 chain	 enterprises	more	profitable.	
Liu	at	al.	[6]	believes	that	CSR	cost‐sharing	can	maximize	the	profits	of	the	whole	supply	chain	
and	improve	the	competitiveness	of	supply	chain	members.	Starbird	[7],	in	the	process	of	study‐
ing	 the	design	 of	 supply	 chain	quality	 contract,	 proposed	how	 to	design	 supply	 chain	punish‐
ment,	 reward	 and	 inspection	 strategies,	 and	put	 forward	 the	 quality	 incentive	mechanism	ac‐
cordingly.	Based	on	the	incentive	function	of	punishment	and	reward,	Zhang	at	al.	[8]	proposed	
a	cooperative	mechanism	combining	order	quantity,	penalty	cost	and	bonus.	Chao	at	al.	[9]	con‐
sidered	 the	 problem	 of	 information	 asymmetry	 under	 the	 cost‐sharing	 contract	 of	 recall,	 and	
proposed	how	to	conduct	quality	improvement	incentive	and	contract	design	in	product	recall.	
Lee	 at	al.	 [10]	 studied	 that	 buyback	 and	 revenue‐sharing	 contracts	 could	 not	 achieve	 supply	
chain	coordination	under	the	uncertain	quality	of	manufacturers	and	imperfect	detection	mech‐
anism	of	retailers,	and	put	forward	quality	compensation	contracts.	Hu	at	al.	[11]	think	that	the	
initiative	recall	of	unqualified	products	and	compensation	can	positively	affect	customers'	pur‐
chase	 intention	 in	 the	perspective	of	 service	 recovery.	Huang	at	al.	 [12]	 believes	 that	 offering	
money‐back	guarantee	will	help	improve	quality,	demand,	consumer	surplus	and	retailers'	prof‐
its,	while	reducing	the	return	rate	of	defective	products.	McWilliams	[13]	pointed	out	that	both	
high‐quality	 products	 and	 low‐quality	 products	 have	 the	 power	 to	 provide	 refund	 guarantee,	
and	 the	 refund	 guarantee	 can	 improve	 the	 profit	 level	 of	 low‐quality	 enterprises.	 Zhang	 [14]	
believes	 that	 consumer	 characteristics	 (naive	 or	 sophisticated)	 exert	 subtle	 influence	 on	 the	
seller’s	strategy	choice	between	partial	returns	and	full	returns.	Giannoccaro	and	Pontrandolfo	
[15]	proposed	 that	revenue	sharing	contracts	had	a	coordinating	effect	on	supply	chain	mem‐
bers,	but	Xiao	at	al.	 [16]	 found	that	revenue	sharing	contracts	were	more	beneficial	 to	the	up‐
stream	of	the	supply	chain.	Yan	at	al.	[17]	take	the	quality	level	of	products	provided	by	suppli‐
ers	as	 reference	standard.	 It	 is	 found	 that	 suppliers	and	retailers	will	voluntarily	cooperate	 in	
accordance	with	contracts	to	achieve	balanced	results	when	retailers	pay	same	attention	to	their	
own	earnings	and	 fairness.	Zhu	at	al.	 [18]	 studied	 the	buyer's	determination	of	 the	 inspection	
level	 based	on	 the	 investment	 level	 of	 the	manufacturer's	production	process,	 and	 the	 results	
showed	that	when	the	manufacturer's	investment	level	increased,	the	buyer's	quality	inspection	
level	decreased	significantly.	Babich	and	Tang	[19]	dealt	with	the	adulteration	of	product	quality	
through	the	delayed	payment	mechanism	and	the	detection	mechanism,	and	found	that	the	de‐
tection	mechanism	could	not	completely	prevent	the	adulteration	of	suppliers'	products,	while	
the	delayed	payment	method	could.	Cao	at	al.	[20]	analysed	the	influence	of	product	quality	level	
on	supply	chain	actors	from	the	perspective	of	pricing	and	guarantee	time,	and	found	that	manu‐
facturers	 should	 set	 high	wholesale	 price	 and	 long	 guarantee	 time	 for	 producing	 high‐quality	
products.	When	consumers'	sensitivity	to	warranty	periods	falls	below	the	threshold,	manufac‐
turers	of	low‐quality	products	can	make	more	profit	than	their	competitors.	Cao	at	al.	[21]	com‐
pared	 the	 influence	 of	 deferred	 payment	 mechanism,	 inspection	 mechanism	 and	 traceability	
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mechanism	on	supplier	adulteration.	 It	was	 found	 that	 increasing	 the	buyer's	product	 liability	
cost	 could	 effectively	 reduce	 supplier's	willingness	 to	 adulterate.	 By	 reducing	 inspection	 cost	
and	 traceability	 cost,	 the	 buyer	 could	 better	 restrain	 supplier	 adulteration	 behaviour.	 On	 the	
basis	of	the	existing	research,	this	paper	considers	the	manufacturer's	quality	inspection	evasive	
behaviour,	 discusses	 the	 quality	 decision	 and	 profit	 change	 of	 the	 upstream	 and	 downstream	
members	of	the	supply	chain	in	this	case,	and	further	expands	the	research	on	the	relationship	
between	manufacturer's	quality	management	behaviour	and	supply	chain	performance.	

3. Model formulation and notation 

A	manufacturer	M	and	a	 retailer	R	 form	the	 traditional	 two‐echelon	supply	chain	system.	The	
retailer	purchases	a	certain	number	of	products	from	the	manufacturer,	and	then	sells	them	to	
consumers	 in	 the	market	 for	 economic	 profit.	 In	 order	 to	 ensure	 the	 delivery	 quality	 of	 final	
products,	retailer	conducts	quality	inspection	and	incentive	on	manufacturer	to	avoid	the	cost	of	
quality	 loss	caused	by	potential	quality	risks.	 In	 the	case	of	 limited	retailer'	quality	 inspection	
level	and	information	asymmetry,	manufacturer	will	invest	a	certain	cost	to	avoid	retailer'	quali‐
ty	inspection,	so	as	to	obtain	greater	profits	in	short	term.	The	notation	used	in	this	paper	is	giv‐
en	in	Table	1.	

Supposing	the	manufacturer's	quality	effort	level	is	ݔ,	the	manufacturer's	evasive	inspection	
effort	level	݄,	and	the	retailer's	quality	test	effort	level	ݕ,	where	ݔ,	݄	and	ݕ ∈ ሺ0,1ሻ	correspond	to	
the	product	quality	qualification	rate,	the	success	rate	of	evasive	inspection,	and	the	success	rate	
of	quality	inspection,	respectively.	Hypothesis	the	inspection	of	retailer	can	correctly	identify	the	
products	without	defects,	but	there	is	a	certain	probability	of	accepting	the	defective	products.	If	
the	quality	inspection	is	passed,	the	retailer	will	purchase	a	certain	number	of	products	from	the	
manufacturer	 at	 the	wholesale	price	ݓ	and	 sell	 them	 to	 the	 customer	at	 the	market	price	݌.	 If	
not,	the	product	will	be	repaired	or	reprocessed	by	the	manufacturer	and	then	delivered	to	the	
retailer.	The	reprocessed	product	will	pass	the	quality	inspection	with	probability	1	[4],	and	the	
resulting	internal	failure	cost	is	݉.	The	manufacturer's	unit	production	cost	is	ܿ.	In	addition,	the	
retailer’s	quality	 inspection	level	 is	 limited.	When	customers	 find	low‐quality	products	and	re‐
turn	them	to	the	retailer,	the	retailer	will	face	external	quality	loss	cost	ݏ	and	product	return	rate	
	.ݐ Let	

ଵ

ଶ
	,ଶݔܽ

ଵ

ଶ
	,ଶݕܾ and	

ଵ

ଶ
݄݁ଶ	respectively	be	 the	manufacturer’s	quality	effort	 cost	 function,	 the	

retailer’s	quality	 inspection	cost	 function,	and	the	manufacturer’s	quality	 inspection	avoidance	
cost	function.	The	three	cost	functions	are	strictly	convex.	The	higher	the	level	of	product	quali‐
ty,	detection	and	evading	detection,	the	higher	the	cost	it	will	pay.	

Table	1	Model	parameters	and	decision	variables	
Notation	 Description	

	ݔ Manufacturer’s	quality	effort	level	
	ݕ Retailer’s	quality	inspection	effort	level	
݄	 The	evading	level	of	manufacturer's	quality	inspection	
݉	 Internal	failure	cost	per	unit	product	
	ݐ The	possibility	of	return	when	the	customer	receives	a	nonconforming	product	
	݌ The	retail	price	offered	by	the	retailer	to	the	customer	
	ݓ The	wholesale	price	charged	by	a	manufacturer	to	a	retailer	
ܿ	 Manufacturer's	unit	production	cost	
ܽ	 Manufacturer	of	quality	coefficient	
ܾ	 Retailer	coefficient	of	quality	testing	effort	
݁	 Manufacturer	detection	avoidance	effort	coefficient	
	ݏ Cost	of	quality	penalty	faced	by	retailer	
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Research	basic	hypothesis	are:	

(1)	 Both	 the	manufacturer	 and	 the	 retailer	 are	 rational	 decision‐makers,	 risk‐neutral,	 and	
each	pursues	the	maximization	of	expected	profits.	

(2)	 When	the	products	produced	by	the	manufacturer	are	qualified,	 there	 is	no	"rejection"	
phenomenon	in	the	retailer'	quality	inspection.	

(3)	 ݏ ൐ ݌ ൐ ݓ ൐ ܿ.	When	 the	product	 is	 returned,	 the	 retailer	will	not	only	 return	݌	to	 the	
consumers,	but	also	need	some	extra	expenses,	such	as	logistics	cost	and	economic	com‐
pensation.	

(4)	 ܽ ൐ 	݁.	If	the	evading	effort	coefficient	of	the	manufacturer	is	less	than	the	quality	effort	
coefficient	 of	 the	manufacturer,	 the	manufacturer	will	 have	 the	motive	 of	 evading	 the	
quality	inspection.	

(5)	 ݉ ൏ ݓ െ ܿ.	The	potential	quality	risk	causes	internal	failure	cost	to	the	manufacturer	to	
be	smaller	than	the	expected	income,	so	manufacturer	has	the	motivation	to	avoid	quali‐
ty	inspection.	

(6)	 ܽ ൐ ݉.	When	the	cost	coefficient	of	manufacturer's	quality	effort	is	larger	than	the	cost	of	
manufacturer's	 quality	 loss,	 the	manufacturer	will	 have	 the	motive	 of	 avoiding	 quality	
inspection.	

3.1 Without considering manufacturer’s quality inspection avoidance behaviour (model 1) 

In	terms	of	the	above	model	notations	and	assumption,	the	profits	of	the	manufacturer	and	the	
retailer,	Πெ	and	Πோ	are	defined	as	follows:	

								Πெሺݔሻ ൌ ݓ െ ܿ െ ሺ1 െ ݉ݕሻݔ െ
ଵ

ଶ
	(1)																																																							ଶݔܽ

Πோሺݕሻ ൌ ݌ െ ݓ െ ሺ1 െ ሻሺ1ݕ െ ݏݐሻݔ െ
ଵ

ଶ
	(2)																																																	ଶݕܾ

ሺ1 െ 	to	returned	and	inspection	quality	retailer's	the	passed	not	has	product	the	that	is	݉ݕሻݔ
the	manufacturer	for	repair,	so	that	the	qualified	rate	is	1,	resulting	in	internal	failure	cost	per	
unit	product;ሺ1 െ ሻሺ1ݕ െ ‐de	a	detect	to	fails	who	retailer	a	by	imposed	penalty	external	is	ݏݐሻݔ
fective	product	and	then	flows	to	the	market	and	is	returned	by	the	consumer.	

We	could	have	the	optimal	quality	strategy	of	the	manufacturer	as	ݔො ൌ ܴሺݕሻ ൌ
௬௠

௔
,	and	the	re‐

tailer	as	ݕො ൌ ܴሺݔሻ ൌ
௧௦ሺଵି௫ሻ

௕
.	By	solving	

డஈಾሺ௫ሻ

డ௫
ൌ 0,	

డஈೃሺ௬ሻ

డ௬
ൌ 0,	we	have	manufacturer	and	retailer	

optimal	strategy	

∗ݔ																															 ൌ ௦௧௠

௠௦௧ା௔௕
																																																																													(3)	

∗ݕ																														 ൌ ௔௦௧

௠௦௧ା௔௕
																																																																													(4)	

Proposition	1:	Without	considering	the	manufacturer's	quality	inspection	avoidance	behaviour:		
The	manufacturer's	optimal	quality	effort	 level	ݔ	increases	with	 the	retailer's	 inspection	effort	
level	ݕ.	With	the	increase	of	internal	failure	cost,	external	penalty	and	return	rate,	the	manufac‐
turer's	optimal	quality	level	will	be	improved.	

3.2 Considering the manufacturer's quality inspection avoidance behaviour (model 2) 

The	model	assumes	that	 the	manufacturer	has	the	motivation	to	evade	quality	 inspection,	and	
may	 cheat,	 forge	 or	 bribe	 the	 retailer	 in	 the	 process	 of	 quality	 inspection,	 expecting	 to	 invest	
with	low	quality	cost	and	obtain	excess	economic	profit.	In	this	model,	the	manufacturer	deter‐
mines	its	quality	effort	level	and	quality	inspection	avoidance	level,	and	the	retailer	determines	
the	quality	 inspection	 level	of	 the	manufacturer.	The	behaviour	choices	of	both	actors	are	not	
understood	by	the	other	actor,	and	they	make	independent	decisions	with	the	goal	of	maximiz‐
ing	 their	 own	 economic	 profits.	 Then,	 the	 expected	 profits	 of	 manufacturer	 and	 retailer	 are	
Πெ
ᇱ ሺݔ, ݄ሻ	and	Πோ

ᇱ ሺݕሻ.	
												Πெ

ᇱ ሺݔ, ݄ሻ ൌ ݓ െ ܿ െ ሺ1 െ ሺ1ݕሻݔ െ ݄ሻ݉ െ
ଵ

ଶ
݄݁ଶ െ

ଵ

ଶ
	(5)																																ଶݔܽ

Πோ
ᇱ ሺݕሻ ൌ ݌ െ ݓ െ ሺ1 െ ݕ ൅ ሻሺ1݄ݕ െ ݏݐሻݔ െ

ଵ

ଶ
	(6)																																						ଶݕܾ
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Because	of		
డమஈೃ

ᇲ ሺ௬ሻ

డ௬మ
ൌ െܾ ൏ 0,	Πோ

ᇱ ሺݔሻ	has	the	optimal	solution.	From	Eq.	5	to	find	the	Hessian	

matrix	 about	ݔ	and	݄	for	 the	 manufacturer's	 profit	 function	Πெ
ᇱ ,	 we	 can	 get	HሾΠெ

ᇱ ሺݔ, ݄ሻሿ ൌ

ቂ
െܽ െ݉ݕ
െ݉ݕ െ݁ ቃ.	When	ܽ݁ െ 	.5	Eq.	of	solutions	optimal	the	are	there	ଶ݉ଶ>0,ݕ

By	 solving	
డஈಾ

ᇲ ሺ௫,௛ሻ

డ௫
ൌ 0，	

డஈಾ
ᇲ ሺ௫,௛ሻ

డ௛
ൌ 0，

డஈೃ
ᇲ ሺ௬ሻ

డ௬
ൌ 0,	we	have	manufacturer	 and	 retailer	opti‐

mal	strategy.	

෤ݔ																													 ൌ ௬ሺଵି௛ሻ௠

௔
																																																																																						(7)	

																													 ෨݄ ൌ
ሺଵି௫ሻ௬௠

௘
																																																																																						(8)	

෤ݕ																												 ൌ
ሺଵି௫ሻሺଵି௛ሻ௧௦

௕
																																																																																		(9)	

The	combination	of	the	optimal	strategy	for（ݔ෤， ෨݄，ݕ෤）,	can	achieve	their	maximum	benefit.	

4. Retailer's quality incentives to manufacturer 

This	 chapter	mainly	 considers	 the	problem	of	quality	 incentive	 in	 the	 case	of	quality	 evading.	
Based	on	the	consideration	of	manufacturer's	quality	inspection	evading	behaviour,	it	analyses	
several	common	measures	in	actual	quality	management,	and	whether	there	is	the	possibility	of	
failure	when	the	manufacturer	has	the	motive	of	quality	inspection	evading.	

4.1 incentive effect of quality inspection the level ࢟ 

Generally	speaking,	quality	inspection	can	effectively	improve	the	quality	of	the	manufacturer's	
products.	

Denote	
డஈಾ

ᇲ ሺ௫,௛ሻ

డ௫
ൌ 0，	

డஈಾ
ᇲ ሺ௫,௛ሻ

డ௛
ൌ 0，

డஈೃ
ᇲ ሺ௬ሻ

డ௬
ൌ 0.	We	have		

ሻݕᇱሺݔ																											 ൌ ௘௬௠ି௬మ௠మ

௔௘ି௬మ௠మ 																																																																									(10)	

Denote	
డ௫ᇲሺ௬ሻ

డ௬
ൌ 0.	We	have	

ᇱഥݔ														 ൌ
௠௘൫௬మ௠మିଶ௔௠௬ା௔௘൯

ሺ௔௘ି௬మ௠మሻమ
																																																																				(11)	

Theorem	 1:	When	ݕ ∈ ൬0,
௔ି√௔మି௔௘

௠
൰,	manufacturer’s	 quality	 effort	 level	 increases	with	 the	 re‐

tailer's	 inspection	 level.	When	ݕ ∈ ൬
௔ି√௔మି௔௘

௠
, 1൰,	manufacturer’s	 quality	 effort	 level	 decreases	

with	the	retailer's	inspection	level.	
Quality	inspection	will	always	improve	the	quality	of	the	manufacturer's	products	in	model	1,	

but	in	model	2,	if	the	quality	inspection	exceeds	a	threshold,	the	manufacturer	is	more	willing	to	
use	evasive	methods.	

Denote	
డஈಾ

ᇲమሺ௫,௛ሻ

డ௫డ௬
ൌ 0，	

డஈಾ
ᇲమሺ௫,௛ሻ

డ௛డ௬
ൌ 0.	We	have		

																														
డ௫෤

డ௬
ൌ

௘௠൫ଵିଶ௛෩൯

௔௘ି௬మ௠మ 																																																																															(12)	

డ௛෩

డ௬
ൌ

௔௠ିଶ௠మ௬൫ଵି௛෩൯

௔௘ି௬మ௠మ 																																																																										(13)	

Proposition	2:	If	 ෨݄ ൐ 0.5，then	
డ௫෤

డ௬
൏ 0,	

డ௛෩

డ௬
൐ 0.	

Because	of	ܽ ൐ ݁,	manufacturer'	quality	evasion	motivation	will	always	be	greater	than	its	quality	
effort	level.	When	the	manufacturer	has	high	quality	avoidance	motivation,	the	retailer	will	force	
the	manufacturer	 to	 reduce	 the	 level	 of	 quality	 efforts	 and	 invest	more	 in	 quality	 avoidance.	
Manufacturer	can	ease	the	pressure	on	quality	inspection	and	repair	by	avoiding	methods,	but	
retailer	will	face	more	returns	of	unqualified	products,	seriously	reducing	its	expected	profits.	
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4.2 Incentive effect of internal failure quality cost ࢓ 

The	internal	failure	quality	cost	is	the	repair	of	nonconforming	products,	less	than	the	external	
penalty	cost	flowing	to	the	market,	and	effectively	improves	the	retailer's	expected	revenue.	

Denote	
డஈಾ

ᇲమሺ௫,௛ሻ

డ௫డ௠
ൌ 0，	

డஈಾ
ᇲమሺ௫,௛ሻ

డ௛డ௠
ൌ 0，

డஈೃ
ᇲమሺ௬ሻ

డ௬డ௠
ൌ 0.	We	have		

																		

ە
ۖ
۔

ۖ
ۓ ܽ

డ௫෤

డ௠
ൌ

డ௬෤

డ௠
൫1 െ ෨݄൯݉ െ ෤ݕ

డ௛෩

డ௠
݉ ൅ ෤൫1ݕ െ ෨݄൯

݁
డ௛෩

డ௠
ൌ െ

డ௫෤

డ௠
෤݉ݕ ൅ ሺ1 െ ෤ሻݔ

డ௬෤

డ௠
݉ ൅ ሺ1 െ ෤ݕ෤ሻݔ

ܾ
డ௬෤

డ௠
ൌ െ

డ௫෤

డ௠
൫1 െ ෨݄൯ݏݐ െ ሺ1 െ ෤ሻݔ

డ௛෩

డ௠
ݏݐ െ ܾ

డ௬෤

డ௠

																																							(14)	

Denote	െܽ݉ݔݐݏ෤ െ 5ܾ݉ଶݕ෤ଶ െ ݁ ෨݄݉ݐݏ ൅ ݐݏ݉ܽ ൅ ݐݏ݉݁ ൅ ܾܽ݁ ൌ ܷ,	ܷ ൐	0，we	have:	

ە
ۖ
۔

ۖ
ۓ

డ௛෩

డ௠
ൌ

௔௕௬෤ሺଵିଶ௫෤ሻ

௎
డ௫෤

డ௠
ൌ

௕௘௬෤൫ଵିଶ௛෩൯

௎
డ௬෤

డ௠
ൌ

௔௦௧௬෤ሺ௫෤ିଵሻା௘௦௧௬෤൫௛෩ିଵ൯ାସ௕௠௬෤య

௎

																																																									(15)						

Proposition	 3:	 If	ݔ෤ ൐ 1/2， then	
డ௛෩

డ௠
൏ 0;	 If	ݔ෤ ൏ 1/2，

డ௛෩

డ௠
൐ 0.	 If	 ෨݄ ൐ 1/2， then	

డ௫෤

డ௠
൏ 0.	 If	

෨݄ ൏ 1/2,	then	
డ௫෤

డ௠
൐ 0.	

If	the	quality	level	of	the	product	is	high,	the	increase	in	internal	failure	cost	will	weaken	the	
manufacturer's	motivation	to	avoid	detection,	and	manufacturer	is	more	willing	to	increase	the	
investment	 in	product	quality.	Otherwise,	 the	greater	 the	 loss	of	 internal	quality,	 the	 stronger	
the	 motivation	 to	 avoid	 quality	 inspection.	When	manufacturer	 has	 strong	 quality	 avoidance	
motivation,	internal	failure	cost	will	force	manufacturer	to	reduce	the	level	of	quality	efforts	and	
invest	more	in	quality	inspection	avoidance.	Owing	to	ݔ෤ ൏ 	 ෨݄ 	and	ܽ ൐ 	݁,	the	increase	of	quality	
avoidance	is	larger	than	that	of	quality	effort	at	the	beginning.	If	 ෨݄ ൏ 1/2,	the	increase	of	internal	
failure	quality	cost	will	reduce	the	manufacturer's	profits,	but	the	repair	cost	is	greater	than	the	
investment	of	quality	avoidance	cost.		

4.3 Incentive effect of unqualified product return rate ࢚ 

The	parameter	ݐ	is	the	percentage	of	unqualified	products	accepted	by	the	retailer	but	returned	
by	the	consumers.	As	the	defective	products	return	rate	increase,	expected	benefit	of	the	seller	is	
being	lost	in	the	form	of	compensation	[22].		

Denote	
డஈಾ

ᇲమሺ௫,௛ሻ

డ௫డ௧
ൌ 0，	

డஈಾ
ᇲమሺ௫,௛ሻ

డ௛డ௧
ൌ 0，

డஈೃ
ᇲమሺ௬ሻ

డ௬డ௧
ൌ 0.	We	have:	

																														
డ௬෤

డ௧
ൌ

௔௘௦൫ଵି௫෤ି௛෩൯

௎
																																																																									(16)	

డ௫෤

డ௧
ൌ

௘௠௦ሺଵି௫෤ሻ൫௛෩ିଵ൯൫ଶ௛෩ିଵ൯

௎
																																																																	(17)	

Proposition	 4:	 If	ݔ෤ ൅ ෨݄ ൐ 1,	 then	
డ௬෤

డ௧
൏ 0.	 If	ݔ෤ ൅ ෨݄ ൏ 1,	 then	

డ௬෤

డ௧
൐ 0.	 If	݄ ൏ 1/2,	 then	

డ௫෤

డ௧
൐ 0.	 If	

݄ ൐ 1/2,	
డ௫෤

డ௧
൏ 0.	

At	the	beginning,	the	return	rate	of	unqualified	products	has	a	positive	effect	on	the	quality	
efforts	of	manufacturer	if	݄ ൏ 1/2.	When	the	manufacturer	has	strong	quality	avoidance	motiva‐
tion,	 the	 increase	of	unqualified	product	return	rate	will	 force	 the	manufacturer	 to	reduce	 the	
level	 of	 quality	 efforts	 and	 invest	more	 in	 quality	 inspection	 avoidance.	 If	 ෨݄ ൏ 1 െ 	,෤ݔ retailer’s	
quality	inspection	effort	level	increases	with	unqualified	product	return	rate.	
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4.4 Incentive effect of external quality penalty cost ࢙ 

The	increase	of	external	quality	penalty	will	make	retailer	strengthen	the	quality	inspection	level	
and	improve	manufacturer’s	product	quality	to	a	certain	extent.	

Denote	
డஈಾ

ᇲమሺ௫,௛ሻ

డ௫డ௦
ൌ 0，	

డஈಾ
ᇲమሺ௫,௛ሻ

డ௛డ௦
ൌ 0，

డஈೃ
ᇲమሺ௬ሻ

డ௬డ௦
ൌ 0.	We	have:		

	
డ௬෤

డ௦
ൌ

௔௘௧൫ଵି௫෤ି௛෩൯

௎
																																																																												(18)	

డ௫෤

డ௦
ൌ ௘௠௧ሺଵି௫ሻሺ௛ିଵሻሺଶ௛ିଵሻ

௎
																																																																		(19)	

Proposition	 5:	 If	ݔ෤ ൅ ෨݄ ൐ 1,	 then	
డ௬෤

డ௦
൏ 0.	 If	ݔ෤ ൅ ෨݄ ൏ 1,	 then	

డ௬෤

డ௦
൐ 0.	 If	݄ ൏ 1/2,	 then	

డ௫෤

డ௦
൐ 0.	 If	

݄ ൐ 1/2,	then	
డ௫෤

డ௦
൏ 0.	

When	 the	 manufacturer	 has	 strong	 quality	 avoidance	 motivation,	 the	 increase	 of	 external	
quality	penalty	cost	will	force	the	manufacturer	to	reduce	the	level	of	quality	efforts	and	invest	
more	in	quality	inspection	avoidance.	Quality	inspection	avoidance	will	replace	the	manufactur‐
er's	quality	efforts.	If	 ෨݄ ൏ 1 െ 	external	with	increases	level	effort	inspection	quality	retailer’s	෤,ݔ
quality	penalty	cost.	

5. Results and discussion of numerical simulation 

In	 this	 section,	 numerical	 simulation	will	 be	 used	 to	 compare	 the	 two	 situations	 between	 not	
considering	manufacturer's	 quality	 evading	 behaviour	 and	 considering	manufacturer's	 quality	
evading	behaviour,	and	to	analyse	the	influence	of	quality	inspection	level,	internal	failure	cost,	
external	quality	penalty	cost	and	product	return	rate	on	the	quality	decision‐making	of	supply	
chain	actors.	x1, y1,M1	and	R1	are	 respectively	 the	manufacturer's	product	quality	effort	 level,	
the	 retailer's	quality	 inspection	 level,	 the	manufacturer's	 expected	profit	 and	 the	retailer's	 ex‐
pected	 profit	 without	 considering	 the	 manufacturer's	 quality	 inspection	 avoidance	
iour.	x2, y2,M2	and	R2	are	respectively	 the	manufacturer's	product	quality	effort	 level,	 the	 re‐
tailer's	quality	inspection	level,	the	manufacturer's	expected	benefits	and	the	retailer's	expected	
benefits	considering	manufacturer's	quality	inspection	avoidance	behaviour.	We	use	the	follow‐
ing	parameters	to	illustrate	this	model,	݌ ൌ 35,	c ൌ ݓ	,8 ൌ 18,	ܽ ൌ 9,	݁ ൌ 8,	ܾ ൌ 8,	and	its	results	
are	presented	in	Figs.	1	to	8.	

5.1 Optimal decision and expected benefits with respect to ࢟ 

Here,	let	݉ ൌ ݐ，7.5 ൌ ݏ，0.5 ൌ 36.	The	calculation	result	is	shown	in	the	following	Figs.	1	and	
2.	Without	considering	manufacturer	quality	inspection	avoidance	behaviour,	the	quality	effort	
level	of	the	manufacturer	increases	with	ݕ.	The	manufacturer's	expected	benefits	decrease	with	
	considering	When	.ݕ	with	decreases	then	and	first	at	increase	benefits	expected	retailer's	The	.ݕ
manufacturer's	 quality	 avoidance	 behaviour,	 the	 level	 of	 manufacturer's	 quality	 inspection	
avoidance	 increases	 with	ݕ.	 When	 the	 evading	 level	 of	 manufacturer's	 quality	 inspection	 is	
greater	 than	0.5,	 the	manufacturer's	quality	effort	decreases	with	ݕ,	 so	manufacturer's	quality	
inspection	evading	input	will	take	the	place	of	manufacturer's	quality	effort	input.	The	expected	
benefits	of	the	manufacturer	decrease	with	ݕ.	The	retailer's	expected	revenue	is	convex.	In	equi‐
librium,	no	matter	how	ݕ	changes,	the	level	of	manufacturer's	quality	effort	in	model	1	is	greater	
than	 that	 in	model	2.	Under	model	2,	 the	manufacturer's	profit	 is	 improved,	but	 the	 retailer's	
profit	is	far	less	than	model	1.	
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																								Fig.	1	Optimal	decision	with	respect	to	ݕ																															Fig.	2	Expected	benefits	with	respect	to	ݕ	
	

5.2 Optimal decision and expected benefits with respect to ࢓ 

Here,	 let	ݐ ൌ ݏ，0.5 ൌ 36，݉ ∈ ሾ5,10ሿ,	and	the	calculation	result	 is	shown	in	the	Figs.	3	and	4.	
Without	 considering	manufacturer’	 quality	 inspection	 avoidance	 behaviour,	 the	manufacturer	
quality	effort	 level	 increases	with	݉.	The	retailer	quality	 inspection	 level	decreases	with	݉.	At	
the	same	time,	the	manufacturer's	expected	benefits	decrease	with	݉,	and	the	retailer	expected	
benefits	 increase	 with	݉,	 but	 the	 impact	 is	 not	 significant.	 When	 considering	 manufacturer's	
quality	 inspection	behaviour,	 the	retailer's	quality	 inspection	 level	decreases	with	݉.	Owing	to	
	’Manufacturer	݉.	with	increases	manufacturer	of	inspection	quality	of	level	evasion	the	,0.5	>	ݔ
quality	effort	level	is	convex	function.	When	݄ ൐ 0.5,	the	manufacturer's	quality	effort	level	de‐
creases	with	݉.	The	manufacturer	and	retailer’s	expected	revenue	decreases	with	݉.	In	equilib‐
rium,	no	matter	how	ݕ	changes,	the	level	of	manufacturer's	quality	effort	 in	model	1	 is	greater	
than	that	in	model	2.	Although	the	level	of	retailer’	quality	inspection	decreased	with	݉,	model	1	
was	more	than	model	2	at	the	beginning,	and	later	less	than	model	2.	Internal	failure	quality	cost	
is	 negative	with	manufacturer’s	 profit,	 and	 positive	with	 retailer’s	 profit.	 Under	model	 2,	 the	
manufacturer's	profit	is	slightly	improved,	but	the	retailer's	profit	is	far	less	than	model	1.	
	

		 	
				Fig.	3	Optimal	decision	with	respect	to	݉																																				Fig.	4	Expected	benefits	with	respect	to	݉	

   



Hu, Wu, Zhang, Han 
 

480  Advances in Production Engineering & Management 14(4) 2019

 

5.3 Optimal decision and expected benefits with respect to	࢚ 

Here,	let	݉ ൌ ݏ，7.5 ൌ ݐ	,36 ∈ ሾ0.1,0.8ሿ,	and	the	calculation	result	is	shown	in	the	Figs.	5	and	6.	
Without	considering	manufacturer	quality	inspection	avoidance	behaviour,	manufacturer	quali‐
ty	effort	level	increases	with	ݐ.	Retailer’s	quality	inspection	level	increases	with	ݐ.	Manufacturer	
and	retailer’s	expected	profits	decrease	with	ݐ,	but	when	ݐ	<	0.3,	the	downward	trend	is	gentle.	
When	 considering	 manufacturer	 quality	 inspection	 avoidance	 behaviour,	 the	 manufacturers'	
quality	 inspection	avoidance	 level	 increases	with	ݐ.	Manufacturer’	quality	effort	 level	 is	convex	
function.	 When	݄ ൐ 0.5,	 the	 manufacturer's	 quality	 effort	 level	 decreases	 with	ݐ.	 Owing	 to	
݄ ൅ ݔ ൏ 1,	retailer	quality	inspection	efforts	increase	with	ݐ.	At	the	same	time,	the	manufacturer	
and	the	retailer	expected	the	profit	to	decrease	with	t.	In	equilibrium,	no	matter	how	ݐ	changes,	
the	level	of	manufacturer's	quality	effort	in	model	1	is	greater	than	that	in	model	2.	Although	the	
level	of	retailer’	quality	inspection	increased	with	ݐ,	model	1	was	more	than	model	2	at	the	be‐
ginning,	and	later	less	than	model	2.	Unqualified	product	return	rate	is	negative	with	manufac‐
turer	and	retailer’s	profit.	If	the	return	rate	is	large	enough,	the	retailer	will	face	losses.	
	

	 	
								Fig.	5	Optimal	decision	with	respect	to	ݐ																																					Fig.	6	Expected	benefits	with	respect	to	ݐ	

5.4 Optimal decision and expected benefits with respect to ࢙ 

Here,	let	݉ ൌ ݐ，7.5 ൌ ݏ，0.5 ∈ ሾ30,40ሿ,	and	the	calculation	result	is	shown	in	the	Figs.	7	and	8	
show	that	without	considering	manufacturer	quality	inspection	avoidance	behaviour,	manufac‐
turer	quality	effort	level	increases	with	ݏ,	retailer	quality	inspection	level	increases	with	ݏ.	Man‐
ufacturer	and	retailer	expected	profits	decrease	with	ݏ,	but	the	downward	trend	is	gentle.	When	
considering	manufacturer's	quality	 inspection	avoidance	behaviour,	 the	evasive	 level	of	manu‐
facturer's	quality	 inspection	 increases	with	ݏ.	Manufacturer’	quality	effort	 level	 is	convex	func‐
tion.	 When	݄ ൐ 0.5,	 the	 manufacturer's	 quality	 effort	 level	 decreases	 with	ݏ.	 Since	݄ ൅ ݔ ൏ 1,	
retailer'	quality	 inspection	efforts	 increase	with	ݏ.	At	 the	same	 time,	 the	manufacturer	and	re‐
tailer’s	 expected	 profit	 decrease	with	ݐ.	 In	 equilibrium,	 no	matter	 how	ݏ	changes,	 the	 level	 of	
manufacturer's	quality	effort	in	model	1	is	greater	than	that	in	model	2.	In	the	two	models,	the	
optimal	 quality	 inspection	 level	 of	 the	 retailer	 is	 very	 similar.	 External	 quality	 penalty	 cost	 is	
negative	with	manufacturer	and	retailer’s	profit.	In	model	1,	increasing	external	quality	loss	cost	
will	 improve	the	manufacturer's	quality	level,	and	the	retailer	can	offset	some	negative	impact	
through	the	improvement	of	quality	assurance	ability.	
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										Fig.	7	Optimal	decision	with	respect	to	ݏ																																			Fig.	8	Expected	benefits	with	respect	to	ݏ	

6. Conclusion 

This	paper	studies	the	two‐echelon	supply	chain	system	composed	of	manufacturer	and	retailer.	
In	this	system,	the	information	asymmetry	between	manufacturer	and	retailer	cannot	eliminate	
the	opportunistic	behaviour	of	manufacturer	due	to	the	pursuit	of	short‐term	economic	benefits.	
Comparative	analysis	of	the	level	of	quality	inspection,	internal	quality	loss,	external	quality	loss,	
defective	product	return	rate	to	actors	of	the	supply	chain	optimal	decision	and	expected	bene‐
fits,	it	is	concluded	that	the	manufacturer'	evading	of	quality	inspection	will	weaken	their	moti‐
vation	of	quality	effort	and	have	a	significant	negative	impact	on	retailer'	revenue,	which	is	not	
beneficial	to	coordination	and	cooperation	of	the	supply	chain	from	the	long	run.	If	the	evading	
level	of	manufacturer's	quality	inspection	is	more	than	0.5,	manufacturer's	product	quality	effort	
level	will	decrease	with	external	quality	penalty,	product	return	rate,	 internal	 failure	cost.	The	
increase	of	retailer'	investment	in	quality	inspection	will	lead	to	the	reduction	of	manufacturer'	
efforts	in	product	quality	and	the	further	enhancement	of	inspection	avoidance	incentives.	If	the	
product	quality	level	provided	by	the	manufacturer	is	high,	the	level	of	quality	inspection	avoid‐
ance	of	 the	manufacturer	will	 decrease	with	 the	 increase	of	 internal	 quality	 loss.	 If	݄ ൅ ݔ ൏ 1,	
retailer'	 investment	 in	 quality	 inspection	will	 increase	with	 product	 return	 rate	 and	 external	
quality	penalty.	

Information	sharing	 is	a	 leading	capability	 [23].	The	retailer	 can	 invest	 in	 this	 capability	 to	
design	 a	 contract	 to	 achieve	 sustainable	 performance,	 rather	 than	 in	 quality	 inspection	 that	
would	incur	more	costs.	The	development	of	supply	chain	actors	should	be	based	on	the	harmo‐
nious	and	win‐win	business	circle.	For	the	convenience	of	calculation	and	research,	 this	paper	
only	 considers	 the	 traditional	 two‐echelon	 supply	 chain	 model.	 In	 actual	 management	 of	 the	
enterprise,	a	complete	supply	chain	is	usually	made	up	of	multiple	enterprise	node,	and	affected	
by	external	environment.	The	quality	decision‐making	of	supply	chain	is	relatively	complex,	and	
it	is	necessary	to	further	study.	In	addition,	although	the	model	construction	has	drawn	valuable	
conclusions,	it	is	not	very	clear	about	the	path	and	mechanism	of	manufacturer's	evasive	behav‐
iour	on	quality	and	performance.	
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A B S T R A C T	   A R T I C L E   I N F O	

Manufacturing	 is	 currently	 at	 a	 turning	 point	 from	mass	 production	 to	 cus‐
tomized	production.	The	implementation	of	the	Industry	4.0	concept,	leading	
to	 automation	 and	 digitalization	 of	 manufacturing	 processes,	 is	 therefore	
considered	vital	for	companies	that	aim	to	follow	emerging	trends	in	produc‐
tion.	Research	in	this	field	is	primarily	focused	on	companies	from	developed	
countries,	 while	 companies	 from	 transition	 countries	 have	 difficulties	 to	
adapt	to	new	business	environment.	The	aim	of	this	paper	is	to	evaluate	the	
use	of	advanced	digital	technologies	in	manufacturing	companies	from	transi‐
tion	countries	(i.e.	Serbia)	in	the	context	of	Industry	4.0.	To	address	this	prob‐
lem,	an	evaluation	method	based	on	Fuzzy	Analytic	Hierarchy	Process	(FAHP)	
and	 Preference	 Ranking	 Organization	 Method	 for	 Enrichment	 Evaluations	
(PROMETHEE)	is	proposed.	FAHP	was	used	to	determine	criteria	weights	as	
an	input	for	PROMETHEE	method	which	was	then	used	to	evaluate	advanced	
digital	 technologies.	For	 this	purpose,	 the	dataset	 from	the	European	Manu‐
facturing	Survey	gathered	in	2018	from	Serbian	manufacturing	companies	is
used.	The	results	of	this	empirical	research	revealed	that	production	planning	
and	scheduling,	digital	exchange	of	data	with	suppliers/customers,	and	pro‐
duction	 control	 systems	 play	 vital	 role	 for	 manufacturers	 in	 the	 context	 of	
industry	 4.0.	 These	 results	 could	 serve	 to	manufacturers	 for	 their	 strategic	
orientation	and	decision	making.	

©	2019	CPE,	University	of	Maribor.	All	rights	reserved.	

  Keywords:	
Industry	4.0;	
Manufacturing;	
Digitalization;	
Advanced	technologies;	
Multi‐attribute	decision	making	
(MADM);	
Fuzzy	analytic	hierarchy	process	
(FAHP);	
PROMETHEE	method	

*Corresponding	author:		
medic.nenad@uns.ac.rs	
(Medić,	N.)	

Article	history:		
Received	10	May	2018	
Revised	12	December	2019	
Accepted	15	December	2019	
 

 
 

1. Introduction 

Ever	since	the	beginning	of	industrialization,	technological	improvements	have	led	to	paradigm	
shifts	which	are	called	industrial	revolutions	[1].	The	fourth	industrial	revolution	(i.e.	 Industry	
4.0)	 is	triggered	by	the	introduction	of	emerging	technologies	(e.g.,	 Internet	of	things,	wireless	
sensor	 networks,	 big	 data,	 cloud	 computing,	 embedded	 system,	 and	mobile	 Internet)	 into	 the	
manufacturing	environment	[2].	The	process	of	introducing	Industry	4.0	in	manufacturing	com‐
panies	should	include	the	following	types	of	integration	[3]:	

 Horizontal	integration	through	value	networks	to	facilitate	inter‐corporation	collaboration,	
 Vertical	integration	of	hierarchical	subsystems	inside	a	factory	to	create	a	flexible	and	re‐

configurable	manufacturing	system,	
 End‐to‐end	engineering	integration	across	the	entire	value	chain	to	support	product	cus‐

tomization.	
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Manufacturers	that	 follow	these	trends	should	be	able	to	produce	customized	and	small‐lot	
products	efficiently	and	profitably.	 In	order	 to	achieve	 these	 standards,	advanced	digital	 tech‐
nologies	have	become	the	focus	of	the	research	related	to	Industry	4.0	as	they	are	considered	as	
one	of	 the	main	enablers	of	 Industry	4.0	[4].	Having	this	 in	mind,	 the	“smart	 factory”	 is	recog‐
nized	 as	 one	 of	 the	 key	 features	 of	 Industry	 4.0	 [5].	 The	 smart	 factory	 includes	 following	 ad‐
vanced	digital	technologies:	

 Mobile/wireless	devices	for	programming	and	operation	of	equipment	and	machinery	[6],	
 Digital	solutions	in	production	(e.g.	tablets,	smartphones)	[6],	
 Software	for	production	planning	and	scheduling	(e.g.	ERP)	[7],	
 Digital	exchange	of	product/process	data	with	suppliers/customers	(e.g.	supply	chain	man‐

agement)	[8],	
 Near	 real‐time	 production	 control	 system	 (e.g.	 systems	 of	 centralized	 operating	 and	ma‐

chine	data	acquisition)	[9],	
 Systems	for	automation	and	management	of	internal	logistics	(e.g.	RFID)	[1],	
 Product‐lifecycle‐management‐systems	[10],	
 Virtual	reality	or	simulation	[11].	

Research	 related	 to	 Industry	 4.0	 is	 primarily	 conducted	 in	manufacturing	 companies	 from	
developed	countries,	since	this	concept	is	developed	in	leading	manufacturing	economies	of	the	
world	 [12].	The	aim	of	 this	 research	 is	 to	evaluate	 the	use	of	 advanced	digital	 technologies	 in	
manufacturing	companies	in	the	context	of	Industry	4.0	in	transition	countries	(i.e.	Serbia).	This	
evaluation	includes	a	comparison	of	the	aforementioned	advanced	digital	technologies	based	on	
a	 set	 of	 criteria.	 For	 this	purpose,	Multi‐Criteria	Decision	Making	 (MCDM)	methods	 should	be	
used.	MCDM	problems	can	be	classified	into	two	main	categories:	Multi‐Attribute	Decision	Mak‐
ing	(MADM)	and	Multi‐Objective	Decision	Making	(MODM).	MADM	is	more	appropriate	for	dis‐
crete	problems	associated	with	evaluation	or	ranging	of	predetermined	and	limited	number	of	
alternatives	using	a	set	of	criteria.	MODM	methods	are	suitable	for	continuous	problems	of	de‐
sign	or	planning,	with	the	aim	of	achieving	aspired	goals	within	given	constraints	[13].	Since	the	
main	concern	of	this	research	is	to	evaluate	the	use	of	advanced	digital	technologies	in	manufac‐
turing	companies,	MADM	methods	will	be	used,	as	 they	are	designed	 to	deal	with	 this	kind	of	
problems.	

MADM	methods	have	emerged	as	a	common	tool	 in	research	related	 to	manufacturing	 that	
involves	evaluation	procedures.	Recently,	hybrid	MADM	methods	that	combine	different	MADM	
methods	have	become	increasingly	present	in	literature.	From	the	range	of	individual	tools,	only	
Analytic	Hierarchy	Process	(AHP)	is	used	more	than	hybrid	MADM	methods	[14].	Furthermore,	
hybrid	Fuzzy	MADM	(FMADM)	methods	are	becoming	more	and	more	utilized	 in	 research.	 In	
most	cases	Fuzzy	AHP	(FAHP)	was	combined	with	other	methods	(i.e.	TOPSIS,	VIKOR,	and	PRO‐
METHEE)	[15].	TOPSIS	and	VIKOR	are	compromise	ranking	methods	proposed	for	determining	
the	most	preferred	alternative	based	on	the	closeness	to	the	ideal	solution.	PROMETHEE	method	
is	an	outranking	method	which	is	based	on	the	pairwise	comparison	in	order	to	determine	the	
dominance	among	alternatives	[13].	For	the	evaluation	of	the	use	of	advanced	digital	technolo‐
gies	in	manufacturing	companies	it	is	more	important	to	determine	the	dominance	among	alter‐
natives	by	comparing	them	to	each	other,	rather	than	focusing	on	finding	out	which	of	the	alter‐
natives	is	the	closest	to	the	ideal	solution.	Therefore,	the	PROMETHEE	method	seems	to	be	more	
suitable	for	this	research.	Similar	approach	was	proposed	for	selection	of	organizational	innova‐
tions	in	manufacturing	companies	[16].	Furthermore,	the	literature	review	revealed	that	FAHP	
[17]	and	PROMETHEE	[18]	are	primarily	used	in	the	research	related	to	manufacturing	sector.	

In	 the	PROMETHEE	method,	 it	 is	 assumed	 that	 the	decision	maker	 is	 able	 to	 appropriately	
weight	the	criteria,	as	there	are	no	specific	guidelines	for	this	procedure.	Therefore,	it	is	usually	
combined	with	AHP,	since	it	is	recommended	that	PROMETHEE	should	be	strengthened	with	the	
ideas	 of	 AHP	 in	 the	 phase	 of	 determining	 criteria	weights	 [19].	 Furthermore,	 fuzzy	 logic	was	
introduced	in	the	procedure	of	determining	criteria	weights	with	AHP	to	reduce	vagueness	and	
uncertainty	of	the	decision‐makers’	judgement	[20].		
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In	this	paper,	a	hybrid	FMADM	method	combining	FAHP	and	PROMETHEE	was	employed	to	
evaluate	the	use	of	advanced	digital	technologies	in	manufacturing	companies	in	the	context	of	
Industry	 4.0.	More	 specifically,	 the	main	 contribution	 of	 this	 paper	 is	 using	 a	 hybrid	 FMADM	
method	combining	FAHP	and	PROMETHEE	to	evaluate	advanced	digital	 technologies	 in	manu‐
facturing	companies	from	transitional	countries	(i.e.	Serbia)	that	contribute	the	most	to	the	pro‐
duction	principles	of	Industry	4.0.	In	this	way,	the	research	related	to	advanced	digital	technolo‐
gies	in	the	context	of	Industry	4.0	will	be	extended	to	transitional	economies,	since	current	re‐
search	in	this	field	is	typically	conducted	in	manufacturing	companies	from	developed	countries.	

The	remainder	of	the	paper	is	structured	as	follows.	Section	2	describes	the	materials,	meth‐
ods	and	data	that	were	used	in	this	research,	while	Section	3	presents	the	research	results	and	
discussion.	Finally,	Section	4	contains	the	conclusion,	 including	the	identified	limitations	of	the	
study	and	suggestions	for	further	research.	

2. Materials, methods, and data 

This	work	proposes	a	hybrid	FMADM	model	for	evaluating	the	use	of	advanced	digital	technolo‐
gies	in	manufacturing	companies.	More	specifically,	advanced	digital	technologies	are	evaluated	
in	 terms	 of	 their	 contribution	 to	 the	 production	 principles	 of	 Industry	 4.0.	 For	 this	 purpose,	
FAHP	 and	 PROMETHEE	 were	 used.	 FAHP	 was	 applied	 to	 determine	 criteria	 weights,	 while	
PROMETHEE	was	used	for	the	evaluation	of	advanced	digital	technologies.	The	procedure	of	the	
proposed	model	is	presented	in	Fig.	1.	

The	AHP	method	was	developed	by	Saaty	 [21].	 It	 is	based	on	pairwise	 comparison	using	a	
nine‐point	scale.	The	use	of	crisp	numbers	for	pairwise	comparison	in	traditional	AHP	is	consid‐
ered	 insufficient	 and	 imprecise	 due	 to	 the	 vagueness	 and	 uncertainty	 of	 the	 decision‐makers’	
judgment	[22].	In	addition,	the	opinion	of	the	decision	makers	is	usually	expressed	in	linguistic	

	
Fig.	1	General	model	for	the	evaluation	of	advanced	digital	technologies 
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form.	As	a	result,	fuzzy	logic	was	introduced	into	pairwise	comparison	process	of	AHP	to	reduce	
this	 deficiency,	 as	 it	 is	 designed	 to	 deal	with	 the	 problems	 concerning	 subjective	 uncertainty.	
Fuzzy	set	theory	is	based	on	the	idea	that	the	elements	have	a	degree	of	membership	in	a	fuzzy	
set	[23].	Fuzzy	membership	functions	(i.e.	fuzzy	numbers)	that	featured	most	often	in	fuzzy	logic	
are	the	following:	monotonic,	triangular,	and	trapezoidal	[24].	Triangular	fuzzy	numbers	(TFNs)	
are	the	most	utilized	in	FMADM	studies,	due	to	their	suitability	to	the	nature	of	experts’	linguis‐
tic	evaluations	[25].	

A	TFN	denoted	as	ã	=	(l,	m,	u)	where	l	≤	m	≤	u,	has	the	triangular‐type	membership	function	
as	in	Eq.	1:	

ሻݔ௔෤ሺߤ ൌ

ە
ۖ
۔

ۖ
ۓ

0,
ݔ െ ݈
݉ െ ݈

,

ݑ െ ݔ
ݑ െ ݉

,

ݔ ൏ 1 or ݔ ൐ ݑ

݈ ൑ ݔ ൑ ݉

݉ ൑ ݔ ൑ ݑ ۙ
ۖ
ۘ

ۖ
ۗ

	 (1)

where	l	and	u	are	the	lower	and	upper	bounds,	and	m	is	the	most	likely	value	of	the	fuzzy	num‐
ber	ã.	

The	procedure	of	FAHP	is	as	follows:	

Step	1.	The	complex	decision‐making	problem	is	structured	in	a	hierarchy	

Step	2.	The	linguistic	pairwise	comparison	of	criteria	is	transformed	into	TFNs	ã	=	(l,	m,	u).	The	
linguistic	 scale	 used	 for	 this	 purpose	 along	with	 the	 corresponding	TFNs	 is	 shown	 in	Table	 1	
[26].	

	

Table	1	Membership	function	of	fuzzy	numbers	 
Linguistic	scale	for	importance	 Fuzzy	number TFN	

(l,	m,	u)	
Reciprocal	of	TFN	(1/u,	

1/m,	1/l)	
Just	equal	 (1,	1,	1) (1,	1,	1)	
Equal	importance	 M1 (1,	1,	3) (0.33,	1,	1)	
Weak	importance	of	one	over	another	 M3 (1,	3,	5) (0.2,	0.33,	1)	
Essential	or	strong	importance	 M5 (3,	5,	7) (0.14,	0.2,	0.33)
Very	strong	importance	 M7 (5,	7,	9) (0.11,	0.14,	0.2)
Extremely	preferred	 M9 (7,	9,	9) (0.11,	0.11,	0.14)
Intermediate	value	between	two	adjacent	
judgments	

M2,	M4,	M6,	M8	
	

	

Step	 3.	 Fuzzy	 positive	 reciprocal	matrix	 can	 be	 formed	 based	 on	 the	 information	 of	 pairwise	
comparison	as	in	Eq.	2:	
																																									 												1		 ⋯	 ݊

ሚ௡ൈ௡ܣ ൌ
1
⋮
݊
൥
෤ܽଵଵ ⋯ ෤ܽଵ௡
⋮ ⋱ ⋮
෤ܽ௡ଵ ⋯ ෤ܽ௡௡

൩ , ܽ௜௜ ൌ 1, ௝ܽ௜ ൌ 1 ܽ௜௝,⁄ ܽ௜௝ ് 0	 (2)

Step	4.	Fuzzy	weights	of	each	criterion	are	determined	as	in	Eq.	3:	

෥௜ݓ ൌ ௜ݎ̃ ൈ ሺ̃ݎଵ ൅ ଶݎ̃ ൅ ⋯൅ 	௡ሻିଵݎ̃ (3)

where	(Eq.	4),	

௜ݎ̃ ൌ ሺ ෤ܽ௜ଵ ൈ ෤ܽ௜ଶ ൈ ⋯ൈ ෤ܽ௜௡ሻଵ/௡	 (4)

Step	5.	Check	the	consistency	of	the	pairwise	comparison	judgement.	In	order	to	calculate	matrix	
Consistency	Ratio	(CR),	first	the	matrix	Consistency	Index	(CI)	is	calculated	as	in	Eq.	5:	

ܫܥ ൌ ሺ௠௔௫ െ ݊ሻ ሺ݊ െ 1ሻ⁄ 	 (5)

where	λmax	is	the	largest	eigenvalue	and	n	is	the	matrix	order.	After	that,	CR	is	calculated	as	in	Eq.	6:	

ܴܥ ൌ 	ܫܥܴ/ܫܥ (6)
where	RCI	refers	to	a	Random	Consistency	Index.	The	RCI	with	respect	to	different	size	matrices	
can	be	seen	in	Table	2.	
  	



Hybrid fuzzy multi‐attribute decision making model for evaluation of advanced digital technologies in manufacturing …
 

Advances in Production Engineering & Management 14(4) 2019  487
 

Table	2	Random	Consistency	Index 
No.	 3	 4	 5	 6 7 8 9	 10
RCI	 0.52	 0.89	 1.11	 1.25 1.35 1.40 1.45	 1.49
	

A	CR	of	0.1	or	less	is	considered	acceptable.	If	the	CR	is	over	the	acceptable	value,	then	incon‐
sistency	in	pairwise	comparison	judgements	has	occurred	and	this	process	should	be	reviewed,	
reconsidered	and	improved.	

Step	 6.	 Defuzzify	 weights	 of	 each	 criterion.	 Yager	 index	 (Eq.	 7)	 was	 used	 for	 the	 purpose	 of	
weights	defuzzification	[27]:	

෨ܨ ൌ ሺ݊ െ ܽ, ݊, ݊ ൅ ܾሻ ൌ ሺ3݊ െ ܽ ൅ ܾሻ/3	 (7)

Following	 the	 procedure	 of	 obtaining	 criteria	 weights	 by	 FAHP,	 PROMETHEE	 was	 imple‐
mented	 for	evaluating	the	use	of	advanced	digital	 technologies	 in	manufacturing	companies	 in	
the	context	of	Industry	4.0.	

The	PROMETHEE	method	is	developed	by	Brans	[28],	and	it	belongs	to	the	family	of	outrank‐
ing	methods.	The	majority	of	researchers	refer	to	PROMETHEE	II	in	their	work,	as	this	version	of	
the	method	is	able	to	provide	complete	ranking	of	alternatives	[18]	compared	to	PROMETHEE	I	
which	is	only	suitable	for	partial	ranking	of	alternatives.	Two	types	of	information	for	each	crite‐
rion	 are	 required	 for	 the	 implementation	 of	 PROMETHEE	 II,	 namely:	 weight	 and	 preference	
function.	Weight	determines	the	importance	of	each	criterion.	As	previously	mentioned,	in	this	
paper	PROMETHEE	II	is	strengthened	by	using	FAHP	to	determine	criteria	weights.	Preference	
function	serves	to	translate	the	difference	between	the	evaluations	obtained	by	alternatives	into	
a	preference	degree	ranging	from	zero	to	one.	There	are	six	types	of	preference	functions	pro‐
posed	in	PROMETHEE	II	method:	(a)	usual	criterion,	(b)	U‐shape	criterion,	(c)	V‐shape	criterion,	
(d)	level	criterion,	(e)	V‐shape	with	indifference	criterion,	and	(f)	Gaussian	criterion.	The	proce‐
dure	of	PROMETHEE	II	method	is	as	follows	[28]:	

Step	1.	Determination	of	preference	function,	which	translates	the	difference	between	the	evalu‐
ations	obtained	by	two	alternatives	into	a	preference	degree	ranging	from	zero	to	one,	for	each	
criterion.	

Step	2.	Determination	of	deviations	based	on	pairwise	comparisons	as	in	Eq.	8:	

௝݀ሺܽ, ܾሻ ൌ ݃௝ሺܽሻ െ ݃௝ሺܾሻ	 (8)

where	dj(a,	b)	denotes	the	difference	between	the	evaluations	of	a	and	b	on	each	criterion.	

Step	3.	Application	of	the	preference	function	as	in	Eq.	9:	

௝ܲሺܽ, ܾሻ ൌ ௝ൣܨ ௝݀ሺܽ, ܾሻ൧ , ݆ ൌ 1,… , ݇	 (9)

where	Pj(a,	b)	denotes	the	preference	of	alternative	a	with	respect	to	the	alternative	b	on	each	
criterion,	as	a	function	of	dj	(a,	b).	

Step	4.	Calculation	of	an	overall	or	global	preference	index	as	in	Eq.	10:	

∀	ܽ, ܾ ∈ 	,ܣ ,ሺܽߨ ܾሻ ൌ෍ ௝ܲሺܽ, ܾሻ
௞

௝ୀଵ

௝ݓ 	 (10)

where	π(a,	b)	of	a	over	b	(from	0	to	1)	is	defined	as	a	weighted	sum	p(a,	b)	of	each	criterion,	and	
wj	 is	 the	weight	associated	with	 the	decision	maker’s	preference	as	 the	relative	 importance	of	
the	j‐th	criterion.	

Step	5.	Calculation	of	outranking	flows	as	in	Eq.	11	and	Eq.	12:	

߶ାሺܽሻ ൌ
1

݊ െ 1
෍ߨሺܽ, ሻݔ
௫∈஺

	 (11)

	

߶ିሺܽሻ ൌ
1

݊ െ 1
෍ߨሺݔ, ܽሻ
௫∈஺

	 (12)
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where	߶ାሺܽሻ	and	߶ିሺܽሻ	represent	the	positive	and	negative	outranking	flow	for	each	alterna‐
tive,	respectively.	

Step	6.	Calculation	of	net	outranking	flow	as	in	Eq.	13:	

߶ሺܽሻ ൌ ߶ାሺܽሻ െ ߶ିሺܽሻ	 (13)

Step	7.	 Determine	 the	 ranking	 of	 all	 considered	 alternatives	 depending	 on	 the	 values	 of	ϕ(a).	
Higher	value	of	ϕ(a)	implies	better	ranking	of	the	alternative.	

For	the	purpose	of	this	research,	data	gathered	from	European	Manufacturing	Survey	(EMS)	
are	employed.	EMS	is	an	international	project	coordinated	by	the	Fraunhofer	ISI	Institute	from	
Germany.	EMS	 is	a	survey	 focused	on	modernization	and	 innovation	 in	manufacturing	compa‐
nies	taking	into	account	all	aspects	of	a	manufacturing	process	in	a	standardized	and	systema‐
tized	way	[29,	30].	The	survey	 is	carried	out	on	a	 triennial	basis	and	considers	manufacturing	
companies	(NACE	Rev	2	codes	from	10	to	33)	with	more	than	20	employees.	The	dataset	used	in	
this	paper	 is	built	 from	2018	data	collection	conducted	among	Serbian	manufacturing	compa‐
nies.	The	dataset	includes	240	companies	of	all	manufacturing	sectors.	About	46	%	of	the	com‐
panies	 in	the	sample	are	small	companies	between	20	and	49	employees,	another	43	%	of	the	
companies	have	between	50	and	249	employees,	 and	11	%	of	 the	 companies	have	more	 than	
250	employees.	

This	 research	 employed	 the	part	 of	 the	EMS	 survey	 relating	 to	 the	 use	 of	 advanced	digital	
technologies	 and	 production	 characteristics	 of	 manufacturing	 companies.	 More	 precisely,	 the	
respondents	were	 asked	which	advanced	digital	 technologies	were	 applied	and	what	 the	pro‐
duction	 characteristics	 in	 their	 companies	were.	 The	 list	 of	 advanced	digital	 technologies	 and	
production	characteristics	 is	the	result	of	expert	opinion	of	EMS	consortium	members,	compa‐
nies	that	participated	in	the	research	and	literature	review	[1,	16,	31,	32].	The	authors	have	im‐
plemented	these	constructs	to	build	the	model,	presented	in	Fig.	2,	which	was	used	for	evalua‐
tion	of	 the	use	of	 advanced	digital	 technologies	 in	manufacturing	 companies	 in	 the	 context	 of	
industry	4.0.	All	dimensions,	criteria,	and	alternatives	are	summarized	in	Table	3.	
	

	
Fig.	2	Model	for	evaluation	of	advanced	digital	technologies	in	manufacturing	companies	
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Table	3	Dimensions,	criteria,	and	alternatives	
Dimensions	 Criteria	 Alternatives
Product	development	
(D1)	
	

According	to	customers’	specification	
(C1)	

Mobile/wireless	devices	for	programming	and	
controlling	facilities	and	machinery	(A1)	

Digital	solutions	to	provide	drawings,	work	sched‐
ules	or	work	instructions	directly	on	the	shop	floor	
(A2)	

Software	for	production	planning	and	scheduling	
(e.g.	ERP	system)	(A3)	

Digital	exchange	of	product/process	data	with	
suppliers/customers	(e.g.	supply	chain	manage‐
ment)	(A4)	

Near	real‐time	production	control	system	(e.g.	
systems	of	centralized	operating	and	machine	data	
acquisition)	(A5)	

Systems	for	automation	and	management	of	inter‐
nal	logistics	(A6)	

Product‐lifecycle‐management‐systems	(A7)	

Virtual	reality	or	simulation	for	product	design	or	
product	development	(A8)	

	 Standardized	basic	program	into	which	
customer	specific	options	are	imple‐
mented	(C2)	

	 Standard	program	from	which	the	
customer	can	select	(C3)	

Manufacturing	(D2)	 Made‐to‐order	(C4)
	 Assembly‐to‐order	(C5)
	 To	stock	(C6)	
Batch	size	(D3)	 Single	unit	production	(C7)
	 Small	or	medium	batch	(C8)
	 Large	batch	(C9)	
Product	complexity	(D4)	 Simple	products	(C10)
	 Products	with	medium	complexity	

(C11)	
	 Complex	products	(C12)

3. Results and discussion 

In	this	section,	the	proposed	hybrid	FMADM	method	was	applied	to	obtain	results.	Furthermore,	
sensitivity	analysis	was	conducted	to	determine	the	robustness	of	the	model.	Subsequently,	the	
results	obtained	with	the	proposed	hybrid	FMADM	method	are	discussed.		

Within	 the	scope	of	 this	research	eight	advanced	digital	 technologies	were	evaluated	based	
on	12	criteria	related	to	the	production	characteristics.	In	the	first	part	of	the	research,	the	crite‐
ria	weights	are	determined.	FAHP	was	used	for	this	purpose.	The	results	of	the	pairwise	compar‐
ison	of	all	dimensions	are	depicted	in	Table	4.	Subsequently,	criteria	weights	for	each	dimension	
(i.e.	Product	development,	Manufacturing,	Batch	size,	and	Product	complexity)	are	demonstrat‐
ed	in	Tables	5‐8,	respectively.	Following	the	calculation	of	criteria	weights,	consistency	of	pair‐
wise	comparison	was	checked.	The	results	presented	 in	Table	9	 indicate	 that	 inconsistency	 in	
pairwise	comparison	procedure	is	insignificant,	since	CR	is	below	acceptable	value	of	0.1	for	all	
dimensions.		
	

Table	4	Pairwise	comparison	of	dimensions	(i.e.	production	characteristics)	
Dimensions	 D1	 D2 D3 D4 Weight

D1	 (1,	1,	1) (1,	1,	3) (1,	3,	5) (1,	3,	5) 0.3485
D2	 (0.33,	1,	1)	 (1,	1,	1) (1,	3,	5) (1,	3,	5) 0.3062
D3	 (0.2,	0.33,	1)	 (0.2,	0.33,	1) (1,	1,	1) (0.33,	1,	1)	 0.1565
D4	 (0.2,	0.33,	1)	 (0.2,	0.33,	1) (1,	1,	3) (1,	1,	1) 0.1858

	
Table	5	Pairwise	comparison	of	product	development	criteria	

Criteria	(D1)	 C1	 C2 C3 Local weight	 Global	weight
C1	 (1,	1,	1) (1,	1,	3) (3,	5,	7) 0.5275 0.1838
C2	 (0.33,	1,	1)	 (1,	1,	1) (1,	3,	5) 0.3447 0.1201
C3	 (0.14,	0.2,	0.33)	 (0.2,	0.33,	1) (1,	1,	1) 0.1278 0.0445

	
Table	6	Pairwise	comparison	of	manufacturing	criteria	

Criteria	(D2)	 C1	 C2 C3 Local	weight	 Global	weight
C1	 (1,	1,	1) (1,	3,	5) (3,	5,	7) 0.5972 0.1829
C2	 (0.2,	0.33,	1)	 (1,	1,	1) (1,	3,	5) 0.2842 0.0870
C3	 (0.14,	0.2,	0.33)	 (0.2,	0.33,	1) (1,	1,	1) 0.1186 0.0363

	
Table	7	Pairwise	comparison	of	batch	size	criteria	

Criteria	(D3)	 C1	 C2 C3 Local	weight	 Global	weight
C1	 (1,	1,	1) (1,	3,	5) (1,	3,	5) 0.5547 0.0815
C2	 (0.2,	0.33,	1)	 (1,	1,	1) (1,	1,	3) 0.2537 0.0515
C3	 (0.2,	0.33,	1))	 (0.33,	1,	1) (1,	1,	1) 0.1917 0.0236



Medić, Anišić, Lalić, Marjanović, Brezocnik 
 

490  Advances in Production Engineering & Management 14(4) 2019

 

Table	8	Pairwise	comparison	of	product	complexity	criteria	
Criteria	(D4)	 C1	 C2 C3 Local	weight	 Global	weight

C1	 (1,	1,	1) (1,	1,	3) (1,	3,	5) 0.4643 0.0863
C2	 (0.33,	1,	1)	 (1,	1,	1) (1,	3,	5) 0.3602 0.0669
C3	 (0.2,	0.33,	1))	 (0.2,	0.33,	1) (1,	1,	1) 0.1756 0.0326

	
Table	9	Consistency	of	the	pairwise	comparison	

	 Dimensions	 Criteria	(D1) Criteria	(D2) Criteria	(D3)	 Criteria	(D4)
CR	 0.02 0.03 0.04 0.00 0.02

	
Table	10	Evaluation	matrix	

Criteria	 C1	 C2 C3	 C4	 C5 C6 C7 C8 C9 C10	 C11	 C12
Min/Max	 Max	 Max Max	 Max Max Max Max Max Max Max	 Max	 Max
Weight	 0.1838	 0.1201	 0.0445	 0.1829 0.0870 0.0363 0.0815 0.0515 0.0236	 0.0326	 0.0669	 0.0863

Preference	
function	

V‐shape	V‐shape	V‐shape	V‐shape V‐shape V‐shape V‐shape V‐shape V‐shape	V‐shape	V‐shape	V‐shape

P	value	 25	 12 8	 33	 4 8 12 21 17 9	 27	 9
A1	 25	 6	 1	 25	 2 5 3 11 12 6	 13	 11
A2	 38	 10 9	 44	 3 10 12 27 17 14	 26	 15
A3	 50	 23 14	 64	 7 16 20 38 32 16	 48	 21
A4	 54	 20 10	 63	 6 14 22 34 29 17	 43	 22
A5	 43	 12 6	 50	 3 10 15 24 25 11	 35	 15
A6	 27	 10 5	 28	 4 8 12 12 18 7	 18	 13
A7	 17	 8	 4	 19	 1 7 7 11 11 5	 11	 10
A8	 33	 8	 4	 41	 2 3 17 19 10 11	 24	 10

	
Table	11	PROMETHEE	II	method	results	

Alternative	 ߶	 ߶ା ߶ି Rank	
A3	 0.7213	 0.7294 0.0081 1	
A4	 0.6821	 0.6986 0.0164 2	
A5	 0.1517	 0.3204 0.1687 3	
A2	 0.0292	 0.2466 0.2174 4	
A8	 ‐0.1971	 0.1404 0.3375 5	
A6	 ‐0.2809	 0.1075 0.3885 6	
A1	 ‐0.5277	 0.0222 0.5500 7	
A7	 ‐0.5785	 0.0133 0.5917 8	

	
Criteria	weights	determined	using	FAHP	served	as	an	input	for	evaluation	of	advanced	digital	

technologies	with	PROMETHEE	II	method.	All	required	information	for	evaluation	of	advanced	
digital	technologies	is	given	in	Table	10.	Subsequently,	the	complete	ranking	of	advanced	digital	
technologies	is	presented	in	Table	11.	

The	results	presented	in	Table	11	indicate	the	level	of	contribution	of	each	digital	technology	
included	in	the	model,	regarding	their	role	to	the	production	principles	of	Industry	4.0.	 In	this	
context,	the	ranking	of	technologies	is	as	follows:	

 Software	for	production	planning	and	scheduling	(e.g.	ERP	system),	
 Digital	exchange	of	product/process	data	with	suppliers/customers	(e.g.	supply	chain	man‐

agement),	
 Near	 real‐time	 production	 control	 system	 (e.g.	 systems	 of	 centralized	 operating	 and	ma‐

chine	data	acquisition),	
 Digital	solutions	to	provide	drawings,	work	schedules	or	work	instructions	directly	on	the	

shop	floor,	
 Virtual	reality	or	simulation	for	product	design	or	product	development,	
 Systems	for	automation	and	management	of	internal	logistics,	
 Mobile/wireless	devices	for	programming	and	controlling	facilities	and	machinery,	
 Product‐lifecycle‐management‐systems.	
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3.1 Sensitivity analysis 

Sensitivity	analysis	of	criteria	weights	is	carried	out	to	determine	the	range	(i.e.	stability	inter‐
vals),	in	which	the	final	ranking	of	alternatives	remains	unchanged.	The	stability	intervals	for	the	
proposed	problem	are	presented	in	Table	12.	These	results	show	how	criteria	weights	can	vary	
to	a	 certain	 extent	without	 changing	 the	order	of	 alternatives.	Furthermore,	 it	 is	 important	 to	
note	that	all	criteria	have	an	impact	on	the	final	ranking	of	alternatives	since	none	of	the	stability	
intervals	belong	to	the	range	from	0	to	1.	
	

Table	12	Stability	intervals	of	criteria	
Criteria	 Weight Stability	interval	

Min Max	
C1	 0.1838 0.0747 0.3282	
C2	 0.1201 0.0447 0.2510	
C3	 0.0445 0.0114 0.1652	
C4	 0.1829 0.0558 0.3083	
C5	 0.0870 0.0243 0.2120	
C6	 0.0363 0.0038 0.1597	
C7	 0.0815 0.0214 0.1767	
C8	 0.0515 0.0139 0.1920	
C9	 0.0236 0.0094 0.1464	
C10	 0.0326 0.0048 0.1344	
C11	 0.0669 0.0195 0.1923	
C12	 0.0863 0.0453 0.2313	

3.2 Final remarks 

The	authors	of	the	current	study	developed	a	model	for	evaluation	of	the	use	of	advanced	digital	
technologies	in	manufacturing	companies	from	the	perspective	of	Industry	4.0.	FAHP	was	used	
to	structure	the	problem,	as	well	as	to	determine	criteria	weights.	This	approach	takes	into	con‐
sideration	uncertainty	and	vagueness	of	human	judgement,	which	is	usually	involved	in	decision	
making	 process.	 Moreover,	 human	 judgment	 could	 lead	 to	 inconsistency	 in	 MADM	 models.	
Therefore,	 the	validity	of	assigned	criteria	weights	was	checked	by	calculating	CR	which	 is	 far	
from	the	acceptable	value	of	0.1	 for	all	dimensions.	Furthermore,	sensitivity	analysis	was	con‐
ducted	in	the	final	stage	of	the	research	to	additionally	confirm	quality	of	criteria	weights.	On	the	
one	hand,	the	range	of	stability	intervals	for	each	of	the	criteria	shows	that	the	order	of	alterna‐
tives	remains	the	same	for	certain	changes	of	criteria	weights.	On	the	other	hand,	it	was	deter‐
mined	that	all	of	the	criteria	affect	the	final	order	of	alternatives	since	none	of	the	stability	inter‐
vals	belong	to	the	range	from	0	to	1.	These	facts	 lead	to	the	well‐founded	assumption	that	the	
criteria	 and	 their	 assigned	weights	 used	 in	 the	 proposed	model	 are	 valid.	 It	 also	 justifies	 the	
model	in	terms	of	robustness.	PROMETHEE	II	was	used	for	the	ranking	of	the	alternatives.	The	
quality	of	the	obtain	results	is	guaranteed	by	flexible	preference	modelling	and	the	easy	use	of	
this	method,	strengthened	with	criteria	weights	obtained	by	FAHP	and	the	systematic	approach	
in	gathering	data.	

The	results	presented	in	Table	11	revealed	the	great	 importance	of	ERP	system	and	Supply	
Chain	Management	 (SCM)	 in	manufacturing	processes	 concerning	production	principles	of	 In‐
dustry	4.0.	The	ERP	system	is	considered	as	a	backbone	of	Industry	4.0	as	it	plays	a	vital	role	in	
the	vertical	integration	of	companies.	Moreover,	the	integration	of	the	ERP	system	with	SCM	is	
recommended	for	full	utilization	in	the	context	of	Industry	4.0	[33].	Integration	of	these	technol‐
ogies	 ensures	 the	 appropriate	 use	 of	 products	 and	 raw	materials	 in	manufacturing	 processes	
and	the	possibility	for	direct	information	exchange	along	the	supply	chain	[34].	Furthermore,	as	
suggested	in	this	research,	manufacturers	should	focus	on	production	control	systems.	In	order	
to	 optimize	 resources	 in	 the	 production	 chain,	 efficient	 real‐time	 production	 control	 system	
combined	with	 reliable	 analysis	 of	 data	 in	 production	 process	 should	 be	 provided	 [35].	 Real‐
time	monitoring	of	manufacturing	processes	 is	considered	as	one	of	 the	key	elements	 for	suc‐
cessful	 implementation	 of	 Industry	 4.0	 concepts	 [9].	 Companies	 from	 transitional	 economies,	
such	as	Serbia,	should	place	emphasis	on	these	advanced	digital	technologies	so	as	to	be	able	to	
adapt	to	inevitable	changes	posed	by	Industry	4.0.	
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4. Conclusion 
This work investigates the contribution of advanced digital technologies in manufacturing com-
panies in the context of Industry 4.0. For this purpose, a hybrid FMADM model was developed. 
FAHP was used to structure the problem, as well as to determine importance of different pro-
duction characteristics, while PROMETHEE II was used to evaluate the use of advanced digital 
technologies in manufacturing companies within the framework of Industry 4.0. The dataset 
which formed the basis of this paper was collected through the EMS survey. It has been deter-
mined that the ERP system, SCM, and near real-time production control system are the technol-
ogies offering the greatest benefits to the production principles of Industry 4.0.  

This work contributes to the existing literature by expanding the research related to imple-
menting advanced technologies in the context of Industry 4.0 specifically to transitional econo-
mies. In fact, this research sheds light on advanced digital technologies crucial for manufacturers 
from transitional economies (i.e. Serbia) aiming to introduce the concept of Industry 4.0 into 
their companies. In this sense, the results presented in this research are of key importance for 
their strategic orientation. 

This research is limited to criteria only related to production characteristics in manufacturing 
companies. There are other vital criteria linked to Industry 4.0 which are of interest for manu-
facturing companies that could be included in future research. Furthermore, this work is focused 
on the use of advanced digital technologies in manufacturing companies. Future research should 
take into consideration other advanced manufacturing technologies which are considered as 
enablers of Industry 4.0. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	article	presents	the	results	of	experimental	studies	 in	high	performance	
milling	of	AlZn5.5MgCu	aluminum	alloy.	The	 tests	were	performed	with	 the	
use	of	end	mill	cutters	with	different	serrated	shapes	of	the	cutting	edge.	End	
mills	with	continuous,	 interrupted	and	wavy	with	varied	profile	radius	were	
used.	The	tests	were	conducted	on	a	DMG’s	DMU	100	MonoBlock	machining	
center	 with	 cutting	 force	 components	 measurement	 in	 workpiece	 system	
capabilities.	The	experimental	tests	were	carried	out	using	varied	radial	depth
of	cut	ae	and	feed	per	tooth	fz	parameters	according	to	applied	three‐level	full	
design	 of	 experiment.	 The	 relationships	 between	 ae	 and	 fz	 parameters	 and	
cutting	force	components	for	various	cutting	edge	shapes	were	determined.	A	
continuous	cutting	edge	was	adopted	as	a	reference	shape.	Based	on	the	re‐
sults	of	the	tests,	cutting	force	components	models	for	analyzed	cutting	edge	
shapes	 were	 determined.	 A	 comparative	 analysis	 between	 the	 developed	
models	and	relationships	was	conducted.	The	study	proved	that	when	adopt‐
ing	end	mills	with	serrated	cutting	edges,	lower	cutting	force	components	are	
obtained,	 in	 comparison	 with	 cutters	 with	 continuous	 cutting	 edges.	 The	
results	also	showed	that	for	end	mills	with	serrated	cutting	edges	radial	depth	
of	cut	ae	has	a	negligible	influence	on	the	feed	force	component	Ff.	The	results	
proved,	 that	 end	 mills	 with	 serrated	 cutting	 edges	 should	 be	 used	 in	 high	
performance	machining,	where	high	values	of	ae	and	fz	parameters	are	adopt‐
ed.	 Furthermore,	 machining	 of	 thin‐walled	 workpieces	 can	 be	 a	 potential	
application	 of	 these	 end	mills,	 as	 lower	 values	 of	 cutting	 force	 components	
reduce	the	risk	of	deformation	of	milled	thin	walls.	
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1. Introduction  

Researchers	always	 try	 to	develop	new	ways	 to	 improve	milling	processes,	one	of	which	 is	 to	
increase	cutting	parameters,	 such	as	cutting	depths	and	widths	as	well	as	cutting	speed	 [1‐3].	
This	is	mainly	the	result	of	constant	efforts	to	reduce	machining	time	and	production	costs.	One	
of	 the	 milling	 methods,	 which	 allows	 to	 reduce	 machining	 time	 is	 high	 performance	 cutting	
(HPC).	HPC	is	used	primarily	as	roughing	machining,	where	high	volumes	of	workpiece	material	
are	 removed	and	surface	quality	 is	 irrelevant.	 It	 is	difficult	 to	accurately	define	 the	concept	of	
high	performance	machining.	Various	attempts	at	defining	HPC	may	be	found	in	the	 literature.	
One	of	the	ways	to	differentiate	a	high	performance	cutting	from	conventional	machining	is	 to	
use	a	cutting	volume	Qw,	which	depends	on	the	feed	rate	as	well	as	on	the	axial	and	radial	depth	
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of	 cut	 [1].	 It	 is	 commonly	 accepted,	 that	 in	 HPC	 the	 following	 range	 of	 cutting	 parameters	 is	
adopted:	ap	is	0.5	Dc	to	1.5	Dc	(mm),	ae	is	0.3	Dc	to	1	Dc	(mm),	fz	is	0.1	to	0.3	(mm/tooth).	A	charac‐
teristic	feature	of	HPC	machining	is	the	use	of	2‐5	times	the	usual	cutting	speeds	vc	in	compari‐
son	with	conventional	machining,	in	addition	to	higher	feeds	per	tooth	fz,	radial	depths	of	cut	ae	
and	axial	depths	of	cut	ap	[4,	5].	

One	of	the	practical	applications	of	HPC	machining	is	milling	thin‐walled	integral	structures	
made	of	aluminum	alloys	used	in	aircraft	constructions.	Such	parts	are	characterized	by	a	large	
number	of	closed	areas	of	great	depth	as	well	as	a	high	volume	of	material	necessary	to	be	re‐
moved	and	thin‐walled	structures	[5].	As	a	result,	roughing	machining	has	to	ensure	high	milling	
volumes,	but	cannot	lead	to	elastic	or	plastic	deformations	of	milled	walls.	Thus,	it	is	important	
to	try	to	reduce	the	cutting	force	components,	mainly	normal	to	feed	cutting	force	component,	
and	as	a	result	decrease	 the	mechanical	 load	on	 the	milled	walls	 [5‐8].	As	a	result	of	 the	 local	
decrease	in	cutting	depth	by	the	value	of	elastic	deformation	of	the	workpiece’s	wall,	additional	
allowance	remains	on	the	workpiece,	which	has	to	be	cut	in	the	following	machining	pass.	This	
results	in	a	significant	increase	in	total	machining	time	or	leaving	larger	allowances	for	finishing	
machining	 in	order	 to	 increase	 the	 stiffness	of	 the	wall.	Therefore,	ensuring	 the	proper	condi‐
tions	of	HPC	machining,	that	will	not	result	 in	an	occurrence	of	such	cutting	force	components	
values,	which	in	turn	would	cause	elastic	or	plastic	deformation	of	a	wall	is	of	great	importance	
[5,	9,	10].	One	of	the	ways	to	reduce	the	cutting	force	components	is	to	use	tools	with	varied	cut‐
ting	edge	shape.	

For	 the	HPC	machining,	 solid	 carbide	 end	mill	 cutters	 are	 usually	used.	 In	 the	 case	 of	HPC	
milling	of	aluminum	alloys,	3	flute	end	mills	are	commonly	used.	One	of	the	crucial	macrogeome‐
try	parameters	is	cutting	edge	shape.	The	cutting	edge	shape	may	be	continuous,	interrupted	or	
wavy,	and	in	the	case	of	the	last	two,	it	can	also	be	described	as	a	serrated	edge	[1,	11].	In	the	
case	 of	 interrupted	 cutting	 edge,	 a	 few	 different	 shapes	 may	 occur,	 for	 example	 triangular,	
round,	square	etc.	This	type	of	edge	is	shaped	in	the	form	of	notches	offset	from	each	other	by	
the	constant	value.	As	a	result,	during	the	rotation	of	the	cutter,	the	notches	in	subsequent	edges	
pass	 each	other.	A	 similar	 situation	 takes	place	 in	 the	 case	of	 a	wavy	 shape	of	 a	 cutting	edge,	
which	may	be	shaped	with	different	values	of	inner	and	outer	radius	creating	a	constant	or	vari‐
able	sinusoidal	shape	[1].	

The	shape	of	a	cutting	edge	has	a	significant	 impact	on	 the	milling	process.	 In	particular,	 it	
greatly	affects	the	chip	forming	process,	vibrations	and	cutting	forces	[11].	In	industrial	practice,	
end	mills	dedicated	to	roughing	machining	of	aluminum	alloys	characterized	by	the	varied	shape	
of	a	cutting	edge	can	be	found.	There	are,	however,	no	experimental	tests	available,	that	would	
clearly	indicate	what	is	the	effect	of	the	cutting	edge	shape	on	the	high	performance	milling	of	
aluminum	alloys.	The	cutting	force	is	a	basic	process	parameter	influencing	machining	and	the	
quality	of	the	workpiece.	The	determination	of	the	cutting	force	values	during	the	HPC	machin‐
ing	is	of	significant	importance	because	it	allows	to	determine	for	example	the	load	on	the	tool	

	
Fig.	1	Cutting forces in end milling 	
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or	the	load	on	the	thin‐walled	structures	[5].	The	total	cutting	force,	which	is	a	sum	of	vectors	of	
all	 forces,	can	be	broken	into	an	active	force	F	(in	the	work	plane),	and	into	a	reactive	force	Fa	
(perpendicular	to	the	work	plane),	Fig.	1.	The	active	force	varies	with	the	cutter	contact	angle	ϕ	
and	may	be	broken	into	forces	Ff	and	FfN	related	to	the	workpiece,	acting	in	the	feed	direction,	or	
rotating	forces	Fc	and	FcN	related	to	the	tool,	acting	in	the	cutting	speed	direction.	

Previous	works	focused	mainly	on	modelling	of	milling	process	[12‐16].	For	instance,	Liu	et	
al.	 presented	 a	 theoretical	model	 of	 dynamic	 cutting	 force	 [17].	 The	 influence	 of	 the	 effective	
rake	angle	and	the	size	effect	of	undeformed	chip	thickness	were	included	in	the	formulation	of	
the	differential	cutting	forces	on	the	basis	of	the	theory	of	oblique	cutting.	There	are	also	known	
works	describing	the	kinematics	and	dynamics	of	milling	with	the	use	of	end	mills	with	differ‐
ently	shaped	cutting	edges.	Works	[18,	19]	present	analytical	models	of	cutting	force	as	well	as	
process	stability	tests	for	cylindrical	and	conical	milling	cutters	with	a	wavy	sinusoidal	shape	of	
a	cutting	edge.	However,	the	results	were	not	compared	with	other	shapes	of	the	cutting	edge.	
Merdol	and	Altintas	created	a	theoretical	model	for	tools	with	the	interrupted	shape	of	a	cutting	
edge.	Dombovari	proposed	a	model	for	predicting	cutting	forces	using	serrated	tools.	The	article	
confirms	the	practical	advantages	of	using	this	type	of	tools.	Koca	and	Budak	describe	the	simu‐
lation	 and	 optimization	 of	 cutter	 geometry	 [20].	 Various	 parametric	 shapes	 of	 a	 cutting	 edge	
were	 tested	 in	 comparison	with	a	 continuous	 shape,	 for	which	 the	 lowest	 cutting	 forces	were	
obtained.	In	work	[21]	the	influence	of	the	depth	of	the	cutting	edge’s	profile	on	cutting	forces	
was	investigated.	An	analytical	model	was	developed,	and	on	its	basis	a	simulation	and	experi‐
mental	tests	were	conducted.	The	results	proved	that	when	increasing	the	depth	of	the	cutting	
edge’s	profile,	the	cutting	forces	are	decreasing.	In	his	work,	Campomanes	proposed	a	dynamics	
and	mechanics	model	of	end	mills	with	the	interrupted	shape	of	a	cutting	edge	[22].	The	model	
shows	 the	average	values	of	cutting	 force	coefficients	and	approximate	chip	 thickness.	Moreo‐
ver,	 Campomanes	 found	 that	 the	 introduction	 of	 the	 interrupted	 shape	 of	 a	 cutting	 edge	 im‐
proves	process	stability.	Grabowski	et	al.	presented	a	method	of	cutting	forces	prediction	as	well	
as	examined	 the	stability	of	 indexable	cutting	 tools	 [23].	Sultan	and	Okafor	on	 the	other	hand	
developed	 a	model	 for	 prediction	 of	 cutting	 forces	 for	 a	 bull‐nose	wavy‐edge	 helical	 end	mill	
[24].	They	examined	the	influence	of	geometric	parameters	of	WEBNHE	on	the	resultant	cutting	
force	as	well	as	on	 the	predicted	cutting	 force	components.	Budak	and	Techranizadeh	studied	
the	effect	of	serration	and	proposed	a	new	method	for	optimizing	serrated	shapes	[25].	

However,	these	were	only	fragmentary	studies,	without	a	comparison	with	other	types	of	the	
shape	of	a	cutting	edge.	Therefore,	there	is	a	lack	of	works	focusing	on	the	influence	of	the	shape	
of	a	cutting	edge	on	the	HPC	process	of	aluminum	alloys,	and	on	the	cutting	forces	and	its	varia‐
tions	in	particular.	Considering	the	above,	comparative	studies	of	high	performance	milling	of	a	
selected	aluminum	alloy	AlZn5.5MgCu,	commonly	used	in	the	aviation	industry	for	hull	structur‐
al	parts	and	aircraft	wings,	were	conducted.	Four	different	shapes	of	a	cutting	edge	of	end	mills	
dedicated	to	HPC	machining	of	aluminum	alloys	were	tested	under	the	same	conditions.	Based	
on	the	recorded	cutting	force	components	values,	mathematical	models	were	developed,	allow‐
ing	a	comparative	assessment	of	the	examined	shapes	of	a	cutting	edge	to	be	performed.	

	
2. Materials and methods 

The	experimental	tests	were	carried	out	on	a	DMG’s	DMU	100	MonoBlock	multi‐axis	machining	
center.	 The	 machine	 tool	 was	 equipped	 with	 specialized	 measuring	 equipment	 dedicated	 to	
measuring	 cutting	 force	 components.	 The	measurement	 of	 the	 cutting	 force	 components	was	
carried	out	 in	 the	workpiece	 system.	A	 cutting	 force	measuring	platform	 is	 an	original	 design	
based	on	a	four,	three‐component	Kistler’s	piezoelectric	sensors	type	9601A31.	They	are	charac‐
terized	by	a	measuring	range	of	±2.5	kN	in	the	direction	of	the	X	and	Y	axes	and	±5	kN	in	the	di‐
rection	of	the	Z	axis.	In	the	milling	table	plane,	Fx(Ff)	and	Fy(FfN)	cutting	force	components	were	
measured	and	 in	 the	direction	of	 the	Z	 axis,	Fz(Fa)	was	measured.	The	voltage	 signal	 from	 the	
dynamometer	was	transferred	to	the	National	Instruments’	A/D	converter	type	USB‐6003.	Force	
signals	after	conversion	were	recorded	with	the	use	of	the	Signal	Express	software.	Fig.	2	pre‐
sents	the	test	stand.	
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Fig.	2	Test	stand:	1	–	cutting	force	measuring	platform,	2	–	test	sample,	3	–	end	mill	

	
	

	
Fig.	3	The	shape	of	a	cutting	edge	

	

The	 test	 samples	were	made	of	AlZn5.5MgCu	aluminum	alloy.	The	experimental	 tests	were	
carried	out	using	3	flute	end	mills	made	of	carbide	type	DK	460UF,	commonly	used	for	cutting	
tools	dedicated	to	machining	aluminum	alloys	and	recommended	by	Gühring.	It	is	an	ultra‐fine	
cemented	carbide	with	a	grain	size	of	about	0.5	µm	and	hardness	of	1620	HV.	The	recommended	
cutting	 speed	 for	 this	 material	 was	 determined	 by	 the	 manufacturer	 and	 equaled	 vc	 =	 700	
m/min.	All	the	tools	used	in	experimental	tests	had	polished	surfaces	of	the	flutes,	which	mini‐
mized	the	possibility	of	 the	occurrence	of	 the	adhesive	phenomena.	Four	end	mills	were	used,	
each	with	a	different	shape	of	a	cutting	edge	(Fig.	3).	A	continuous	(notation	MC1),	 sinusoidal	
wavy	 fine	 (MC2),	 sinusoidal	wavy	 thick	 (MC3),	 and	 interrupted	 rectangular	 (MC4)	 shape	 of	 a	
cutting	edge	were	used.	

The	milling	tests	were	conducted	with	constant	parameters	of:	axial	depth	of	cut	ap	and	cut‐
ting	speed	vc	(Table	1).	The	value	of	the	cutting	speed	vc	was	a	result	of	the	carbide	manufactur‐
er’s	recommendations,	whereas	the	value	of	the	axial	depth	of	cut	was	determined	based	on	the	
modal	analysis	of	the	test	stand	system.	A	critical	value	of	the	axial	depth	of	cut	was	determined	
apkryt	 	=	15	mm,	for	which	the	system	is	always	stable	regardless	of	the	spindle	rotational	speed.	
The	variable	 cutting	parameters	were	 the	 radial	depth	of	 cut	ae	 and	 the	 feed	per	 tooth	 fz	 (Ta‐
ble	1).	The	experimental	tests	were	carried	out	based	on	a	three‐level	full	design	of	experiment	
PS/DK	3n,	modified	taking	three	levels	of	values	for	ae	and	fz.	As	a	result,	for	each	tool,	9	experi‐
mental	tests	were	carried	out,	while	some	tests	were	characterized	by	a	constant	cutting	volume.	
	

Table	1	Values	of	technological	parameters		

Parameter		 Value	

Rotational	speed	n,	rpm	 11000

Cutting	speed	vc,	m/min	 690

Axial	depth	of	cut	ap,	mm	 15

Radial	depth	of	cut	ae,	mm	 8,	12,	16

Feed	per	tooth	fz,	mm/tooth 0.075,	0.1,	0.15	
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3. Results and discussion 

For	each	milling	test,	three	cutting	force	components	were	recorded,	and	each	component	was	
analyzed	separately.	First	milling	tests	were	carried	out	with	end	mill	with	the	continuous	shape	
of	a	cutting	edge.	Such	a	shape	of	a	cutting	edge	is	commonly	used	in	milling	tools,	and	models	of	
cutting	 force	components	 for	such	geometry	are	well	known.	However,	 the	experimental	 tests	
for	 the	end	mill	with	a	continuous	shape	of	a	cutting	edge	were	carried	out	 in	order	 to	obtain	
reference	values	for	the	remaining	geometries.	

3.1 Analysis of the results 

The	analysis	of	the	results	of	the	tests	carried	out	with	the	end	mill	with	a	continuous	shape	of	a	
cutting	edge	indicates	that	all	cutting	force	components	change	monotonically.	Both	in	the	case	
of	feed	per	tooth	fz	and	the	radial	depth	of	cut	ae,	the	increase	of	cutting	force	component	values	
in	the	feed,	normal	to	feed	and	axial	directions	is	observed.	It	was	also	noticed	that	a	change	in	
feed	per	tooth	fz	at	a	constant	radial	depth	of	cut	ae	results	in	a	much	higher	increase	in	all	the	
cutting	force	components	(even	up	to	about	50	%),	than	a	change	in	ae	at	a	constant	fz	(increase	
only	 up	 to	 about	 20	%).	 The	 obtained	 values	were	 adopted	 as	 reference	 for	 end	mills	with	 a	
modified	shape	of	a	cutting	edge	in	order	to	present	the	effect	of	the	shape	of	a	cutting	edge	on	
cutting	force	values	in	relation	to	the	conventional	end	mill.	The	relative	change	in	force	compo‐
nents	was	calculated	from	the	equation:	
	

∆௫ൌ
ݔ െ ௥௘௙ݔ
௥௘௙ݔ

∙ 100 %	 (1)
	

Where	x	is	a	current	value	of	the	analyzed	cutting	force	component	and	xref	is	the	respective	
value	of	the	cutting	force	component	for	the	end	mill	with	a	continuous	shape	of	a	cutting	edge.	

In	order	 to	present	 the	 influence	of	 the	cutting	edge	shape	modification	on	 the	values	of	Ff	
force	component,	the	results	are	presented	graphically	in	the	form	of	values	calculated	accord‐
ing	to	the	Eq.	1	in	relation	to	the	continuous	shape	of	a	cutting	edge.	Analyzing	the	values	of	the	
feed	cutting	force	component	for	various	shapes	of	a	cutting	edge,	significant	differences	can	be	
observed	 in	 comparison	with	an	end	mill	with	a	 continuous	 shape	of	 a	 cutting	edge.	Negative	
values	mean	a	decrease	in	force	compared	to	the	standard	end	mill	(Fig.	4).	

The	presented	results	can	lead	to	a	conclusion,	that	a	modification	of	the	shape	of	a	cutting	
edge	has	a	great	impact	on	the	values	of	the	Ff	cutting	force	component.	Application	of	the	wavy	
fine	or	wavy	thick	shape	of	a	cutting	edge	can	lead	to	a	decrease	in	the	Ff	component	from	a	doz‐
en	up	to	35	%.	In	addition,	the	higher	the	cut	layer	cross‐section,	the	higher	the	reduction	in	the	
Ff	 component	 value.	However,	 using	 an	 interrupted	 rectangular	 shape	 of	 a	 cutting	 edge	has	 a	
different	 impact	 on	 the	Ff	 component	 values,	 depending	on	 the	 cutting	parameters.	 For	 radial	
depth	of	cut	ae	=	8	mm,	an	increase	in	Ff	values	was	observed	in	relation	to	MC1	end	mill.	How‐
ever,	for	higher	values	of	ae,	a	significant	reduction	in	the	feed	cutting	force	component	was	ob‐
served.	 For	 all	 the	 end	mills,	 the	 highest	 decrease	 in	 feed	 force	 component	was	 observed	 for	
higher	values	of	ae.	It	can	be	an	effect	of	the	increase	in	the	arc	of	engagement	as	well	as	employ‐
ing	more	cutting	edges,	which	leads	to	a	higher	thickness	of	the	cut	layer.	

The	normal	to	feed	cutting	force	component	FfN	was	then	analyzed.	The	value	of	the	normal	to	
feed	component	 is	mainly	responsible	 for	 the	mechanical	 load	on	 the	workpiece’s	wall	and	 its	
possible	deformation.	Moreover,	it	causes	bending	stresses	in	the	tool.	Thus,	the	goal	is	to	mini‐
mize	FfN	value.	The	recorded	values	of	FfN	can	 lead	to	a	conclusion,	 that	using	a	wavy	or	 inter‐
rupted	shape	of	a	cutting	edge	does	not	affect	the	force	values	in	comparison	with	the	continu‐
ous	shape	of	a	cutting	edge.	A	monotonic	 increase	of	FfN	component	along	with	the	increase	in	
feed	per	tooth	fz	and	radial	depth	of	cut	ae	was	noted.	It	may	also	be	observed,	that	a	larger	gra‐
dient	of	 the	normal	 to	 feed	component	 increase	occurs	when	changing	 feed	per	 tooth	 fz	value.	
The	research	also	shows	that	the	use	of	a	cutting	shape	modification	results	in	a	significant	re‐
duction	in	FfN	component	for	all	pairs	of	technological	parameters	in	comparison	with	the	MC1	
end	mill.	This	is	confirmed	by	the	results	of	the	FfN	component	in	relation	to	the	values	recorded	
when	milling	with	the	MC1	end	mill	(Fig.	5).		
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Fig.	4	Relative	change	of	the	feed	cutting	force	component	Ff	for	different	shapes	of	a	
cutting	edge	in	relation	to	the	continuous	shape		

	
	

		 	

	
Fig.	5	Relative	change	of	the	normal	to	feed	cutting	force	FfN	for	different	shapes	of	a	
cutting	edge	in	relation	to	the	continuous	shape		

	

Based	on	the	conducted	experimental	tests,	it	can	be	noted	that	the	highest	reduction	in	nor‐
mal	to	feed	component	FfN	was	obtained	for	end	mills	with	the	wavy	shape	of	a	cutting	edge,	on	
average	by	25	%	 in	 relation	 to	 the	 end	mill	with	 the	 continuous	 shape	of	 a	 cutting	 edge.	The	
highest	reduction	in	normal	to	feed	component	FfN	was	observed	for	cutting	parameters	ae	=	8	
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mm	and	fz	=	0.075	mm/tooth.	For	the	end	mill	with	a	wavy	thick	shape	of	a	cutting	edge	a	40	%	
decrease,	and	for	the	end	mill	with	a	wavy	fine	shape	a	32	%	decrease	in	normal	to	feed	compo‐
nent	were	recorded	in	relation	to	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	In	the	
case	of	the	interrupted	shape	of	a	cutting	edge	MC4,	a	reduction	in	normal	to	feed	component	of	
about	15	%	was	observed	in	relation	to	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	
Moreover,	for	the	pairs	of	parameters	ae	=	8	mm	and	fz	=	0.15	mm/tooth,	ae	=	12	mm	and	fz	=	0.1	
mm/tooth,	ae	=	16	mm	and	fz	=	0.075	mm/tooth	and	while	maintaining	constant	cutting	volume	
Qw	=	594	cm3/min	it	can	be	noted,	that	the	relative	change	in	normal	to	feed	component	FfN	value	
was	at	the	same	level	for	all	tested	shapes	of	a	cutting	edge.	

The	third	measured	and	analyzed	component	of	the	cutting	force	was	the	axial	component.	In	
the	case	of	milling,	the	component	acts	in	the	direction	of	a	tool’s	axis	and	creates	compressive	
stresses	of	the	tool.	Stiffness	of	a	tool	is	much	higher	in	the	axial	direction	than	in	the	radial	di‐
rection,	so	even	relatively	high	values	of	the	Fa	component	do	not	lead	to	the	loss	of	machining	
stability.	

The	recorded	values	of	Fa	prove	that	using	end	mills	with	the	interrupted	or	wavy	shape	of	a	
cutting	edge	leads	to	a	reduction	in	axial	cutting	force	component	Fa,	regardless	of	the	fz	and	ae	
parameters.	Moreover,	 changes	 in	 the	Fa	 component	are	monotonic	along	with	 the	 increase	 in	
feed	per	tooth	fz	and	in	the	radial	depth	of	cut	ae.	Fig.	6	presents	the	changes	of	the	axial	force	
component	in	relation	to	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	

The	lowest	values	of	the	axial	cutting	force	component	were	recorded	for	the	end	mill	with	
the	wavy	thick	shape	of	a	cutting	edge.	The	axial	component	was	lower	on	average	by	about	18	
%	in	relation	to	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	The	results	obtained	
for	the	MC2	end	mill	also	show	a	significant	decrease	in	the	axial	component	Fa,	on	average	ap‐
prox.	18	%	for	the	radial	depth	ae	=	16	and	8	mm,	while	for	ae	=	12	mm	the	recorded	decrease	
was	equal	approx.	3	%	in	comparison	with	the	end	mill	with	the	continuous	shape	of	a	cutting	
edge.	In	the	case	of	MC4	end	mill,	the	value	of	the	axial	cutting	force	component	was	reduced	as	
well.	The	average	relative	value	of	the	axial	component	Fa	was	about	12	%	lower	for	the	tested	
technological	parameters	in	relation	to	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	

	
	

		 	

	
Fig.	6	Relative	change	of	the	axial	cutting	force	component	Fa	for	different	shapes	of	a	
cutting	edge	in	relation	to	the	continuous	shape	
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The	comparative	analyses	 indicate	clearly	that	using	a	modifying	shape	of	a	cutting	edge	 in	
end	mills	has	a	significant	impact	on	the	values	of	the	cutting	force	components.	Utilizing	a	non‐
continuous	cutting	edge	results	in	the	division	of	the	cut	layer	and	division	of	the	chip.	Moreover,	
the	effective	number	of	cutting	edges	is	changed.	In	the	case	of	the	continuous	shape	of	a	cutting	
edge,	the	cutting	edge	is	in	contact	with	a	workpiece	along	its	entire	length.	In	the	case	of	MC2,	
MC3	and	MC4	end	mills,	the	cutting	edge	is	in	contact	with	a	workpiece	in	several	points.	As	the	
results	and	analyses	show,	the	division	of	the	machining	allowance	and	non‐continuous	contact	
of	 the	edge	with	a	machined	material	 in	most	cases	has	a	positive	 influence	on	 the	machining	
process.	 In	most	 cases,	 a	 significant	 reduction	 in	 cutting	 force	 components,	mainly	 normal	 to	
feed	component	FfN,	was	recorded.	However,	in	order	to	be	able	to	design	the	machining	process	
and	to	determine	the	cutting	 force	components	values	 for	any	values	of	 technological	parame‐
ters,	it	is	necessary	to	develop	mathematical	models	of	the	cutting	force	components.	

3.2 Modelling of the cutting force components 

In	order	to	develop	mathematical	models,	statistical	analyses	of	the	obtained	results	were	con‐
ducted.	The	analyses	were	performed	in	JMP	12	software	employing	response	surface	method‐
ology	(RSM).	The	general	form	of	the	response	equation	is	in	the	form:	
	

ݕ ൌ ܣ ൅ ܤ ௭݂ ൅ ௘ܽܥ ൅ ܦ ௭݂
ଶ ൅ ௘ଶܽܧ ൅ ܨ ௭݂ܽ௘	 (2)

	

where	A	is	constant	coefficient,	B	and	C	are	coefficients	of	main	linear	effects,	D	and	E	are	coeffi‐
cients	of	main	square	effects,	and	F	is	coefficient	of	the	interaction	effect.	

Subsequently,	the	significance	of	obtained	interactions	between	the	technological	parameters	
was	analyzed.	The	boundary	 level	of	statistical	 significance	of	each	parameter	was	set	at	0.05.	
Table	2	presents	the	 levels	of	statistical	significance	of	 the	 influence	of	each	component	of	 the	
equation	on	the	value	of	the	cutting	force	components.	

	

Table	2	Levels	of	statistical	significance	of	the	equation’s	components	

Type	of		
a	cutting	
edge	

Cutting	force	
component		

Level	of	statistical	significance	

௭݂	 ܽ௘	 ܽ௘ଶ	 ௭݂
ଶ	 ௭݂ܽ௘	

MC1	

Ff	 0.00003	 0.00083	 0.15617	 0.29825	 0.55984	

FfN	 0.00001	 0.00009	 0.1624	 0.4261	 0.00836	

Fa	 0	 0.00133	 0.93012	 0.43903	 0.01254	

MC2	

Ff	 0.00001	 0.94583	 0.25446	 0.69474	 0.96378	

FfN	 0.00002	 0.00049	 0.00649	 0.78576	 0.28006	

Fa	 0	 0.0159	 0.00649	 0.73337	 0.37894	

MC3	

Ff	 0.00001	 0.03621	 0.35369	 0.56736	 0.95489	

FfN	 0.00002	 0.00015	 0.26887	 0.58989	 0.02321	

Fa	 0	 0.0002	 0.00441	 0.92783	 0.72537	

MC4	

Ff	 0.00001	 0.88059	 0.2982	 0.25434	 0.76364	

FfN	 0.00003	 0.00051	 0.10812	 0.472	 0.1691	

Fa	 0.00001	 0.22696	 0.31983	 0.43137	 0.85631	
	

Analyzing	the	obtained	values	of	levels	of	statistical	significance	for	the	end	mill	with	a	con‐
tinuous	shape	of	a	cutting	edge,	it	can	be	noticed	that	the	value	of	the	feed	cutting	force	compo‐
nent	Ff	is	very	much	dependent	on	the	feed	per	tooth	fz	and	on	the	radial	depth	of	cut	ae.	In	the	
case	of	 the	normal	 to	 feed	 cutting	 force	 component	FfN	 as	well	 as	 the	 axial	 component	Fa,	 the	
forces	were	additionally	influenced	by	the	value	of	the	product	of	the	fz	and	ae	parameters.	Con‐
sidering	the	remaining	shapes	of	a	cutting	edge	it	can	be	observed,	that	for	the	interrupted	shape	
of	a	cutting	edge,	 the	value	of	 the	 feed	cutting	force	component	Ff	depends	mainly	on	the	feed	
per	tooth	fz,	whereas	the	value	of	the	normal	to	feed	cutting	force	component	FfN	and	the	axial	
cutting	force	component	Fa,	as	 in	the	case	of	 the	end	mill	with	a	continuous	shape	of	a	cutting	
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edge,	depends	on	both	the	ae	and	fz	parameters.	When	analyzing	end	mills	with	wavy	shapes	of	a	
cutting	edge,	it	can	be	concluded	that	the	values	of	the	cutting	force	components	depend	on	both	
the	ae	and	fz	parameters.	

By	rejecting	the	components	of	the	equation,	for	which	the	level	of	statistical	significance	was	
over	0.05,	models	of	the	cutting	force	components	for	each	tested	end	mill	were	developed.	The	
models	of	the	cutting	force	components	are	presented	in	Table	3.	For	all	of	the	developed	rela‐
tionships,	 the	 coefficient	 of	 determination	R2	 above	 0.9	was	 obtained,	 which	 indicates	 a	 very	
good	fit	of	the	models.	Subsequently,	the	responses	of	the	developed	models	for	the	full	range	of	
parameters	fz	and	ae	were	determined.	The	results	are	presented	in	the	following	graphs.	

All	the	developed	models	were	tested	in	terms	of	statistical	significance	with	the	use	of	analy‐
sis	 of	 variance.	 The	 probability	 value	 for	 all	 the	 developed	 models	 was	 equal	 p	 <	 0.0001.	 It	
means,	 that	 in	 each	 case	 the	 value	of	probability	was	 lower	 than	 the	 assumed	 level	 of	 signifi‐
cance	µ	=	0.05.	Next,	the	assumptions	of	the	analysis	of	variance	with	the	normality	of	residuals	
were	 tested.	The	normality	of	 residuals	was	checked	using	 the	Shapiro	and	Wilk’s	 test.	For	all	
the	developed	models	the	analysis	proved,	that	the	residuals	are	normally	distributed.	

It	can	be	observed	that	in	the	case	of	MC1	end	mill,	the	model	of	the	feed	cutting	force	com‐
ponent	Ff	is	completely	different	than	models	of	the	other	end	mills	with	the	modified	shape	of	
the	cutting	edge	(Fig.	7).		

The	obtained	graph	for	the	MC1	indicates	the	influence	of	the	radial	depth	of	cut	ae	on	the	Ff	
component	value.	In	the	case	of	the	remaining	end	mills,	the	Ff	 force	depends	exclusively	on	fz.	
The	difference	in	the	Ff	component	value	of	almost	200	N	in	favor	of	the	MC2,	MC3	and	MC4	end	
mills	is	also	noteworthy.	These	differences	result	mainly	from	the	division	of	the	machining	al‐
lowance	due	to	the	division	of	the	cutting	edge	with	a	wavy	or	interrupted	profile.	This	results	in	
a	decrease	in	the	Ff	component	and	in	a	change	of	the	model.	

A	 comparison	 between	 the	 graphical	 representations	 of	 the	 normal	 to	 feed	 component	FfN	
models	shows	different	relationships	than	in	the	case	of	the	Ff	component	(Fig.	8).	It	is	evident,	
that	adopting	a	modification	in	the	shape	of	a	cutting	edge	leads	to	a	significant	reduction	in	the	
Ff	component	that	equals	for	the	maximum	values	of	ae	and	fz	up	to	400	N.	However,	a	change	in	
the	shape	of	a	cutting	edge	does	not	affect	the	FfN	component’s	model	uniformly.		

It	turns	out,	that	for	MC3	and	MC4	end	mills	the	functions	are	not	the	same	as	for	the	end	mill	
with	the	continuous	shape	of	a	cutting	edge.	Only	the	MC2	end	mill	is	characterized	by	a	differ‐
ent	 form	of	 the	FfN	 component’s	model.	The	obtained	surface	 is	clearly	curved,	which	means	a	
nonlinear	and	higher	 impact	of	mainly	radial	depth	of	cut	ae	 on	 the	FfN	value.	This	may	be	ex‐
plained	by	the	very	fine	division	of	the	cutting	edge	which	results	in	high	chip	defragmentation.	
As	a	result,	 for	 low	values	of	ae	and	 fz,	 the	value	of	 the	FfN	 component	 is	much	higher	 than	 for	
MC3	and	MC4	end	mills.	This,	in	turn,	means	that	the	MC2	end	mill	is	mostly	dedicated	to	milling	
with	large	cut	layer	cross‐sections.	

	

Table	3	Models	of	the	cutting	force	components	

End	mill	 Models	of	the	cutting	force	components	 R2	

MC1	

Ff		= ‐202.59 + 4848.57fz		+ 26ae 0.96

FfN		=	‐66	+	9240fz		+ 50ae	+ 586.71(fz		‐ 0.108)(ae		‐ 12) 0.99

Fa		=	‐58.95	+	5652.38fz		+ 15.62ae	+ 295.71(fz		‐ 0.108)(ae	‐ 12) 0.99

MC2	

Ff		= 80.43 + 4251.42fz 0.98

FfN		=	‐112.42	+	8296.19fz		+ 38.75ae		+ 9.39(ae		‐ 12)(ae		‐ 12) 0.98

Fa	=	71.53	+	5098.09fz		+ 7.85ae		‐ 5.88(ae		‐ 12)(ae		‐ 12) 0.99

MC3	

Ff			= ‐28.11 + 4905.71fz		+ 3.41ae 0.99

FfN		=	‐496.33	+	8713.33fz		+ 56.04ae		+ 561.07(fz		‐ 0.108)(ae		‐ 12)	 0.98

Fa		=	72.43	+	5200.95fz		+ 13.58ae		‐ 2.97(ae		‐ 12)(ae		‐ 12) 0.99

MC4	

Ff		= 36.85 + 4956.19fz 0.96

FfN		= ‐303.357 + 8670.47fz		+ 51.12ae 0.96

Fa	= 45.54 + 5532.38fz 0.90
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Fig.	7	Graphical	representation	of	the	feed	cutting	force	component	Ff	models	

	
	

			 	

			 	
Fig.	8	Graphical	representation	of	the	feed	cutting	force	component	FfN	models	
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The	analysis	of	graphical	representations	of	the	axial	component	Fa	models	allows	to	observe,	
that	only	in	the	case	of	the	MC4	end	mill	a	function	independent	of	the	radial	depth	of	cut	ae	was	
obtained	(Fig.	9).	In	the	case	of	other	end	mills,	the	value	of	the	Fa	component	also	depends	on	
the	radial	depth	of	cut,	the	strongest	for	MC2	and	MC3	end	mills.	Moreover,	for	wavy	shapes	of	a	
cutting	 edge,	 the	 obtained	 surface	 is	 clearly	 curved	 which	 indicates	 a	 nonlinear	 influence	 of	
mainly	ae	parameter	on	the	force	value.	The	highest	influence	was	noted	for	the	average	values	of	
the	radial	depth	of	cut.	The	value	of	the	Fa	component	is	noteworthy	as	well,	and	it	is	the	lowest	
for	the	MC4	end	mill.	It	is	the	result	of	the	fact	that	only	a	modification	of	the	cutting	edge	shape	
in	the	rectangular	form	leads	to	a	significant	decrease	in	the	axial	cutting	force	component	Fa.	
	

			 	

			 	
Fig.	9	Graphical	representation	of	the	axial	cutting	force	component	Fa	models	

	
4. Conclusion 

In	 order	 to	 reduce	 the	 time	 and	 cost	 of	manufacturing,	 high	 performance	milling	 becomes	 an	
increasingly	popular	method	of	machining.	End	mills	with	 the	 interrupted	or	wavy	shape	of	 a	
cutting	edge	are	dedicated	 to	 this	 type	of	machining.	Due	 to	 the	variety	of	 cutting	edge	 shape	
modifications,	experimental	 tests	of	 the	 influence	of	 the	shape	of	a	cutting	edge	on	the	cutting	
force	components	for	three	types	of	shapes	(wavy	fine,	wavy	thick	and	interrupted	rectangular)	
were	conducted.	Analyzes	of	the	results	of	the	experiment	were	carried	out	by	comparing	them	
to	the	end	mill	with	a	continuous	shape	of	a	cutting	edge	as	a	reference	tool.		

It	was	observed,	that	modifying	the	shape	of	a	cutting	edge	has	a	significant	impact	on	the	Ff	
cutting	force	component,	adopting	the	wavy	fine	or	wavy	thick	shape	of	a	cutting	edge	leads	to	
the	decrease	in	Ff	component	from	a	dozen	up	to	even	35	%.	Moreover,	it	was	determined,	that	a	
change	 in	 the	shape	of	a	cutting	edge	results	 in	a	decrease	 in	 the	normal	 to	 feed	cutting	 force	
component	FfN,	the	highest	for	end	mills	with	wavy	shapes	of	a	cutting	edge,	on	average	25	%	in	
comparison	with	the	end	mill	with	the	continuous	shape	of	a	cutting	edge.	Modifying	the	shape	
of	a	cutting	edge	leads	to	a	decrease	in	the	axial	cutting	force	component	Fa	regardless	of	fz	and	
ae	parameters.	The	highest	decrease	of	the	axial	component,	of	approx.	18	%	in	comparison	with	



High-performance end milling of aluminum alloy: Influence of different serrated cutting edge tool shapes on the cutting … 
 

the end mill with a continuous shape of a cutting edge, was obtained for the end mill with a wavy 
thick shape of a cutting edge.  

Adopting a modified shape of a cutting edge makes the Ff component dependent only on the fz 
parameter, whereas in the case of the continuous shape of a cutting edge, the Ff component de-
pends on both ae and fz parameters. In the case of the end mill with a wavy fine shape of a cutting 
edge, a different form of the FfN component model was obtained than in the case of other end 
mills. Radial depth of cut ae exhibits a non-linear influence on the FfN value. Moreover, adopting 
an interrupted rectangular shape of a cutting edge leads to the lack of influence of radial depth of 
cut ae on the value of the axial component Fa. 

The obtained test results allow to formulate a few practical conclusions and advises for users 
of end mills with serrated cutting edges. Using end mills with serrated cutting edges allows to 
significantly reduce the values of the cutting force components. Thus, it is possible to increase 
cutting parameters compared to the machining when using cutters with a continuous shape of a 
cutting edge. As a result, using end mills with serrated cutting edges, one may achieve higher 
milling efficiency. Another practical conclusion resulting from the developed cutting force com-
ponents’ models is the lack of influence of radial depth of cut ae on the value of the feed cutting 
force component Ff for end mills with serrated cutting edges. It follows that in practice using end 
mills with serrated cutting edges, higher values of radial depth of cut ae can be used in compari-
son with the conventional cutters. Higher ae values allow to increase machining efficiency with-
out the risk of increasing the tool’s load in the feed direction. 

The test results confirm, that end mills with serrated cutting edges should be used in high 
performance machining, where high values of fz and ae occur. In addition, such end mills could 
potentially be applied to machining enclosed spaces, pockets or thin-walled structural elements. 
Lower values of the cutting force components in feed and normal to feed directions result in 
lower tool’s deflection and lower deflection of milled thin walls. Thanks to this advantage, using 
end mills with serrated cutting edges helps to increase machining efficiency and at the same 
time allows to achieve the higher shape and dimensional accuracy of thin-walled parts. 

In future works, authors plan to analyze surface roughness obtained after milling with end 
mills with serrated cutting edges. Despite the fact, that such cutters are dedicated to rough ma-
chining, surface topography after rough machining influences the finishing process. In addition 
authors plan to conduct experimental and modelling tests concerning different shapes of a cut-
ting edge, with a focus on the analysis of the influence of the wavy and interrupted shape pitch 
on the high performance milling of aluminum alloys. 
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