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Abstract 
 
Augmented Reality in Surgery (ARIS*ER), a Marie Curie Research Training network, is presented. 
ARIS*ER aims at exploring and developing for Augmented Reality and haptics, based on radiological 
imaging. This will be combined with robotics, opening up new possibilities in endoscopy and other 
minimally invasive therapies, as well as improving the information support for current applications. 
Surgeons, radiologists, engineers and human factor specialists will work in close cooperation to 
establish a user centered research and development approach. Various interactive research and 
design steps are planned, including testing of prototypes with patients. 
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Izvleček 
 
Predstavljamo Navidezno resničnost - Augmented Reality in Surgery (ARIS*ER), Marie Curie 
Research Training network mrežo, ki raziskuje in razvija “Navidezno resničnost” in haptiko, na 
osnovi radioloških slikovnih prikazov. Kombinacija “Navidezne resničnosti” z roboti bo odprla nove 
možnosti v endoskopiji in drugih manj invazivnih načinih zdravljenja, kot tudi izboljšala 
informacijsko podporo že obstoječih načinov in tehnik. Kirurgi, radiologi, inžinerji in specialisti za 
ugotavljanje “ljudskega faktorja” bodo tesno sodelovali v nastajanju uporabniško podprtega 
raziskovalnega in razvojnega centra. 
 
Klju čne besede. Navidezna resničnost, minimalno invazivno zdravljenje.         

Introduction 
 
Minimally Invasive Therapies (MIT) are 
characterized by a limited portal, requiring the 
surgeon to rely on advanced medical imaging 
equipment and information technology and (if 
applicable) on technological support for actions 
to be conducted, such as via robotics or stereotaxis. 
These technologies have been instrumental to the 
development of MIT. Augmented Reality (AR), 
which refers to the augmentation of the ‘real’ 
environment, could further improve the 
information environment the surgeon works with 
in MIT and the virtual environment - based on 
computer generated artificial stimuli. 
Minimally Invasive Therapy is an important 
trend in modern medicine. MIT covers the wide 
range of therapies in videoscopic surgery and 
intervention radiology. An increasing number of 
conventional open surgical procedures is being 
replaced by MIT, because fewer traumas are to 
be expected and hospital stay-time is reduced, by 
allowing faster recovery and substantially improved 
cost-effectiveness for the hospital and the society. 
In particular, keyhole surgery assisted by various 

videoscopic techniques has gained wide accept-
ance in the surgical community, and more 
recently imaging equipment typically used for 
diagnostic purposes (e.g.: x-ray, CT, MRI and 
ultrasound) is being used to guide minimally 
invasive interventions. The technical possibilities 
with 3D imaging techniques and robotics have 
just been touched upon. There is a potential to 
provide the surgeon with far more support than is 
currently developed and implemented. 
Possibilities of alternative presentation of informa-
tion are, for example, a head mounted operation 
microscope for AR visualization (1) and an AR 
visualization system for image guided surgery 
(2). New trends in imaging include intra-
operative technique developments, such as 3D 
navigation based on intra-operative ultra sound 
(3), the fusion of various visualization modalities 
and the fusion of preoperative and peroperative 
images. 
Surgical robots can be divided into dedicated 
robots, programmed to do a certain task and, 
more common, telemanipulators (e.g. da Vinci, 
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4). Most telemanipulators can be regarded as 
extensions of the human hand, but they lack 
haptic feedback. Haptics is an important human 
tool to guide the coordination of the hand. 
Operating without haptics does not utilize the 
most natural human control mechanism. Several 
aspects, such as mechanical tissue properties, can 
very well be judged by feeling them, and it is 
technologically possible to make this, since 
haptic feedback can be based on the intelligent 
processing of sensor and imaging data. 
 

Current problems in Minimally 
Invasive Therapy 
The above-mentioned possibilities in Augmented 
Reality and robotic support could help solve 
many new additional problems doctors are 
encountering when applying MIT. 
MIT requires a different approach than 
conventional surgical procedures, since eye-hand 
co-ordination is not based on direct vision, but 
more predominantly on image guidance via 
endoscopes or radiological imaging modalities. 
Endoscopes, although absolutely superior in 
image quality compared to radiological images 
(when it comes to detailed manipulations, such 
as suturing), have the drawback of having a small 
field of view and can cause disorientation (5). 
Only the surface can be viewed, which allows 
many accidental ruptures of vessels. Bleedings 
remain a major complication during laparoscopic 
surgery (6). Radiological images are better when 
it comes to a wide over-view, but these can be 
difficult to control. Often additional measures are 
needed to see the relevant tissues, e.g. contrast 
agents have to be applied, and the effective 
moment that can be used is limited. An imaging 
modality capable of continuous 3D imaging in 
real time with multi-resolution capabilities is still 
far away. In some cases visual guidance is even 
completely lacking, e.g. with the insertion of the 
Veress needle and first trocar complications such 
as injuries to organs occur regularly (7-9). There 
is a general lack of manual feedback, e.g. forces, 

temperature, structure both in hand held 
instruments and with robots (5).  
 

ARIS*ER 
    
There is a potential, by developing more and 
better AR support, to reduce risk involved in 
such procedures and to expand therapeutic options 
to patient groups currently excluded from treat-
ment. However, there are three limiting factors in 
MIT. These are immature and unreliable tools for 
real-time 3D-navigation, fragmented research 
(geographically and disciplinary) which prevents 
rapid developments, and a lack of researchers 
capable to operate across the integrated fields of 
3D visualization, image processing, robotics and 
radiology, while having sufficient insight into the 
workflow, clinical tasks and human factors rele-
vant for interventional radiology and minimally 
invasive surgery. 
ARIS*ER addresses these bottlenecks. It brings 
together clinicians, technicians and human factor 
specialists. A group of PhD students in the 
ARIS*ER network is going to be educated through 
conducting research and supported by a tailored 
academic training in courses and summer schools. 
In figure 1 an overview is shown of how the 
disciplines work together in research. Clinical 
needs feed into the project through participatory 
research methods. On the other hand technological 
limitations but certainly also opportunities are 
fed into the design process. 
A crucial step in the work is to match the techno-
logical possibilities to the clinical demands, 
especially because the aim is to, besides supporting 
current interventions better, open up new clinical 
possibilities. This means that the technologies to 
be developed are developed for new workflows, 
also to be designed. The entire system design 
encompasses the new workflow (a clinical 
matter), the technology (engineering work) and 
user interface development (methodology of 
participatory design and Human Factors). 
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Figure 1  
The Augmented Reality in Surgery (ARIS*ER) organization of work packages in research and 
development. Clinical needs feed into the project through participatory research and development 
methods. 
 
 

User Centered design 
Although the focus in ARIS*ER is on software, 
robotics and haptics to support the surgeon the 
workflow will be studied in a broad way. Some 
important areas in Human Factors research 
relevant for such a design concern cognitive 
workload, decision-making, human control, 
human learning, levels of professional expertise, 
professional strategies during treatment, visual, 
auditory and haptic strategies, physical workload, 
and team work. Besides the ‘classical’ ergonomics 
(observations of interventions, interviews, 
literature studies) newer techniques to understand 
the user’s needs, and uncover tacit knowledge 
and demands will be applied. Methods such as 
focus groups (10), focused brainstorms and/or 
generative techniques (11) will be used. Through 
these session not only requirements will be 
generated, but also doctors will be involved 
together with the engineers in co-design work. 
The whole set of research and design techniques 
will result in a structured analysis of the current 
workflow, including preparation, treatment, and 
later usage of data. This will be used as input for 
future workflow development, which in turn will 
be developed through a structured analysis 
method. Design steps will be iterative, with 
evaluations of proposals at various stages, 
including tests with animals and with patients. 

These evaluations will be a joint effort of doctors 
and engineers, to allow assessment of ergonomic 
aspects, technological and clinical quality and 
improvements needed. The described approach in 
research and design follows the principles of 
user-centered design (12). 
Although the ARIS*ER system is meant to be 
general in its applicability in treatments, clinical 
applications are needed to organize the research 
around. These applications will be studied in 
depth. A detailed new workflow will be designed 
and the new work procedures will be used in the 
testing of ARIS*ER prototypes. Other current 
clinical applications will be studied for 
exportability of the findings. 

Expected Results 
The project should run for four years. In this 
period requirements are to be defined, a design 
made, and prototypes built, and in a selection of 
applications parts of the system will be tested. 
And last but not least a group of young researchers 
will be trained in the field of designing technology 
for Augmented Reality in MIT. The designed 
system will encompass the new workflow, the 
new information flow (in time and context 
aware), the user interface and the technical 
components. The technical components are the 
novel real time image processing, visualization 
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tools, adaptive surgical robot systems, and haptic 
and AR display. 

Applications 
   
Some candidates for applications to be studied 
are MRI guided RF ablation, neurosurgical tumor 
resection, robot assisted laparoscopic prostatecto-
my, and laparoscopic liver resection. Special 
attention will be given to exploit video-endoscopy 
in combination with other intra-operative imaging 
techniques; for example, through displays, which 
show in 3D, what is ''behind'' the narrow endo-
scopic video image - giving knowledge on 
vessels nearby (which should not be hit) and 
about the tissue environment. Another application 

that is candidate for testing in ARIS*ER is 
endoscopic mitral valve insertion. In this inter-
vention ultrasound is used when the endoaortic 
balloon is placed to occlude the aorta. However, 
when the heart is stopped ultrasound cannot be 
used any more. The surgical procedure is only 
guided through the endoscopic image, showing 
just one side of the tissues. A vision based on 
radiological data of the heart could support the 
surgeon in suturing the valve into place, see 
figure 2. 
ARIS*ER is funded by the European Union as 
part of the 6th framework programme for research 
under the Marie Curie Actions for Human 
Resources and Mobility. 
 

 
 
 
 

 

 
 

 
 
Figure 2  
Endoscopic mitral valve insertion. Endoscopic visual support only shows one side of the workspace. 
The surgeon would like to look at the tissues from various angles. 
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