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The most critical issue in manufacturing is known as resource allocation. This article demonstrates an 

intelligent data management consisting resource allocation mechanism. The aim of the proposed system 

is to provide timely and effective decision for the resource allocation. Aiming at the needs of general 

large-scale monitoring systems, this paper designs an intelligent data management system that can 

provide fast data query and relieve sudden data congestion through in-depth research on Oracle 

database and data division. To the data access request from the front desk, the system can respond 

quickly through the real-time data monitoring module and the online analysis software OLAP mode 

database, which has far-reaching significance for the development of the Internet of Things and related 

systems. The experimental results show that, compared with the traditional system, the same bitmap 

index only occupies about 1/30 of the original table, and the data size is reduced by more than 10 times. 

The proposed model is compared with other state of art classifiers for evaluating percentage efficiency 

and F score. The experimental data verifies the characteristics of the system in this paper to strengthen 

the background data receiving and processing capabilities, and alleviate the problems such as the 

reduction of the system running rate and even the system paralysis caused by the sudden mass data. 
 

Povzetek: Mehanizem dodeljevanja virov je implementiran s pomočjo inteligentnega sistema in baze 

Oracle. 

 

1 Introduction  
As a new generation of monitoring system 

development, IP-based network digital monitoring 

system has gradually become the main monitoring 

method in the contemporary era. At present, most of the 

monitoring is mainly used for indoor video monitoring 

with a small empty range. However, with the vigorous 

development of the Internet of Things technology, the 

information transmission technology with the object state 

as the basic data has broadened the development of the 

monitoring system [1]. More and more monitoring 

systems are gradually developed to rely on the Internet of 

Things technology to conduct unmanned monitoring in 

large outdoor spaces, such as intelligent bridge health 

detection, intelligent fire protection systems, 

environmental monitoring, etc. These systems play an 

important role in people's lives. A typical database - the 

modular design of Oracle database in intelligent data 

management system is shown in Figure 1 [2].  
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Figure 1: Modular design of Oracle database in intelligent data management system 

 

In order to solve this problem in the monitoring 

system of the Internet of Things, this topic gives the 

detailed optimization design and the specific realization 

of the system from various aspects. The main research 

content of this topic is to develop the data layer of a new 

generation monitoring system based on the Internet of 

Things technology. In view of the impact of the sudden 

massive data generated by high-frequency collection on 

the background server, it can effectively solve the 

problem of excessive data loading and data volume. Too 

large and other problems [3]. Through in-depth research, 

there is still no universally applicable solution in the field 

of Internet of Things monitoring in China. The research 

on the undergraduate topic can effectively fill this gap, 

and the problem of reading and writing sudden massive 

data has been effectively discussed. It provides 

theoretical help and experimental data reference for 

relevant researchers in the future. The final output of this 

project is a data model that can solve the sudden massive 

data loading and reading and writing. This model can 

provide good support for the background data layer of 

the Internet of Things monitoring system and avoid the 

above problems caused by data [4, 5]. 

The rest of this article is organized as: Section 2 

presents the most recent work carried out in the field of 

intelligent data management system. Section 3 consists 

the information about research methodology including 

system overflow and the implementation of business 

logic layer. The results and analysis part of the proposed 

scheme is covered in section 4. Section 5 describes the 

concluding remarks along with the future scope.  

 

2 Related work 
In this section the most recent work in intelligent 

data management system is discussed. One of the biggest 

characteristics of traditional monitoring systems is that 

there is less human-computer interaction, and the 

monitoring content is mostly image information. The 

amount of system data is usually maintained at a scale 

that increases linearly, and there is often a lack of 

analysis of the overall fluctuation trend of data over time 

[6]. The biggest feature of the new monitoring system 

based on the Internet of Things technology is to use the 

network to complete state-based monitoring, and to use 

the change trend of the monitoring object's own state as 

the standard for monitoring and analysis, so as to obtain 

comprehensive state information of the monitoring 

object. This system greatly increases the number of 

people According to the content of computer interaction, 

the monitor can change the monitoring mode according 

to the needs, which makes the originally stable growth of 

data volume more unpredictable [7]. Usually, due to the 

special needs of monitoring, high-density status 

collection of monitoring objects in a specific range will 

be performed, resulting in inevitable information peaks, 

which will bring greater data processing pressure to the 

background server processing. When the amount of data 

is overloaded, it may cause server congestion, slow 

message response, or even server crash. In order to avoid 

the problem of reading and writing caused by sudden 

massive data, it is necessary to provide a data layer 

structure suitable for the monitoring system mode, so as 

to perform data buffering and fast reading and writing of 

these data [8]. 
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At present, there are few researches on the sudden 

mass database in the Internet of Things. Especially for 

massive data processing, basically most of the research 

papers are mainly analyzed in a database environment, 

such as the discussion of database partitioning 

technology, and the domestic research situation such as 

data table index design scheme as follows. Meng 

introduced a study from the National University of 

Defense Technology realized a real-time loading 

technology for TB-level massive data, and proposed a 

real-time loading system based on this technology. It 

mainly uses the SQL*Loader mechanism in the Oracle 

database to quickly process data storage, while using 

Database-specific swap partition method to quickly 

complete data loading [9]. Guo et al. from the School of 

Computer and Electronic Information of Guangxi 

University proposed a method to process massive data on 

a server, which avoids a series of huge initial hardware 

investment caused by the use of minicomputers with 

strong data storage capabilities at the hardware level 

question [10]. Zhen et al. from the Department of 

Ordnance Science and Technology of the Naval Aviation 

Engineering College proposed a realization method of 

multi-threading and double-buffer theory in the field of 

real-time data reception and storage [11]. Chen et al. 

gave a design and implementation of a massive burst 

signal acquisition system, and proposed an effective 

solution to the problems involved in high-speed 

acquisition frequency [12]. 

Foreign countries are much more in-depth than 

domestic research in massive data research. For example, 

the PI real-time database system developed by OSI 

software company in the United States is one of the most 

popular real-time databases today. It uses revolving door 

compression technology and secondary filtering 

technology to compress the massive data loaded into the 

database extremely efficiently, saving a lot of money. 

Hard disk space [13]. Research such as MARS [14] 

developed by Southern Methodist University, and 

System [15] in Princeton University’s “Mass Storage 

Machine” project designed the “master version” of the 

database into the memory environment to make the 

system as a whole Architecture with greatly improved 

performance. Mitzutani et al. [16] presented a parallel 

processing structure using dual CPUs on the recovery 

architecture. Sidlauskiene [17] proposed a method based 

on the combination of log and shadow to solve the 

problem of occupying more memory space and needing 

to maintain a large number of page pointers. 

Research on loading massive amounts of data in 

database clusters is still in its infancy. The American 

Supercomputer Application Center and the Department 

of Astronomy of Illinois State University jointly 

conducted research on the storage and query system for 

massive astronomical data [18]. The SDSS project in the 

United States has studied how to use SQL server clusters 

to quickly store data [19]. The evolution of artificial 

intelligence and Internet of Things is considered for 

several industrial applications and contributing towards 

social life [20-23]. 

In general, the current massive data processing 

technology is still a hot research topic, especially in 

today's booming Internet of Things, the stored data not 

only far exceeds the data generated by previous 

applications, but also has higher storage requirements. 

more stringent requirements. As a problem often faced in 

the development and application of current and future 

actual systems, the sudden mass data processing 

technology is the focus of research and solution. 

 

3 Research methodology 
This section includes the research design and methods 

about the system overflow. The implementation of 

business logic layer is also presented in this section.  

3.1 System workflow 

In order to meet the cross-platform characteristics 

and facilitate the general application in the Internet of 

Things, the background communication method adopts 

Web Service connection port, which enables unimpeded 

communication between Java EE architecture and .Net 

architecture [24]. In business, data is buffered by means 

of double buffering technology and file writing, and 

Memcached technology is also used to process, buffer 

and store data in memory, and then use multi-threading 

and batch processing to load data in the background [25]. 

Secondly, in terms of database, Oracle database is used 

to save data, which is mainly divided into two parts: real-

time database and historical database. The sudden 

massive data is mainly stored in the real-time database, 

so this paper will elaborate on the design and 

implementation of the real-time database [26]. The 

background part mainly solves the problem of 

suddenness, mainly using buffering technology and 

caching technology to solve the problem of reading and 

writing, so the database is implemented by a single 

database. The main monitoring function process of the 

system is shown in Figure 2. 

 

 
Figure 2: Flow chart of burst massive data collection 

function 
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The above process is the main execution steps when 

data is collected at high frequency. When the data is 

collected by other methods such as low frequency, the 

basic steps are the same as above. When performing data 

query, it mainly performs database access operations. 

3.2 Implementation of business logic layer 

The business logic layer mainly processes and 

responds to various requests of users on the server side, 

maintains the timed task queue, and continuously 

schedules the acquisition card for data collection 

according to the acquisition task. Using in-memory 

databases and caches to improve data processing 

efficiency [27]. 

Basic operations mainly include basic transaction 

operations such as adding, deleting, updating, and 

querying [28] performed by the user in the foreground. 

This module is responsible for receiving and parsing user 

requests from the foreground, and calling the 

corresponding module to access the database to obtain 

information, or modify the database content. After that, 

the obtained data is packaged according to the rules and 

returned to the front-end user for display. 

The operation of the server on data interacts with 

the database through the ORM framework. The main 

monitoring objects are encapsulated by the decorator 

pattern in the design pattern idea. Taking the bridge 

object in bridge monitoring as an example, the class 

diagram is depicted in Figure 3. 

 
Figure 3: Basic module class diagram 

 

IBridge completes the basic function definition of 

bridges, such as bridge number query, bridge parameter 

setting, bridge health status, etc. The Bridge class 

implements the IBridge interface, and rewrites each 

method as a concrete implementation. The 

BridgeDecorator class is used as the decoration class of 

the Bridge, and the Bridge object is called as a basic 

property. At the same time, the BridgeOperator inherits 

from BridgeDAO, which will extend the function of the 

database access class, and also exists as a base property 

for BridgeDecorator. In this way, new methods about 

bridges can be dynamically added to the 

BridgeDecorator. This interface-oriented design method 

meets the characteristics of JavaEE programming and is 

easy to maintain and upgrade. 

The construction of other basic modules is similar to 

the above-mentioned modules. For example, the modules 

such as Line, Section and other modules complete the 

operation of business logic and database access by 

constructing their respective Decorator and Operator 

modules.  

 

4 Results and Analysis 
This section presents the description of result analysis 

of proposed scheme and the performance comparison of 

various indexes is also discussed in this section. 

4.1 Data calculation transfer and batch 

loading method 

The test data is mainly divided into 100,000 data 

loading and 1 million data loading. The data loading 

request is sent to the server through the simulation 

acquisition module to observe the processing efficiency 

of the system. 

When performing a single insert operation of 

100,000 pieces of data on the voltage acquisition table 

with calculation operation in the Oracle database, the 

average time for multiple sets of data is 2 minutes and 27 

seconds; it is modified to a single insert operation of 1 

million pieces of data. The data shows an average time of 

23 minutes and 31 seconds. Instead, use 10 data as a 

group for batch data loading, and perform the insertion 

operation of 100,000 data in the voltage acquisition table 

with calculation operation. Multiple sets of data show 

that the average time is 2 minutes and 17 seconds; 

modified to 1 million data. For the insertion operation, 

multiple sets of data show that the average time is 23 

minutes and 5 seconds. Using this batch method for 

insertion operations, the performance improvement is not 

obvious. The data is inserted directly into the database 

without calculation. In a single insert operation of 

100,000 pieces of data, the average time of multiple sets 

of data is 19 seconds; if it is modified to a single insert 

operation of 1 million pieces of data, multiple sets of data 

show that the average time was 4 minutes and 44 

seconds. Instead, 10 pieces of data are used as a group 

for batch data loading, and 100,000 pieces of data are 

inserted without calculation operations. Multiple sets of 

data show that the average time is 14 seconds; Multiple 

sets of data show that the average time is 3 minutes and 

20 seconds. 
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Figure 4: 100,000 data insertion tests 

 

To sum up, it can be seen that when the server is 

used for batch data loading, as the amount of inserted 

data increases, the data insertion efficiency also increases 

gradually, but the efficiency does not increase linearly, 

and the efficiency increase is limited. If the calculation 

processing of the data is performed on the database, the 

consumption time is about 6 to 8 times compared with 

the simple insertion operation. 100,000 pieces of data are 

shown in Figure 4, and 1 million pieces of data are 

shown in Figure 5. 

 

 
Figure 5: 1 million data insertion tests 

 

When the amount of data is large, it is not advisable 

to temporarily buffer the data with memory, so the data 

needs to be cached in another way. Considering that 

Oracle database has a file bulk loading mechanism, a 

large amount of data can be buffered into files [29]. 

When the burst data is all stored in the form of files, 

the database tool SQL Loader is used to import the 

massive data into the database in parallel in the form of 

files. Taking 100,000 pieces of data as the test unit, it 

takes 0.23 seconds for the data to be buffered to the file, 

2 seconds for batch importing into the database, and the 

comprehensive time is less than 2.2 seconds; with 1 

million pieces of data as the test unit, the time for data 

buffering to the file is 6.8 seconds Second, the batch 

import database takes 110 seconds, and the 

comprehensive time is less than 117 seconds. 

Although using SQL Loader to load data is not as 

efficient as direct bulk loading, this method does not 

have the risk of memory overflow and is more reliable. 

Through the analysis of the experimental data, it is 

known that when the data loading rate is higher than 

100MB/S~150MB/S, the system is very likely to have 

the risk of memory overflow, so the method of loading 

the data into a file should be used for processing [30]. 

4.2 Data query 

First, the B-tree query efficiency is compared. Data 

query experiments are carried out in four data tables. The 

data volumes in the data tables are 10,000, 100,000, 1 

million, and 10 million, respectively. By building a B-

tree index on it and querying it, the number of consistent 

reads per table is 3 data blocks, 3 data blocks, 4 data 

blocks, and 4 data blocks, respectively. It can be seen 

that even when the amount of data is very different, when 

conditional queries are performed on fields with unique 

constraints, the resources they consume, that is, the SQL 

execution efficiency, are almost indistinguishable. 

However, if the index is not built, the data consistency 

read will be greatly increased. Through experiments, it is 

found that there are 750, 8823, 102391, and 894721 data 

reads and writes respectively. This is extremely 

inefficient for massive data query. The index 

performance comparison chart is depicted in Figure 6. 

 

 
Figure 6: Performance comparison between B-tree index 

and full table scan 
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Figure 7: Performance comparison of various indexes 

 

Secondly, for the parameter table, in some cases, the 

use of bitmap index can have a better improvement. 

When the data dispersion is very low, the use of B-tree 

index is often not a good choice [31]. As shown in Figure 

8 below, for a parameter table with a data volume of 

10,000, by constructing bitmap index and B-tree index to 

count and query parameters, the query efficiency under 

the bitmap index is significantly higher than the other 

two. 

In addition to greatly improving the execution 

efficiency of specific queries, bitmap indexes can also 

greatly reduce the disk space occupied by the index. For 

a table with a data volume of 100,000, the space 

occupied by the B-tree index is basically more than half 

of the original table, while the same bitmap index only 

occupies about 1/30 of the original table, and the data 

size is larger than that of the B-tree index. More than 10 

times smaller. 

Finally, by adopting the partition strategy, the 

acceleration effect can also be mentioned for the query. 

For data tables, large-scale query operations are not 

suitable for indexes, and the database optimizer often 

uses partitions to query data directly. For example, in a 

large-scale data query in a data table with a data size of 

50,000, due to the use of partition pruning, the efficiency 

of range partitioning will be higher than that of hash 

partitioning and other partitioning strategies. When 

performing a specific data query, that is, using "=" to 

determine, the data query efficiency of hash partitioning 

will be higher than that of range partitioning and other 

partitioning strategies. From a purely performance point 

of view, hash partitioning has high performance when the 

field repetition rate is low and the operation result set is 

small. For range partitioning and list partitioning, if the 

data is the same, the execution plan of the two is roughly 

the same, that is, there is no big difference in 

performance, but list partitioning can solve some specific 

data distribution problems, which is beneficial to the data 

according to certain way to manage [32]. 

 
Figure 8: Efficiency and F score analysis of proposed 

scheme 

 

The performance analysis of proposed scheme in terms 

of efficiency and F score is compared with existing state 

of art classifiers. This performance comparison is 

presented in Figure 8. The simulation results in terms of 

efficiency and F score of the proposed system and 

existing state of art systems are analyzed and the result is 

depicted in the above figure. The proposed scheme has 

the highest efficiency (95%) and F score (90%). The 

simulation analysis is done in less than 10 minutes and 

the overall performance is analyzed. It is observed from 

the analysis that the proposed scheme has superior 

performance in comparison with existing systems such as 

support vector machine (SVM), particle swarm 

optimization (PSO), fuzzy logic (FL), and decision tree 

(DT).  

 

5 Conclusion 
Through the research of the subject, the design and 

implementation of the monitoring system to deal with the 

sudden mass data have been basically completed, and the 

data test has been carried out for the part that has been 

realized, and good results have been obtained. The 

experiments have proved that by using double-buffering 

multi-threading and loading data, good processing 

efficiency can be obtained in a single-database 

environment. Although there are many problems in the 

design and implementation of sudden massive data, such 

as memory cache and multi-threaded data processing, 

etc., but in the end, they have been well solved by 

consulting the data, not only making them aware of the 

sudden massive data. With a deeper understanding of 

handling, the abilities are also exercised to solve 

scientific research problems. At present, there are still 

many aspects of the data layer that need to be studied in 

depth, such as distributed databases and other issues. 

From the experimentation, it is analyzed that the 

proposed model achieves better efficiency and F score 

when compared with existing state of art classifier such 

as SVM, PSO, FL and DT.  
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However, it is believed that with the continuous 

development of monitoring system technology and wider 

research on IoT-related applications on the basis of 

current popular cloud computing and cloud storage 

technology, there will be a lot of application space. The 

Internet of Things monitoring system with the help of 

new technology will have a better solution for the 

processing of sudden massive data. At that time, data will 

no longer be the bottleneck of system operation, and the 

Internet of Things will be widely used in society, 

bringing greater benefits to the society. 
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