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PHOTOGRAPH OF THE SOUL:  
TOWARDS A CRITICAL NEUROSCIENCE

Abstract. The remarkable development of neuroscience in 
the past three decades (the so-called “neuroscientific revolu-
tion”) has had a tremendous impact on our understanding 
of ourselves and the world. The slow, but persistent spread 
of neuroscience into humanities, social sciences, and every-
day life has prompted several authors to critically examine 
and reassess some of its far-reaching claims, along with its 
methods of collecting, organising and interpreting data. It 
has been increasingly pointed out that there is a profound 
difference between what neuroscience purports to explain 
and what it actually does and can explain, and that there-
fore a better understanding of conceptual, methodologi-
cal, and metaphysical presuppositions of neuroscience is 
needed. The goal of this article is to provide a small contri-
bution to this vast critical endeavour, focusing particularly 
on the prominent modular hypothesis, i.e. the idea that the 
mind consists of a plethora of different cognitive functions 
(modules) and that these are somehow instantiated or real-
ised in discrete brain regions. After delineating some of the 
major shortcomings of the modular thesis, the article goes 
on to argue that it is essential for neuroscience to become 
better acquainted with its underlying assumptions, and 
that a platform for constructive and engaged dialogue with 
other areas of research is needed. 
Keywords: critical neuroscience, social neuroscience, mod-
ularism, phrenology, epistemology, philosophy of science

Neurorevolution – Myth or Fiction?

There has been much talk of “neuroscientific revolution” (Lynch, 2009) 
in the past three decades. Ever since the development of new brain scan-
ning techniques (fMRI, PET, SPECT, etc.)1 in the 1990’s, there has been a 

1 fMRI – functional magnetic resonance imaging, PET – positron emission tomography, SPECT – 

Single-photon emission computed tomography.
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growing conviction among many neuroscientists and philosophers that the 
only appropriate explanatory framework of mental and social phenomena 
is that provided by the brain sciences. As Francis Crick put it bluntly, “You, 
your joys and sorrows, your memories and your ambitions, your sense of 
personal identity and free will, are in fact no more than the behaviour of a 
vast assembly of nerve cells and their associated molecules” (Crick, 1994: 
3). The prospect of being able to determine the neurobiological underpin-
nings of various aspects of mental and social life proved attractive to experts 
from different scientific backgrounds, who believed that the dazzling brain 
imagery might finally provide the “proper scientific foundations” for their 
disciplines. The past twenty years have thus witnessed a plethora of neuro-
disciplines: from neuroeconomics, neurolaw, neuroethics, neuromarketing, 
and neuropolitics, to neurohistory, neuraesthetics, neurophilosophy, and 
even neurotheology (Satel and Lilienfeld, 2013: ix; Tallis, 2012: 60). “Neu-
rotalk” (Illes et al., 2010) has been slowly seeping not only into humanities 
and social sciences, but also into the crooks and crevices of our everyday 
life.

But it was not long before several authors (Bennett and Hacker, 2003; 
Choudhury and Slaby, 2012a; Satel and Lilienfeld, 2013; Tallis, 2012; Uttal, 
2001) started voicing their concerns about explanatory strategies promul-
gated by neuroscience. Some of its far-reaching claims and interpretations, 
along with its methods of collecting, organising, and interpreting data, were 
subjected to fierce criticism from philosophical, ethical, sociological, and 
historical perspectives. There has been talk of “neuromania”, “neurohu-
bris”, and “neurohype” (Satel and Lilienfeld, 2013: xiv), even of “neuromanic 
imperialism” (Tallis, 2012: 73), and objections have been raised that there is 
a profound difference between what neuroscience purports to (be able to) 
explain and what it actually does and can explain. The problem seems espe-
cially pertinent in the case of newly emerging neuro-disciplines that have 
set out to provide neuroscientific accounts of very complex phenomena, 
e.g. ethics, politics, religion, etc. It has namely become increasingly obvious 
that it is far from clear what the colourful brain images actually tell us about 
moral belief, political decision-making and religious experience, and that 
therefore a better understanding of conceptual, methodological, and meta-
physical presuppositions of neuroscience is needed.

For this and other reasons, Choudhury and Slaby (2012b) have ques-
tioned the talk of a “neurorevolution”, suggesting that “the breathless con-
victions that within a few years (…) the brain sciences will (…) begin to 
supersede social, cultural, philosophical, political, literary, or other ‘folk’ 
explanations of behavioral phenomena” are exaggerated and specula-
tive. Instead of focusing solely on prophecies made by neuroscientists, 
scholars should also critically engage with “the assumptions and visions 
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of neuroscience on which such [future] scenarios are built”, as these are 
equally, if not more important in elucidating the reasons why neuroscience 
has gained such widespread recognition in the academic circles and the 
mechanisms that have enabled it to exert such influence on media and pop-
ular culture (Choudhury and Slaby, 2012b: 5–7). The goal of this article is to 
provide a small contribution to this vast critical endeavour, focusing par-
ticularly on the prominent modular hypothesis and its impact on the philo-
sophical underpinnings of neuroscience and the interpretative pull it exerts 
on both the academic and the lay public.

Neuroscience: From Humanities to Animalities?

In the past few centuries, the development of natural sciences has 
brought about major changes in our everyday understanding of ourselves 
and the world. It is often contended that “the naïve self-love of man” has had 
to submit to three “major blows at the hand of science” (Freud, 1989: 353): 
First, Copernicus and Galileo demonstrated that the Earth is not the center 
of the universe; then, Darwin showed that animal species, including human 
beings, are the result of natural selection and not of divine design; and 
finally, Freud disclosed that much of our mental life is governed not by our 
free will, but by un- and sub-conscious processes. These three shifts have 
had a profound impact on cosmology, biology and psychology, but haven’t 
completely changed or obliterated what Owen Flanagan (2002) refers to as 
“the humanistic image”. Flanagan believes that the Western society has been 
dominated by two great worldviews: the humanistic and the scientific. The 
humanistic worldview consists of a set of beliefs about ourselves based on 
the assumption that we are spiritual beings with free will who are able to 
lead moral and meaningful lives. In contrast, the scientific worldview main-
tains that we have evolved according to the principles of natural selection 
and thus cannot circumvent the laws of nature.

The question is whether these two world-views are compatible. Flana-
gan suggests that they can coexist if we understand the humanistic image 
to reveal our spiritual nature and science as unlocking the secrets of the 
external world and our animal essence. He believes that this coexistence is 
not possible without the premise that we are only partly animal (Flanagan, 
2002: xii). But the advances in evolutionary biology, cognitive science, and 
especially cognitive neuroscience cast shadow on this premise. The most 
avid proponents of the neuroscientific revolution are namely convinced 
that neuroscience-cum-evolutionary-psychology (referred to endearingly 
as “neuromania” and “darwinitis” by Tallis (2012)) is about to deliver the 
fourth, and possibly decisive, blow to the humanistic worldview. They feel 
that consciousness, cognition, and volition – the last surviving mysteries 
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(cf. Dennett, 1991) – can be fully explicated and accounted for in neurobio-
logical terms. The more radical among the neuro-enthusiasts are even con-
vinced that the concepts employed in the humanistic worldview (beliefs, 
emotions, free will, etc.) are mere illusions and have no reference in the 
(physical) world (e.g. Churchland, 1988; Wegner, 2002). This radical attitude 
finds a very vivid expression in Crick’s words:

[T]he study of consciousness is a scientific problem. (…) There is no justi-
fication for the view that only philosophers can deal with it. Philosophers 
have had such a poor record over the last two thousand years that they 
would do better to show a certain modesty rather than the lofty superi-
ority that they usually display. (…) I hope that more philosophers will 
learn enough about the brain to suggest ideas about how it works, but 
they also learn how to abandon their pet theories when the scientific evi-
dence goes against them or they will only expose themselves to ridicule. 
(Crick, 1994: 257–258)

Paraphrasing the famous words of Sellars, the view of the most fervent 
among advocates of the neuroscientific revolution might thus be summa-
rised as follows: “[I]n the dimension of describing and explaining the world, 
[neuro]science is the measure of all things, of what is that it is and of what is 
not that it is not” (Sellars, 1963: 173).

But is neuroscience capable of living up to these bold claims? Bickle 
(1998, 2003) has argued that we should wait for scientific psychology and 
neuroscience to mature and only then examine to what extent it has man-
aged to realise its goals. However, some of the advocates of the traditional 
humanistic world-view believe that the scientific image is suspect in princi-
ple, in that it leads to an impoverished and unnecessarily reductive image 
of the mind which cannot support the idea of a conscious and autonomous 
person capable of leading a moral and meaningful life:

Let us suppose we accept biologism in full: our minds are our brains; and 
our brains are evolved organs designed, as are all organs, by natural selec-
tion to maximize the replicative ability of the genes whose tool the brain 
is. What follows from this? (…) We may jettison the notion of freedom and, 
consequently, of personal responsibility. Worse still, to be identified with a 
piece of matter, and this, like all other pieces of matter, is subject to, and 
cannot escape from, the laws of material nature. (…) Our destiny, like that 
of pebbles and waterfalls, is to be predestined. (Tallis, 2012: 51)

It seems that we are faced with two competing and incompatible 
approaches. But do we really have to abandon our intuitions of what it 
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means to be a human being if we treat mind as a natural phenomenon? In 
other words, does the acceptance of natural sciences necessarily force us to 
reduce the human worldview to the natural worldview? Is there any truth to 
Tallis’ bitter remark: “If you want to understand people, look at their brains. 
The writing is on the wall and the script is pixels on a brain scan. Roll over, 
social sciences and humanities, allow yourselves to be incorporated into a 
vastly extended neuroscience and discover your true nature as animalities” 
(Tallis, 2012: 59)?

It is our contention that this is not the case. First of all, even if it were 
possible to find “a neural signature” for a given psychological or social phe-
nomenon (e.g. free will or empathy), which is not very likely (see below), it 
is far from clear that this would result in hard determinism. Referring to the 
problem of free-will, Roskies contends that

[a] view of ourselves as biological mechanisms should not undermine 
our notion of ourselves as free and responsible agents. After all, some 
causal notion is needed for attributions of moral responsibility to make 
sense. The predictive power of our high-level psychological generaliza-
tions grounds our views of agency, so further evidence that we behave 
in a law-like fashion should not undermine our notions of freedom. 
(Roskies, 2006: 421)

Secondly, and more importantly, it is questionable whether many of 
the far-reaching claims propagated under the banner of neuroscience are, 
in fact, scientifically and philosophically sound, i.e. whether they actually 
explain what they purport to explain. Quite the contrary, we believe that 
one of the important reasons for the current fascination with neuroscience 
is that it rests on a set of seductive, yet philosophically and scientifically 
suspect presuppositions, and that any serious discussion of the explana-
tory scope of neuroscience cannot afford to omit the analysis of these unre-
flected philosophical commitments (for a more in-depth account on the 
neuroscience and free will debate see Markič, 2009; Markič, 2011: chapter 
6).

In what follows, we intend to focus on one of these presuppositions 
and delineate its major conceptual, methodological, and epistemological 
drawbacks. In this way, we hope to show that it is crucial not to take the 
neuroimage-based explanatory claims for granted – not all that glitters is 
gold, as the old saying goes –, but to subject them to rigorous and systematic 
investigation.
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The Allure of Brain Imaging: This is Your Brain on X2

For some reason, dazzling and vibrant brain images seem to exert con-
siderable authority on the public perception of scientific research findings. 
This is attested to by two recent studies on how the inclusion of neurosci-
entific information changes the appraisal of arguments and explanations.3 
In a study by Skolnick Weisberg et al. (2008), subjects were divided into 
three groups (lay adults, neuroscience students, and neuroscientists) and 
were given brief descriptions of psychological phenomena that are familiar 
from everyday experience. The descriptions were followed by one of four 
types of explanation: good/bad neuroscientific explanation or good/bad 
non-neuroscientific explanation. The study showed that subjects in all three 
groups judged good explanations as more satisfying than the bad ones, 
except when the explanations contained irrelevant neuroscientific infor-
mation – in those cases, the two non-expert groups (lay adults and neuro-
science students) tended to accept the bad explanation. In a similar study by 
McCabe and Castel (2008) three experiments are reported, demon strating 
that the presence of brain images in an article (as compared to, say, bar 
graphs or no images) results in higher rating of scientific reasoning for argu-
ments, i.e. “readers infer more scientific value for articles including brain 
images than those that do not, regardless of whether the article included 
reasoning errors or not” (351).

These results have sparked a host of criticism against neuroscience. The 
more fierce critics proclaimed neuroimages “a fast-acting solvent of critical 
faculties” (Crawford, 2010: 355), whose charm, novelty, and pictorial splen-
dour tend “to overwhelm critical consideration” (Uttal, 2011: 21); to more 
reserved observers they were “epistemically compelling: [t]hey invite us 
to believe” (Roskies, 2010: 195). Note, however, that the fascination with 
neuro imagery is by no means limited to the lay public alone, but extends to 
(at least certain parts of) the neuroscientific community as well: the former 
is an enthusiastic consumer of “everything neuro”, the latter its trustworthy 
supplier. Consider, for instance, two recent studies by Semir Zeki claiming to 
have found nothing less than the neurobiological underpinnings of beauty 
and hate. In the first study (Kawabata and Zeki, 2004) Zeki scanned subjects’ 

2 For reasons of space, we have decided to base our argument against the modular hypothesis exclu-

sively on the “correlation problem”, i.e. the issue of explicating the nature of a given mental phenomenon 

by means of brain images of neuronal activity in a specific brain region. Similar arguments would apply 

for clinical-pathological studies (e.g. attempts to draw conclusions on the nature of a specific mental phe-

nomenon on account of its impairment following a lesion in a specific brain region) and stimulation tech-

niques (e.g. attempts to draw conclusions on the nature of a specific mental phenomenon on account of its 

being actively brought about by direct electromagnetic stimulation of a specific brain region). For further 

details see Uttal 2001; 2012.
3 But see Farah and Hook (2013) for a different reading.
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brains as they looked at pictures of people they hated (e.g. ex-lovers, work 
rivals etc.) and people about whom they felt neutrally; and in the second 
study (Zeki and Romaya, 2008) he scanned subjects’ brains as they peered 
at pictures they had previously labelled as “ugly”, “neutral”, and “beautiful”. 
By comparing brain activations elicited by the stimuli in experimental con-
dition (hated faces and beautiful pictures, respectively) and those elicited 
by the stimuli in control condition (neutral faces and neutral/ugly pictures, 
respectively) Zeki concluded that he has identified neurobiological corre-
lates of hatred and beauty. Let us, for argument’s sake, assume that Zeki had, 
in fact, managed to pinpoint the exact neural correlates of hate and beauty 
(a bold and dubious statement, as we are about to see shortly) – the question 
we are immediately confronted with is why does this strike us as so compel-
ling? What do the neuroimages actually tell us about hate and beauty? What 
is it about neural activation in a certain brain region that makes us believe 
that it may help us account for a host of seemingly complex and multifac-
eted experiential, mental, social etc. phenomena?

There is probably no uniform answer to this question, but one of the more 
prominent reasons for the obvious allure of neuroimages is the (implicit or 
explicit) acceptance of the modular hypothesis, i.e. the idea that the mind 
consists of a plethora of different cognitive functions (modules) and that 
these are somehow instantiated or realised in discrete brain regions (Tallis, 
2012: 22–37; Uttal, 2001). So, why does the modular conception of the brain 
seem so appealing and why does it seem to hold such great promise for 
the explanation of mental and experiential phenomena? If we assume that 
specific brain regions are specialised for specific mental functions, then it 
seems that mental properties of a certain experience could be analytically 
explained (away?) by the (say, causal) properties of specific brain regions. 
If, for instance, it turns out that, as suggested by Zeki, the orbito-frontal cor-
tex is involved in the processing of beautiful pictures, then it would seem 
plausible that the experience of beauty that is commonly assumed to be the 
basic of aesthetics might be accounted for in terms of the activation of this 
particular region. In other words, the modular conception of the brain rests 
on the idea that properties of a given mental phenomenon are nothing but 
the sum total of properties of brain regions that have been shown to accom-
pany this experience. Thus, in a recent study, Meeks and Jeste (2009) pro-
pose a “speculative model of the neurobiology of wisdom [!]”, observing 
that

the prefrontal cortex figures prominently in several wisdom subcompo-
nents (e.g. emotional regulation, decision making, value relativism) pri-
marily via top-down regulation of the limbic and striatal regions. The 
lateral prefrontal cortex facilitates calculated, reason-based decision 
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making, whereas the medial prefrontal cortex is implicated in emotional 
valence and prosocial attitudes, behaviours. Reward neurocircuitry 
(ventral striatum, nucleus accumbens) also appears important for pro-
moting prosocial attitudes/behaviours. (Meeks and Jeste, 2009: 355)

The rationale is pretty straightforward: “Wisdom” is first analytically (and 
rather provisionally) divided into its basic subcomponents, and these are then 
correlated with, and explained by, the activity in the corresponding brain 
regions. The overall circuitry – the sum total of all interconnections between rel-
evant brain regions instantiating individual subcomponents – is then believed 
to provide us with a (speculative) neurobiological account of wisdom.

Yet the modularity thesis is problematic for several reasons. The first rea-
son is that it doesn’t seem to correspond well with how the brain actually 
functions:

Studies that suggest ‘a brain spot for X’ are typically misleading because 
mental functions are rarely localized to one place of the brain. There is a 
Babel of crosstalk among numerous regions as they are strung together 
in specialized neural circuits that work in parallel to process thoughts 
and feelings. (Satel and Lilienfeld, 2013: 15–16)

The brain is “a dynamic, functionally integrated, and highly interdepend-
ent system of complex synaptic-neural networks that interact in non-linear 
ways”; in such a system there is no isolated neural activity, as each activ-
ity, even if it might seem to be distinct from other happenings in the brain, 
is actually a part of an integrated mesh of broader circuitry (Cunningham, 
2011: 228). Cunningham4 (2011) provides a comprehensive list of neurosci-
entific findings substantiating this claim. First, the seemingly discrete brain 
regions actually merge seamlessly with other regions (e.g. there is a strong 
overlap of various sensory and motor regions; cf. Uttal, 2001: 159). Second, 
areas that seem to be functionally demarcated activate broadly distributed 
brain regions (e.g. speech areas; cf. Uttal, 2001: 154–155). Third, certain 
brain regions (e.g. cerebellum) that were once considered to be involved 
in only one function (e.g. motor coordination) are now known to perform 
several functions (e.g. language processing, problem solving, and memory 
tasks; cf. Uttal, 2001: 158). Fourth, the same neural network can perform dif-
ferent functions and different networks can perform similar functions (the 
so-called multiplexing). Fifth, the phenomenon of recovery of a function 

4 It should be noted that as much as we agree with Cunningham’s criticism of some of the unfounded 

presuppositions of neuroscience, we find his alternative dualist proposal (“the mediatory brain” hypoth-

esis) unconvincing and metaphysically moot.
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(after a stroke, etc.) indicates that dynamical alterations in the localization 
are possible and that the brain can plastically reorganise itself (cf. Schwartz 
and Begley, 2002).

The second problem bedevilling the modular thesis is related to tech-
nical and methodological issues. First of all, it should be noted that fMRI 
doesn’t measure the brain activity directly, but only indirectly by measur-
ing increases in the blood flow. The underlying principle is that increased 
brain activity is correlated with increased metabolism and consequentially 
with increased oxygen consumption and blood flow. So, the key to register-
ing brain activity is the detection of “the increases in blood flow needed to 
deliver oxygen to busy neurons” (Tallis, 2012: 76). What might seem like 
a triviality, however, can have tremendous impact on the interpretative 
results. Tallis explains:

Given that neuronal activity lasts milliseconds, while detected changes 
in blood flow lag by 2–10 seconds, it is possible that the blood flow 
changes may be providing oxygen to more than one set of neuronal dis-
charges. What is more, many millions of neurons have to be activated 
for a change in blood flow to be detected. Small groups of neurons whose 
activity elicits little change in blood, or a modest network of neurons 
linking large regions, or neurons acting more efficiently than others, 
may be of great importance but would be under-represented in the scan 
or not represented at all. (Tallis, 2012: 76)

Secondly, and more importantly, neuroimages are the result of subtrac-
tion and statistical averaging: A baseline measurement of brain activity in 
the control condition (e.g. looking at a neutral picture) is subtracted from a 
measurement of brain activity in the experimental condition (e.g. looking at 
a beautiful picture) and the obtained differential image (the assumed neu-
robiological substratum of the sense of beauty) is then statistically analysed 
to filter out the background noise and average the results across all partici-
pants in the study (Crawford, 2010: 360). The resemblance between brain 
scans and pictures is therefore deceiving:

Photos capture images in real time and space. Functional images are 
constructed from information derived from the magnetic properties of 
blood flowing in the brain. (…) [A]t their most accurate, they simply rep-
resent local activation based on statistical differences in [the measured 
oxygenation levels]. (Satel and Lilienfeld, 2013: 7)

In other words, the dazzling fMRI neuroimages don’t correspond to 
the actual activity in well-defined brain regions, but are to a considerable 
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degree the result of measuring and statistical techniques that are employed 
in brain imaging procedures. These techniques obscure the fact that much 
more of the brain is active in both conditions and gives the false impression 
that the activation is restricted to a neatly circumscribed brain region.

The third problem of the modular hypothesis pertains to its explanatory 
vacuity and circularity. To get a better grasp of the issue, let us try to recon-
struct how a neuroscientist might come to a conclusion that a certain brain 
region is associated with the such-and-such cognitive function. It is impor-
tant to note that her realization wasn’t derived from a careful investigation 
of individual brain regions per se, because there are no intrinsic neural 
properties that would, in themselves, explain why it is precisely this region 
that plays a key role in precisely this function/state. On the contrary, the neu-
roscientist has come to her conclusion correlatively, i.e. by drawing parallels 
between changes occurring in mental functions/states and the correspond-
ing changes in neuron activity. When she has collected a sufficient amount 
of such correspondences, she is able to draw a conclusion that this region 
is somehow associated with a such-and-such mental state/function. It is true 
that, once the correspondence has been established, a scientist might retro-
spectively attempt to find (tentative) reasons about how and why a certain 
area may contribute to a given conscious phenomenon, but such attempts 
are possible only post festum, as the brain tissue itself is silent: it is futile to 
try and guess what a function of a certain brain region might be if there are 
no psychophysical indications of what that region is supposed to be doing:

Even if it is an attempt to capture what is objectively happening inside 
the brain, an fMRI or PET scan lacks any pertinence for the study of 
consciousness [or the mind] unless it is correlated to the subject’s first-
person experience. Indeed, the only reason brain states or functional 
states assume the relevant importance they do is through their putative 
correlation with mental sates identified on other, experiential grounds. 
(Gallagher and Zahavi, 2008: 16)

Now, what is it we would learn if it turned out that a given mental state M 
is, in fact, always accompanied by an activation of a certain neural network 
N? Given that the function of N has previously been determined on the basis 
of (behavioural or verbal) accounts of mental and experiential states accom-
panying N, it is unclear what – except for the stamp of scientific authenticity 
– the mentioning of the neurobiological level would actually contribute to 
the understanding of M:

Our only knowledge of the functional architecture of the brain stems 
from the collection of reports and behavioral observations with which 



Sebastjan VÖRÖS, Olga MARKIČ

TEORIJA IN PRAKSA let. 51, 5/2014

821

the measured brain activities are correlated. Looking at just the brain 
reveals nothing interesting to cognitive scientist. […] The brain areas 
that have come to be known as “sensory areas” have only been recog-
nised as such based on a collection of reports about sensations. (Over-
gaard, 2004: 370)

Satel and Lilienfeld coined the term “neuroredundancy” to denote 
“things we already knew without brain scanning”. This neural version of 
nihil novi sub sole is nicely exemplified by Paul Zak’s enthusiastic claim 
that a brain scan lets us “embrace words like ‘morality’ or ‘love’ or ‘com-
passion’ in a non squishy way. These are real things” (Satel and Lilienfeld, 
2013: 21–22; our emphasis). Similarly, neuroscientist Andrew Newberg is 
convinced that by having elucidated the neurobiological underpinnings 
of religious experience, he has managed to show that these experiences 
are “real” (d’Aquili and Newberg, 1999; Newberg and d’Aquili, 2002). But 
what exactly does that mean? What “non squishy reality” is conferred upon 
“morality”, “love”, “compassion”, and “mystical experience” by a surplus of 
vibrant brain imagery?

Neuroredundancy can thus be seen as an offshoot of a broader and more 
serious phenomenon termed by Racine as “neurorealism”. Neurorealism 
refers to “the misbegotten propensity to regard brain images as inherently 
more ‘real’ or valid than other types of behavioral data” (Satel and Lilienfeld, 
2013: 21), and might have important implications on how we evaluate and 
interpret experimental results. For one thing, it legitimises the dubious proc-
ess of the so-called “reverse inference” (Poldrack, 2006) where we try to rea-
son backward from neural activity to subjective experience:

The difficulty with reverse inference is that specific brain structures 
rarely perform single tasks, so one-to-one mapping between a given 
region and a particular mental state is nearly impossible. In short, we 
can’t glibly reason backward from brain activations to mental func-
tions. (Satel and Lilienfeld, 2013: 13)

Moreover, neurorealism might forcibly and unfoundedly prioritise neu-
ral accounts over all other accounts. Let us look at two examples. First, a 
study by Eisenberger et al. (2003) showed that there is an extensive overlap 
between brain regions implicated in physical and social pain. The authors 
concluded that the two types of pain are basically identical, claiming that 
humans are social animals and that the need for social cohesion demands 
social exclusion to be painful, which is achieved by employing brain cir-
cuitry already implicated in physical pain (Tallis, 2012: 79–80). In a similar 
manner, Gelbard-Sagiv et al. (2008) found that the same neuronal network 
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was activated when subjects remembered a scene from The Simpsons as 
when they actually saw it, and therefore inferred that memory involves the 
reactivation of neuronal pathways that are activated in vision (Gelbard-Sagiv 
et al., 2008: 129–130). The problem is that the phenomena that are conflated 
on a neuroscientific level seem to be very different on a phenomenological 
and psychological level. Should we therefore conclude that our experiential 
and psychological conceptions of the nature of physical and social pain or 
memory and perception are necessarily misguided? Or is, as Tallis argues 
convincingly, “the failure to demonstrate fundamental differences between 
what you feel when you stub your toe and your feelings when you are black-
balled by a club from which you are seeking membership a measure of the 
limitations of fMRI scanning and, indeed, other modes of brain scanning” 
(Tallis, 2012: 80; our emphasis)? What reasons are there, aside from the just-
so evolutionary story provided by Eisenberger et al., to negate other levels 
of description and explanation in favour of the purportedly more scientific 
description and explanation provided by neuroscience?

The fourth problem with the modular hypothesis, and one that is closely 
related to the issue of neurorealism, is that it often conflates three essen-
tially different relations: correlation, causation, and identity. An important 
reason why finding a neural correlate N of a mental phenomena M seems 
so compelling is that it fosters the (false) impression of revealing the true 
cause or the “true (physical) nature” of M. In other words, it is often uncriti-
cally assumed that since mental and experiential events are accompanied by 
neural events, the former can be accounted for or reduced to the latter. In 
Rockwell’s words:

For those who do neuroscience, it is highly effective to assume that brain 
events are “the” cause of mental events. There is overwhelming empiri-
cal evidence that whenever a mental event occurs, something happens 
in the brain. Conversely, when something happens to the brain, it fre-
quently has an effect on the mental events of the person who possesses 
that brain. The omnipresence of these reciprocal causal connections has 
prompted the natural assumption that the mind is the brain. (Rockwell, 
2007: 54)

In a philosophically naive sleight of hand, “M is accompanied by N” 
becomes “M is caused by N” or “M is reducible to N”, despite the fact that we 
have currently absolutely no idea of how and why it would be possible for 
N to either cause M or even be identical with M:

Even if we could find precise modular locations in the brain associated 
with well-defined psychological constructs, we still would not have solved 
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the problem of how brain activity becomes mental activity. (Uttal, 2001: 
70, 126)

This brings us to the so-called “hard problem of consciousness”, the prob-
lem of conscious experience or phenomenal consciousness (also referred 
to as qualia in philosophy):

The really hard problem of consciousness is the problem of [conscious] 
experience. When we think and perceive, there is a whir of information-
processing, but there is also a subjective aspect. As Nagel (1974) has put 
it, there is something it is like to be a conscious organism. This subjective 
aspect is experience. When we see, for example, we experience visual 
sensations: the felt quality of redness, the experience of dark and light, 
the quality of depth in a visual field. (…) It is widely agreed that experi-
ence arises from a physical basis, but we have no good explanation of 
why and how it so arises. Why should physical processing give rise to a 
rich inner life at all? It seems objectively unreasonable that it should, 
and yet it does. (Chalmers, 1995: 201)

M (at least its experiential aspects) and N are separated by the notori-
ous explanatory gap (Levine, 2002): No matter how exact or thorough our 
knowledge of N that accompanies M, it will fail to provide a satisfactory 
explanation as to why M is the way it is or why M is accompanied by N. 
In other words, the correlates between neurobiological and experiential 
states, in themselves, tell us nothing about how these states are mutually 
interrelated (causality, identity, duality, etc.), so an attempt to account for 
the nature of this relationship is not a scientific, but a metaphysical question 
(see also Strle, 2013; Kordeš, 2013).

From Science to Scientism: Phrenology and Neurotheology

Recently, several authors (e.g. Dobbs, 2005; Kuran, 2011; Tallis, 2012; 
Uttal, 2001) have proposed that modular approaches in neuroscience seem 
to be dangerously drifting towards phrenology, a controversial (pseudo)
scientific discipline from the 19th century. Although we partly agree with 
Satel and Liliengfeld, who point out that such analogies tend to be some-
what exaggerated (2013: 3), we would like to shortly delineate some of the 
reasons why they might nonetheless contain a grain of truth. We would like 
to demonstrate this by comparing phrenology with one of the more recent 
and arguably the most notorious neuro-discipline, neurotheology.

Neurotheology emerged in the 1970’s and 1980’s, but it wasn’t until the end 
of the 1990’s that it started to gain more attention and notoriety, not least due to 
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fashionable catchphrases, such as the “God Machine” (Horgan, 2004: 91–105) 
and the “God Part of the Brain” (Alper, 2006) that have become associated 
with it. The main goal of neurotheology is to account for the phenomenon of 
religion in neuroscientific terms, and it sets out to do this by studying primarily 
religious experience: unlike other aspects of religion (e.g. ritual, belief, etc.), 
its experiential aspects fall under the purview of experimental neuroscience 
(i.e. they are amenable to brain imaging studies), so they seems to be the per-
fect starting point to account for how religious phenomenology arises from 
neuropsychology (d’Aquili and Newberg, 1999). The field of neurotheology is 
extremely diverse, and there is very little, if any, consensus among individual 
authors on which brain regions are implicated in religious experience. In the 
past few decades, numerous neurobiological models of religious experience 
have been put forward: from (a) unimodular – right-hemisphere hypothesis 
(Ornstein, 1972) and temporal-lobe hypothesis (Ramachandran and Blake-
slee, 1998; Persinger, 1983; Persinger and Healey, 2002) – through (b) bimodu-
lar – temoral-parietal-lobe hypothesis (d’Aquili and Newberg, 1999; Newberg 
and d’Aquili, 2001) and temporal-frontal-lobe hypothesis (McNamara, 2009) 
– to (c) multimodular or systemic models (Austin, 1999, 2006; Beauregard and 
O’Leary, 2007). All these models have been criticised from empirical, meth-
odological, conceptual, and philosophical perspectives (for a more in-depth 
account see Vörös, 2010; Vörös, 2012; Vörös, 2013: chapter 2).

Phrenology, on the other hand, was developed at the turn of the 19th cen-
tury by Franz Joseph Gall (1758–1828) and Johann Spurzheim (1776–1832) 
and was based on three fundamental postulates: (a) the brain is the organ 
of the mind; (b) the functions of the brain are modular, i.e. different brain 
regions are responsible for different mental functions; and (c) precise meas-
urements of the skull can reveal the extent to which a given brain module, 
and consequently the corresponding mental faculty, is developed (Tallis, 
2012: 33). For instance, Franz Joseph Gall believed that mental functions are 
localised in discrete parts of the brain, which he referred to as “organs”, and 
that each of these organs (modules) was a substrate of a particular mental 
faculty. He was also convinced that the functional strength of a given cer-
ebral organ was determined by its volume, and that the latter, in turn, deter-
mines the correlative size of the bulges and bumps in the region of the skull 
adjacent to a given cerebral organ. Gall thus maintained that, by observing, 
palpitating and measuring the skull, it would be possible to construct a map 
of brain organs that instantiate different psychophysical features (Kuran, 
2011; Simpson, 2005).

Why was phrenology eventually discounted as pseudo-science? Note 
that, contrary to first appearances, the main reason was not so much its 
methodology, as the fact that it had unwarrantedly transcended its basic 
theoretical framework and attempted to provide answers (explanations) to 
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questions that were out of its bounds. Even more importantly, all this was 
done in the name of science: “Because phrenology was seen as based on 
scientific ‘facts’, advocates used this authority to make claims about issues 
far removed from phrenology” (Norman and Jeeves, 2010: 236). The mod-
ern reader might chuckle upon learning what kind of “empirical data” Gall’s 
Schädellehre (skull reading) used to substantiate its claims (bumps in the 
skull, etc.), but we should pause to wonder whether the situation will be 
truly that different when people living 100–200 years from now are con-
fronted with the findings and methods of contemporary neuro-disciplines.

At its inception, phrenology was a perfectly legitimate and even highly 
original research programme. Its main problems weren’t its theoretical 
assumptions as such – these were formulated in the form of (interesting) 
hypotheses, which the later empirical research might have corroborated 
or (as it actually happened) undermined –, but the fact that phrenology, 
operating under the pretext of “doing strict science”, used these (untested!) 
assumptions to account for highly complex psychological, sociological, 
cultural, and religious aspects of human life (from temperament and per-
sonality to morality and religion). What made phrenology non-scientific 
or scientistic5, and eventually contributed to its progressive decline, was 
therefore not so much the result of the non-“empirical” data that it used to 
substantiate its claims with – in its early stages there was no way of telling 
whether these might prove reliable or not – as the fact that it tried to deduce 
scientific (empirically corroborated) answers to the above-mentioned ques-
tions on the grounds of uncorroborated (theoretical) hypotheses. Phrenol-
ogy became ideology at the very moment it tried to create an impression 
that its assumptions weren’t speculative, but scientific. And what connects 
phrenology with modern neurotheology, is precisely the (uncorroborated!) 
assumption of modularity:

[A]lthough the ‘bumps on the skull’ idea is no longer with us, the idea 
that mental components exist and that they can be assigned to specific 
locations of the brain very much is. Indeed, the central problem facing 
cognitive neuroscience is how to deal with the unproven assumption 
that mental processes are accessible, separable, and localizable as are 
the material aspects of the brain. (Uttal, 2001: 108–109)

The data collecting techniques might have changed – skull measurements 
have been replaced by brain scans –, but the basic background assumption 

5 Following Crawford, “scientism” can be understood as “the overextension of some mode of scientific 

explanation, or model, to domains in which it has little predictive or explanatory power” (Crawford, 2010: 

356).
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remains the same, and we have seen this assumption to be problematic 
for several reasons. Hence, one can but agree with Bradford who, in his 
critical assessments of neurotheology, sees neuroimaging techniques as “a 
boon” for neuroscience, as they confer its claims with “a halo of certainty” 
 (Bradford, 2012: 111). Just as observations of the skull, measurements of 
bulges etc. were used in the past to provide phrenology with an aura of 
“scientific credibility”, so too are the modern imaging techniques, such as 
fMRI, PET or SPECT, all too often (mis)used and (mis)portrayed by certain 
members of the neuroscientific community to embellish their findings with 
a “stamp of scientific authenticity”. Vivid neuroimages are not “facts”, but 
“data” in need of interpretation. Empirical findings in themselves are silent; 
and whoever disdains “philosophising” and demands of empirical findings 
to speak for themselves, does little more than obscure the metaphysical pre-
suppositions on which one’s claims are based.

The broad and colourful spectrum of background metaphysical presup-
positions discloses itself once we consider how phrenological and neu-
rotheological authors deal with questions about the nature and reliability 
of religious experience. As pointed out by Norman and Jeeves, the theo-
retical framework of phrenology was compatible with a whole spectrum of 
different metaphysical positions. Some phrenologists were convinced that 
phrenology will “replace” religion, some that it will “purify” religion, and 
others that it will “harmonize” religion with science. Some maintained that 
the “soul” was “using the brain”, others that it was merely “its manifestation”; 
“revelation” was believed to be “superior” to scientific truths by some, and 
“inferior” by others (Norman and Jeeves, 2010: 239). An almost identical sit-
uation – “the same diversity of opinions” – is present in modern neurotheol-
ogy: some authors maintain a “materialist position”, some are “non-material-
ists”, and others are “noncommittal” (Norman and Jeeves, 2010: 243). What 
all these examples have in common, however, is the fact that the positioning 
of individual authors isn’t based on empirical findings, but on their implicit/
background (metaphysical) presuppositions, which normally remain unre-
flected. That is why what might have ended up as a potentially interesting 
scientific discipline turned not only into bad science, but also into bad phi-
losophy (scientism).

Conclusion: Towards Critical Neuroscience

It has been argued throughout this paper that certain currents within the 
neuroscientific community, in their disregard of fundamental conceptual, 
methodological, and epistemological presuppositions of their discipline, 
rush head-on into the quagmire of old, and mostly superseded, metaphysical 
befuddlements. This epistemic myopia is especially troubling, as it threatens 
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to repeat the same mistakes that had brought about the spectacular, yet 
informative downfall of phrenology in the 19th century. The numerous ad 
hoc “neurologisations” of psychological and social life might increase the 
popularity of neuroscience in the short run, but at the high price of devalu-
ing its scientific credibility in the long run.

Yet despite first appearances, the main point of this article is not to 
spark a backlash of fury from the embittered humanities, but to pave the 
way towards a more integrated conception of neuroscience, one “that situ-
ates the brain and cognition in the body, the social milieu, and the political 
world” (Choudhury and Slaby, 2012b: 3). To initiate this process, however, 
it is crucial that the major theoretical obstacles are brought to light and that 
neuroscience itself initiates a (self-)transformative process. Methodologi-
cal reductionism and modularism might be an indispensable experimental 
tool for neuroscience, but they become dubious if their explanatory pow-
ers are over-extended. Humans are embodied and cultural beings embed-
ded in complex cultural and historical frameworks, that is why sciences of 
the mind need to take into account not only happenings in the brain, but 
also in other somatic, cultural, political, etc. systems. The reckless quest for 
precise neurobiological correlates of mentality and consciousness, i.e. the 
attempt to capture the neurobiological “photograph of the soul”, is there-
fore methodol ogically, conceptually, and epistemologically suspect. The 
explanatory framework does not consist solely of a one-way traffic from 
neuroscience to higher level sciences, but also of an opposite movement: 
Neurobiological research might shed light on certain aspects of mental and 
social phenomena, which, in turn, help us understand the nature and scope 
of neurobiological research (see also Markič, 2013). This aligns nicely with 
Walter’s characterisation of neurophilosophy

as a discipline that moves in on the mind-brain problem from two oppo-
site directions. Either we begin on the empirical side and happen upon 
philosophical questions, or we set out with philosophical puzzles and 
need empirical findings to solve them. (…) It is best understood as a 
bridge discipline between subjective, experiential, philosophical theoris-
ing, and empirical research. (Walter, 2001: 25)

Similar ideas have been proposed under the heading of neurophenom-
enology (Varela, 1996) and embodied/enactive cognitive science (Varela 
et al. 1991; Thompson 2007, Ward and Stapleton, 2012). The goal is not to 
undermine the neuroscientific endeavour, but to externally contextualise 
and internally solidify it. This, however, entails a critical reassessment of 
some of the bold and far-reaching claims being made in the name of neu-
roscience and putting the burgeoning field of neuro-disciplines into the 
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philosophical, social, historical, and political perspective. In other words, it 
is important to establish a fruitful platform for criticism that is “constructive 
and engaged with neuroscientific research” (Choudhury and Slaby, 2012b: 
3), and thus enables a dynamic two-way dialogue between neuroscience 
and other areas of research.
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