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Abstract. Today, there is a controversy about 
the role of cholesterol in infants and the 
measurement and management of blood 
cholesterol in children. Several scientific 
evidences are supporting relationship between 
elevated blood cholesterol in children and high 
cholesterol in adults and development of adult 
arteriosclerotic diseases such as cardiovascular and 
cerebrovascular disease. Therefore managing and 
measuring the level of blood cholesterol in 
children is very important for the health of the 
whole population. Non-invasive methods are 
much more convenient for the children because of 
their anxieties about blood examinations.  In this 
paper we will present a new attempt to find non-
invasive methods for determining the level of 
blood cholesterol in children with the use of 
intelligent systems.
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Introduction 

For most of the children every medical 
examination causes anxiety. Therefore finding 
some painless, timesaving methods as a substitute 
for expensive and time-consuming medical 
examinations would be a great success.  

In this paper we will present current results of our 
efforts to find a non-invasive method for 
determining the level of blood cholesterol in 
children. This research was performed in 
cooperation with the Adolf Drolc Health Centre 
in Maribor, where 729 five-year-old children were 
examined. For each child the following data was 
gathered: gender, height, weight, head 
circumference, chest circumference, upper arm 
circumference, skinfold thickness, pulse, systolic 
and diastolic blood pressure, blood cholesterol 
level, LDL and HDL cholesterol level and 
triglycerides. Our aim was to find some relations 
among these attributes and the blood cholesterol 
level in order to predict (with a considerate degree 
of accuracy) whether the child has elevated blood 
cholesterol without blood testing. 

What are Lipids and 
Cholesterol? 

Lipids are fats in the bloodstream and in all of the 
body's cells. Among the components of the lipids 
in blood are triglycerides, which come from the 
fats eaten or being made by our body from other 
things eaten, including carbohydrates. If the 
calories consumed are not used immediately for 
energy, they are stored as triglycerides in the fat 
cells. They are released when the body needs 
energy, such as between meals. Having too many 
triglycerides has been linked to coronary artery 
disease.  

A certain amount of cholesterol is important to 
the healthy function of our body. It is an oily 
substance that is used to build cell walls and form 
some hormones and tissues. High level of 
cholesterol in the blood, known as 

hypercholesterolemia, is a major risk factor for 
heart disease and can lead to a heart attack. 

We accumulate cholesterol in two ways. The liver 
produces about 1,000 milligrams of cholesterol a 
day. Another 150 to 250 milligrams comes from 
the foods we eat.  

Cholesterol and triglycerides are carried in the 
bloodstream by lipoproteins. Two kinds - low-
density lipoproteins (LDL) and high-density 
lipoproteins (HDL) - are the most important. 

Low-density lipoproteins, sometimes called "bad" 
cholesterol, are the primary cholesterol carrier. If 
there is too much LDL in the bloodstream, it can 
build up on the walls of the arteries that lead to 
the heart and the brain. This buildup forms 
plaque, a thick, hard substance that can block 
arteries. If a blood clot forms and gets jammed in a 
clogged artery leading to the heart or the brain, 
you could have a heart attack or a stroke.  

The remainder of body's cholesterol, about one-
third to one-fourth of it, is moved through the 
blood by high-density lipoproteins, or HDL. These 
are sometimes known as "good" cholesterol 
because they carry the cholesterol away from the 
arteries and back to the liver, where it is passed 
from the body. 

High levels of LDL cholesterol (the bad 
cholesterol) are related to a risk for heart disease 
and stroke, whereas high levels of HDL cholesterol 
(the good cholesterol) can protect against these. 
Conversely, low levels of LDL cholesterol are good 
and low levels of HDL cholesterol are bad. 

High levels of triglycerides and cholesterol are a 
major risk factor for coronary artery disease, also 
known as atherosclerosis. An adult's heart attack 
or stroke has its origins in the development of 
atherosclerosis, which begins in earnest during the 
late teen years. Paying attention to cholesterol 
levels in children can lead to proper diet and 
medical treatment throughout life, slowing the 
progress of atherosclerosis, and either delaying or 
preventing heart attacks and stroke.  
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Childhood cholesterol levels were not tracked 
until recently, and some experts think that high 
cholesterol in kids is a major underreported public 
health problem. The health risks associated with 
high cholesterol - heart disease and stroke, for 
example - generally don't show up for years, even 
decades, so making the connection between kids 
and cholesterol is difficult for many people. 
Children with elevated cholesterol levels may be a 
precursor, some doctors believe, to a generation of 
teenagers with cardiovascular disease. 

Decision trees  

Decision trees have been successfully used for 
years in many decision-making applications6. One 
of the main advantages of using decision trees, in 
compare with other methods of machine learning, 
is very simple and clear representation of the path 
to acquired decision. Inducing a decision tree is a 
form of machine learning, where we extract 
knowledge from a set of examples (objects) and 
present it in a 2-dimensional form of a decision 
tree1.  

A decision tree is inducted on a training set, 
which consists of training objects. Every training 
object is completely described by a set of attributes 
(object properties) and class (decision, outcome). 
Attributes can be numeric or discrete, but numeric 
attributes are not suitable for learning a tree. 
Therefore they must be mapped into a discrete 
space.   

There are two types of nodes in a decision tree: 
internal and external nodes. Each internal node 
(non-terminal node) contains a test of a specific 
attribute value. External nodes (terminal nodes, 
decision nodes, leaves) are labeled with a class, 
which represents a decision. Nodes are connected 
with edges (links). Edges are labeled with different 
outcomes of a test performed on an attribute in a 
source node.  

For testing a decision tree a testing set is used. 
Testing set consists of testing objects described 

with the same attributes as training objects except 
that testing objects are not included in training 
set.  

The results are described with specificity, 
sensitivity and total accuracy. Specificity is defined 
as the number of correctly classified children with 
normal cholesterol level divided by the number of 
all children with normal cholesterol level. 
Sensitivity is the number of correctly classified 
children with abnormal cholesterol level divided 
by the number of all children with abnormal 
cholesterol level. The overall quality of a decision 
tree is described with total accuracy.  

The tool we used is called MtDecit 3.02. It 
basically follows the same principles as many other 
decision tree building tools, but additionally 
implements different ways of numeric attribute’s 
discretization. 3 

Genetically induced 
decision trees 

Disadvantages of classic decision tree induction 
such as sensitivity to noise (missing or corrupted 
data),8 encouraged us to try another method of 
machine learning that combines two methods: 
decision tree induction and genetic algorithms. 
This hybrid method merges all advantages of both 
methods and therefore usually gives better results.  

Genetic algorithms are based on the evolutionary 
ideas of natural selection and genetic processes of 
biological organisms.4,8 They are often capable of 
finding optimal solutions even in most complex 
search spaces or at least they offer significant 
benefits over other search and optimization 
techniques.  

The first phase of genetic process is generation of 
initial population. Enough individuals have to be 
constructed to fulfill the whole population. Every 
individual in this method is represented as a 
decision tree.  
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Second phase of genetic process is evolution of 
population with the use of three genetic operators. 
First genetic operator is selection when individuals 
are evaluated on the basis of fitness function and 
the best ones (parents) are chosen for creating 
new individuals (children) with a second genetic 
operator - crossover. This way a new population is 
created.  

After the new individual is constructed by 
crossover, a genetic operator of mutation is applied 
with certain (low) probability. Mutation serves as 
a random change of individuals with intention to 
find an optimal solution to the given problem 
faster and more reliably. The tool we used in 
research is Vedec.5  

Data collection 

The database used in the study included 729 
objects described with 14 properties (gender, 
height, weight, head circumference, chest 
circumference, upper arm circumference, skinfold 
thickness, pulse, systolic and diastolic blood 
pressure blood cholesterol level, LDL cholesterol 
level, HDL cholesterol level and triglycerides). 
Since we were focused on the problem of 
determining cholesterol levels, we defined the last 
four attributes as outcomes (class attributes). All 
other properties were used as attributes. 

Because of the nature of decision trees, numeric 
class attribute had to be mapped into two discrete 
values (normal/abnormal). For discretization we 
used standard recommended values presented in 
table 1. 

All objects in the database with more than 90% of 
missing parameters and all objects with unknown 
class attribute were deleted, so the new database 
has reamining 712 objects. 

Training and testing sets 

For the training purposes we had to build a 
training set from the filtered database. While 

examining our database we found out that the 
percentage of objects with abnormal levels of 
blood cholesterol, HDL and LDL cholesterol and 
triglycerides were substantially lower than 50% 
(see table 2). Such distribution could influence 
decision trees in such a way that they would learn 
more about normal blood lipids than abnormal.  

Table 1 Normal levels for blood lipids in children 

Lipids Normal level 
Blood cholesterol level < 5 mmol/l 
HDL cholesterol level > 1 mmol/l 
LDL cholesterol level < 3 mmol/l 

Triglycerides < 1,4 mmol/l 
 

Table 2 The number of objects with normal / 
abnormal levels of blood lipids 

Class Triglycerides Blood 
chol 

HDL 
chol 

LDL 
chol 

NORMAL 680 539 565 436 
ABNORMAL 32 173 147 276 

 

Therefore we were very careful in building training 
sets in such a way that all classes of an outcome 
attribute were represented equally. 

For a purpose of assessing decision trees 
constructed from the training set we used a test set 
which included all objects from initial database 
that were not used for training purposes.  

Experiment No. 1 

In our first experiment we were trying to predict 
the level of blood cholesterol, HDL cholesterol 
and LDL cholesterol in children. Therefore we 
defined all three attributes as an outcome with 8 
different classes. We built training and testing sets 
and applied them to both tools.    

We used different types of discretization for classic 
decision tree induction, the dynamic discretization 
on the whole data set gave better results, but both 
methods resulted in poor accuracy. The best 
decision tree in fact was genetically induced and it 
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classified testing objects with the total accuracy of 
46%. The method of classic tree induction 
produced even worse results. 

Experiment No. 2 

Based on the poor results of the first experiment 
we concluded that bad results were a consequence 
of to many different classes in outcome so we 
combines some of the classes following the 
evaluation of physicians 

From the medical point of view it is very important 
to compare the levels of LDL and HDL cholesterol 
because they together form complete information 
about the level of cholesterol in blood. For that 
reason we defined an output attribute “degree”. 
We evaluated different combinations of blood 
cholesterol level, LDL and HDL levels with a 
degree form 1 to 4, where 1 represents the worst 
possible combination of cholesterol levels and 4 
represents the best (see table 3) from the medical 
point of view 

Table 3 Evaluation of comparison among cholesterol 
levels with a degree from 1 to 4, where 1 represents the 
worst state of child’s blood lipids an 4 represents the 
best 

Blood 
chol  
level 

HDL 
chol  
level 

LDL 
chol  
level 

Degree 
Number 

of 
objects 

abnormal abnormal abnormal 1 129 
abnormal abnormal normal 2 0 
abnormal normal abnormal 3 
abnormal normal normal 3 
normal normal abnormal 3 
normal abnormal normal 3 
normal abnormal abnormal 3 

485 

normal normal normal 4 98 
 

Once again we built a training set with 60 
randomly chosen objects from each of the 
outcome classes. All other objects were used in 
testing set. The results were not much different 
than in previous experiments. The decision trees 
induced with both methods had highest total 
accuracies 50%.  

Experiment No. 3 

In our third experiment we reduced the number of 
classes in outcome attribute even more. We 
combined all three cholesterol levels (blood 
cholesterol level, HDL and LDL cholesterol level) 
in one outcome – “lipids”. We defined “lipids” as 
discrete attribute with two possible values:  
• lipids = “normal”  if an object has normal 

all three cholesterol levels or  
• lipids = “abnormal” otherwise. 

We got approximately the same proportion of 
object with normal (349) and abnormal lipids 
(363) in the database.  

Training set included 178 objects with normal 
lipids and the same number of objects with 
abnormal lipids. All other objects were included in 
a testing set. The best results are presented in 
table 4. We can see that all decision trees had very 
low accuracies. 

Table 4 Results of the comparison of two methods 
applied on training and test sets for determining the 
level of lipids in blood 

Method Specificity 
Sensitivity to 

abnormal 
lipids. 

Total 
accuracy 

Classic  75%/53,8% 73,5%/53% 73%/ 53,4% 
Genetic 73,5%/50,8% 70,7%/53,5% 72,2%/52,3% 

 

Poor results stimulated us to add a new attribute 
to objects in the data set – Roher index (ROI), 
which is similar to body mass index (BMI), but 
often used with children because it correlates less 
with height than BMI but equally well with 
skinfold thickness. It is calculated as follows: 

3height
weightROI =  . 

Children with ROI > 1,5 are obese and those with 
ROI < 1,1 are lean. On this bases we defined the 
following values for the new attribute ROI: obese, 
normal and lean. Then we again used both 
decision tree induction methods on new data sets 
(training and testing set). 
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Nonetheless the accuracy of induced decision 
trees was not much higher than without ROI (see 
table 5). 

Table 5 Results of the comparison of two methods 
applied on training and test sets with added attribute 
ROI for determining the level of lipids in blood 

Method Specificity 
Sensitivity to  

abnormal 
lipids 

Total 
accuracy 

Classic 73,3%/ 55% 70,4% / 53% 72%/ 54% 
Genetic 71,3%/58,4% 70,2%/ 51,8% 70,8%/ 55% 

 

Our next attempt to improve results was 
distribution of the initial database in three data 
sets according to Roher index. First data set 
included objects with ROI=obese (175 objects), 
second data set included objects with 
ROI=normal (530 objects) and third with 
ROI=lean (7 objects). The third data set was too 
small for experimenting, so we used only the first 
two. This way we tried to induce two specialized 
decision trees for determining level of lipids: one 
for ‘obese’ children and one for ‘normal’ children 
on the basis of Roher index. 

We tried both methods of decision tree induction 
separately for objects with ROI=obese and for 
objects with normal ROI.  

The training set for objects with ROI=obese 
included 100 objects with the same proportion of 
object with normal and abnormal lipids. All other 
objects were included in a testing set (normal 
lipids: 21 objects, abnormal lipids: 54 objects). 
Once again the results were bad and the classic 
decision tree induction was just a little bit better 
than genetic algorithms (see table 6). 

Table 6 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=obese are included 

Method Specificity Sensitivity to  
abnormal lipids Total accuracy 

Classic 78%/ 57,1% 75% / 53,7% 76% / 54,7% 
Genetic 88%/ 52,3% 78% / 51,8% 83% / 52% 

 

Objects with ROI=normal were also divided into 
training and testing data sets. 200 objects were 
included in the training dataset with the same 
proportion of normal and abnormal level of lipids. 
The testing set included all other objects. In the 
table 7 we can see that there was no significant 
difference between the accuracies for objects with 
ROI=obese and objects with ROI=normal. 

Table 7 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=normal are included 

Method Specificity Sensitivity to  
abnormal lipids Total accuracy 

Classic 78%/57,1% 70% / 53,7% 75% / 54,7% 
Genetic 69%/52,5% 80% / 52,5% 74,5% / 52,4% 

 

At the end of the third experiment we concluded 
that combining all cholesterol levels in one output 
leads to bad results. Both methods of decision tree 
induction gave us similar accuracies. 

Experiment No.4 

In our last experiment we decided to limit our 
research. Therefore we restricted the outcome on 
blood cholesterol level only. We eliminated LDL 
and HDL cholesterol and also triglycerides from 
our database. In order to improve the power of 
classifiers (see table 2) we reduced the number of 
objects with normal blood cholesterol level in the 
training set so that both values were represented 
in approximately the same proportion (149 
classified as ‘normal’ and 108 classified as 
‘abnormal’). All other objects were used for testing 
purposes. 

The best decision tree classified test objects with 
72,6% total accuracy, but the sensitivity to 
abnormal cholesterol level was only 37,5%. That 
shows that our decision tree specialized for 
classifying objects with normal cholesterol level 
(specificity 74,3%) and therefore it is not 
applicable for practical usage.  
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Consequently we tried to achieve better results 
with a hybrid method of genetically induced 
decision trees. The problem of classifying objects 
with abnormal cholesterol level was not solved 
either. 

As in previous experiment we added Roher index 
as a new attribute in object’s description. The 
most interesting results are shown in the table 8. 

Table 8 Results of the comparison of two methods 
applied on data sets with new attribute (Roher index) 
added to the description of objects. Accuracies of 
induced decision trees are represented for training set / 
testing set 

Method Specificity 
Sensitivity to  

abnormal 
chol. 

Total 
accuracy 

Classic 74,5%/60,3% 41,7%/63,2% 60,7%/60,5% 
Genetic 77,1%/47,3% 75,9%/52,6% 76,7%/47,6% 

 

The results were (as expected) better than before. 
Sensitivity to abnormal cases of blood cholesterol 
level was much higher in both methods, but 
genetic induction of decision trees was less 
accurate on the testing set than classic decision 
tree induction. 

Since height and weight were already included in 
the calculation of Roher index, we presumed that 
they themselves might not be regarded as an 
influencing factor for blood cholesterol level 
determination. Therefore we excluded them from 
object’s description. In the table 9 you can see best 
results of inducing decision trees using classic and 
genetic method. 

Table 9 Results of the comparison of two methods 
applied on data sets with added attribute (Roher index) 
and attributes height and weight excluded from an 
object’s description 

Method Specificity 
Sensitivity to  

abnormal 
chol. 

Total 
accuracy 

Classic 91,9%/62,8% 74,1%/52,6% 84,5%/62,3% 
Genetic 87,2%/65,3% 43,5%/42,1% 68,9%/63,8% 

 

In comparison with previous results we can see 
that new decision trees were less accurate, and 
therefore we can establish that height and weight 
have some influence on blood cholesterol level. 

Further we divided the database in two data sets 
on the basis of ROI. After examining both data 
sets we established that within obese children 
75,5% had normal cholesterol level and 24,5% 
had abnormal cholesterol level. Among children 
with normal Roher index 79,6% had normal 
cholesterol level and 20,4% had abnormal.  

Each data set was first divided into training and 
testing sets considering the ratio of objects with 
normal cholesterol level and object with abnormal 
cholesterol level in the training set (see table 10). 

Table 10 The Number of objects in training and 
testing sets for two data sets: first with obese children 
and second with normal children according to Roher 
index 

 ROI = obese  ROI = normal 

 Nor. 
chol 

Abnor. 
chol 

Nor. 
chol 

Abnor. 
chol 

Training set  55 40 130 110 
Testing set 70 10 274 16 

 

First we used the training set for obese children 
with both tools. The results are described in table 
11 where you can see that genetically induced 
decision tree has higher accuracy than classic 
decision tree. The decision tree induced with 
genetic algorithms classified test objects with 
accuracy over 70%, which is high enough to be 
used for medical purposes. 

Table 11 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=obese are included 

Method Specificity 
Sensitivity to  

abnormal 
chol. 

Total 
accuracy 

Classic 84,6%/61,6% 85,7%/71,4% 85,1%/62,5% 
Genetic 86,8%/78% 65,5%/71,4% 77,6%/77,5% 
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After encouraging results we were inquisitive if the 
results would change for the better in case of 
excluding weight and height from the list of 
attributes in object’s description (see table 12). As 
it was established before the results are better 
when the height and weight are included in the 
induction of decision trees.   

Table 12 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=obese are included and attributes weight and 
height are excluded 

Method Specificity 
Sensitivity to  

abnormal 
chol. 

Total 
accuracy 

Classic 100%/69,9% 82,1%/71,4% 92,5%/70% 
Genetic 86,8%/72,6% 68,9%/71,4% 79,1%/72,6% 

 

Similar to experiments with the obese children 
data set we tried to obtain some good results with 
the data set that included only children with 
normal Roher index. You can see the results in 
tables 13 and 14. 

Table 13 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=normal are included 

Method Specificity 
Sensitivity to 

abnormal 
chol. 

Total 
accuracy 

Classic 94,5%/61,6% 70,5%/71,4% 84,6%/62,5% 
Genetic 88,1%/49,1% 73%/72,7% 81,9%/50,2% 

 

Surprisingly the decision trees for children with 
normal Roher index were less accurate than 
decision trees for obese children. We can also 
notice that accuracies on training sets were much 
higher than accuracies on testing set. Therefore 
those decision trees cannot be useful in practice. 

The results of this experiment show that Roher 
index has an influence on determining blood 
cholesterol level. The decision tree induction on 
the dataset with obese children by Roher index 
was more successful than with children classified 
as normal according to Roher index. If we 
compare the methods used for decision tree 

induction we can see that genetic algorithms 
usually gave us decision trees with higher accuracy 
than classic decision tree induction. 

Table 14 Results of the comparison of two methods 
applied on data sets where only objects with 
ROI=normal are included and attributes weight and 
height are excluded 

Method Specificity 
Sensitivity to  

abnormal 
chol. 

Total 
accuracy 

Classic 91,8%/62,9% 73,1%/54,5% 84%/62,5% 
Genetic 88,1%/52,9% 60,2%/54,5% 76,6%/53% 

Discussion 

After examining the database we expected to gain 
better results with the use of genetic algorithms 
because of their insensibility to missing and 
corrupted data.  

First we tried to classify objects according to the 
level of blood cholesterol, HDL and LDL 
cholesterol, but there were too many classes for 
outcome attribute and therefore the results were 
poor. Reducing the number of classes in outcome 
attribute lead us to a little bit better results.  

Higher results were gained when we reduced our 
classification on blood cholesterol level only. We 
divided the initial database to three data sets 
according to Roher index: first for obese children, 
second for normal children and third for lean 
children. The accuracy we achieved during our 
experiments on obese children was substantially 
higher than the accuracy achieved on children 
classified as normal according to Roher index. The 
only reason for that which arises at the moment is 
that with obese children the influencing factors for 
determining blood cholesterol level are clearer.  

From the results gained with all four experiments 
we can conclude that the attributes in our 
database are not significant enough for 
determining cholesterol levels in children with 
non- invasive methods.  
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Experiments for determining cholesterol level with 
the use of machine learning have not yet been 
performed on the children so young. That is why 
this research is very interesting from medical point 
of view.   

Conclusion  

In this paper we compared two methods of machine 
learning (classic decision tree induction and decision 
tree induction with genetic algorithms) on the 
problem of children’s cholesterol level 
determination. Presented results show that with the 
use of genetics the induction of decision trees was in 
most cases more successful than classic decision tree 
induction. We tried many different experiments in 
order to determine cholesterol levels in children, but 
the results were not very incentive. The best results 
were obtained in our last experiment where we tried 
to determine blood cholesterol level on the data set 
with only obese children included (according to 
Roher index). These results show that the obesity 
has an influence on the level of blood cholesterol.  

To summarize we have reached the conclusion 
that attributes used in the database are not 
enough for determining cholesterol level in 
children. For that purpose we should obtain some 
other attributes that are more significantly linked 
with the cholesterol level. 

In the future we will try some other new methods 
of machine learning such as rough sets on the 
present database and we are expecting some 
interesting results. 
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