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ABSTRACT. This paper is a selected survey of parallel computer systems. A

classification of parallel computers

is given and some most attractive

architectures are discussed. Special attemtion is paid to massively parallel
processars. The organization and interconnection structure of multiprocessor
systems is given. By analyseing a trend of research in parallel computer
systems over last 10 years some predictions are given about individual
features which will probably have great influence on future parallel computer
systems. An extensive survey of references in parallel computer systems is

given.

IZBOR IN PREGLED PARALELNIH RACUNALNISKIH SISTEMOV. €lanek podaja izbor in

pregled paralelnih radunalniskih

sistemav,

Narejena je klasifikacija

paralelnih radunalnikov in opis nekaterih najboli zanimivih arhitektur.
Fodana je organizacija multiprocesoriev in opisane so razlidne povezovalne
strukture med procesorji ter pomnilniki v posameznih sistemih. Analiza trenda

raziskav paralelnih raéunalniskih

sistemov v zadnjem desetletju omogoca

izlptitev posameznib znatilnosti, ki bodo predvidoma mofno vplivale na razvaj

baodoéih paralelnih  ratunalniskih

gistemov. V Dbihliografiji je prilolen

obdiren pregled referenc za paralelne racdunalniske sisteme.

1. INTRODUCTION — EVERYBODY MAKES IT PARALLEL

A few years ago all high developed counties in
the world have started projects in developing a
parallel computer system. All these projects
were financially supported by governments. Many
companies and research institutes also started
research projects on parallel systems. The
falling price of microcomputers and VLSI
fecilities on universities has encouraged many
universities to design and to build parallel
computer architectures based on linking many
microprocessors or specially designed VLSI
chipe together to work on one job.

Development of a parallel computer is an
extremely difficult task which includes:

- development i new concept of parallel

computer architecture,

- design of an operating system that supports

parallel architecture,

- transformation of traditional sequential
application programs to parallel programs
el ther by prepraocessor or by a parallel

programming language.

We see that by switching from SISD (single
tnatruction saingle data? machines to MIMD
(multiple instruction multiple data) machines
one can not simply upgrade an existing SISD
computer system but cne is faced with problems
which are conceptually new. Resgarch and
devel opment of a parallel computer system
requiree a very strong research which often
includes)

~ more than {00 specialists,

- a bilion dellar financial support,

- research and development phase which lasts
several years.

Gavernment financial support is only a fraction
af the whole finances which are devated to
projects in parallel computing. Strategy makers
in most companias ars familiar with market
regearch studies which predict that parallel
processing machines will take about 30 percent
of the market in high—performance computers by
1990,

2. CLASSIFICATION OF PARALLEL SYSTEMS

Parallel computers are usually divided into
three architectural configurations:

- SIMD pipelined computers
# early vector processors,
attached processors,
recent vector processors,
other vaectar processors,

* ¥ &

- SIMD array processors,

~ MIMD parallel processors,
* massively parallel processors,
# amall scale parallel systems.

Another grouping in possible as for example
clagsasification according to distribution of
local and glpbal memory into tightly and
locsely coupled parallel systems or
tlassification actording to applicatien
possibilities into general purpose or special




purpose computers.

several
pipeline

Many existing computers are now using
parallel approaches. Parallelism in
coenputers is performed by averlapping
computationsg and is therefore temporal
parallelism, Parallelism in array proceasors is
performed by multiple synchronized ALl and 1is
therefore spatial paralleliam. Parallelism in
multiprocessor systems is performed by a set of
processors with shared resources which work in
asynchronous mode,

The 1list of projects in parallel computing is
getting longer every day. By camparing the
architectural approach in different projects we
see that the computer scene in parallel
computer systems is particularly varied. It isg
difficult to classeify parallel computers, but
helpful in order to concentrate on similarities
and differences hetween the computer
architectures. Because parallel computers are
using aseveral different architectural
principles one might argue a proposed
classification.

Bome of described computlr are "paper machines”

that bhava been studied theoretically and by
simulation, but have not been build. Many af
this prajects were funded by governmant
agencies, but scme af them are industry
projects (IBM, Burrcughs, CRC,...).

There follows an alphabetic list of the
parallel computer systems or projects, each
with the name of the chief architect and host

ingtitution., A list of references dealing with
each project is also given, The most
interesting architectures are briefly
degscribed. The
grouped accarding ta uwpper classificatian.

SIMD PIPELINE CdHPUTERS

Ef P 3L R

EARLY VECTOR PROCESSUORS

BVM (Boolaan Vector Machine), Robert A.
Dukse University, North Carolina.

This is a collection of 1-bit processing
@lements connected as a4 hypercube with rings at
each corner, using the Cube-Connected-Cycle
topology.

Wagner ,

STAR-100, Control Data Corporation .

The design of Star started in 1965 and was
delivered in 1973, This is a processor with two
nonhamogeneous arithmetic pipelines. (HWABS,
LINBZ, PURY4).

Tl ASC, (Texas Instruments Advanced Scientific
Camputer), Texas Instrument. .

This machine usez 1 to 4 hamogeneous
and was delivered in 1972. (HWABS,

pipelines
KDG81}.

ATTACHED PIPELINE FRODCESSORS

CSPI MAXIM/ &4,
Massachusetts).
Maxim/&64 in a minimal configuration includes a
14 slot chassis, a &4-bit flaating polint array
processor, 15 Mbytes of data memory and Micro
vax-I11 CPU. The machine is designed for
research, scientitic and engineering users and
costs about $170.000, (NANBG!.

(CSP Ina,., BILLERICA,

FPB-AP120,

Oregon, USA.
This company produces also a new version of
attached pipeline processors FPS-14&4 and FPS-

Floating point asystems, Beaverton,

list of parallel computers is
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264 which is used in configuraticon named LCAF
(Losely coupled array of processors). More than
1500 machines had been sold and were used
mostly for signal processing. They are gquite
cost effective in comparison to Cray or Cyber
computers, (HOCB1, HWABS, WIL82).

IBM 3838
I1BM 3838
processor

is a multiple pipeline scientific
specially designed to attach to 1BM
mainframes, like the System/370, for enhancing
the vector-processing capability of the bhost
machine. It is microprogrammed pipeline
processor which can be supplied with custom-—
ordered instruction sets for specific wvector
applications.

RECENT VECTOR FROCESSORS

Cray-1 Cray Research Inc., Chippéwa Falls,
Wiscansin, USA. :

This is the first successful vector computer.
More than 40 camputers have been sold and
installed, +first {n 1975, It comprises 12
special—-purpose pipelines for the different
arithmetic operations. It is very expensive.

(HWAGS, JORB2, RUS?E).

An upgrade aof this computer is Cray-<2, (HOLBS).
Cyber-205 .
This computer is an example of pipelined

architecture and is highly campetitive with the
CRAY-1. It is based on CDC BTAR 100. It |is
based on one, two or four pipelined general-
purpose units working always to and from main
memopry. It i an expensive machine, designed
initially to weapons’ calculations and weather
simulatiaon. (HOC81, HWABS, VONB84).

CDC/NRSF Control Data Corporation Numerical
Aercdynamic Simulation Facility.

This is a supercomputer to be used in 1990s for
aerospace vehicle or superjet designs. The
speed requirements wae set to be at lest 1000
Mflops and the purpose is to calculate the

viscous Navier-Stakes fluld equatiaons far three

dimensional modeling of the wind tunnel
experimenta. (HWAB3, HOCE1).

VP-200, Fujitsu,

This syatem has & scalar and a vector processor
which can operate concurrently and it can be
used . a3 a loosely ¢toupled back—-end syatem.
(HWABS, LLU84, UCHBS).

OTHER VECTOR PROCESSORS

Ahmdal 1200

This computer is & Euraopean varsion - of
Fujitsu’'s racent vector processor VP-200.

Similar version of VP-10C is known in Europe as
Ahmdal 11900 computer., (KOC85).

Siemens VP200

This is another Europtan version of Fujitsu's
vector processor YP-200. Fujltsu’s VP-100 ig as
Siemens product known as Stemens VYP100Q,
(KOC8S) .

YH1
This is Chine’'s first supercomputer, known also
as "Galaxy". The development started in 1978 at

the University of Defense Science and
Technology in Chang=a. The machine looks like a
Cray computer. (NEWS3/1).



SIMD ARRAY COMPUTERS

BSP, (Burroughs Scient]fic
Burroughs (HOCB1, HWABS, KUCB2} .
BSP has been largely based on the experiences
that Burroughs have gained as major contractaors
on the ILLIAC IV project. The design principles
of the BSP were to provide a machine using a
standard technology, which would be programmed
in a high level language and sustain a
continuaus 20-40 Mflopm/s.

Processor},

ICL RaP (ICL Distributed Array Processor)
(Hacal).

This is an array of cne-bit processors which
are . often called asnsoclative processors. The
design of pilot DAP was started in 1974 and
consisted of a two-dimensional arrays of 1024

i=-pbit processors.

ILLIAC-IV (BAR&A, DAVETZ, BAUTZ, HWABS)

This computear was designed for the splution of
partial differential egquations and can be
described as an 8x@ array of &4-bit floating
point procesaing elements each (PE) with
2kwords of memory. It was working with ngarest-
neighbor connections (fig. 1) and cantrolled by
a wingle inatruction stream processed 1n a
central control unit.
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Fig. 1.3 The connectivity between &4 processing
elements in ILLIAC IV (HWAES).

MPP, {Massively Parallel Processor)

This PpProcessor was developed for processing
gatellite imagery at the NASA Goddard Gpace
Flight Center and has 1268x 128=143684
microprataessors that can be used in parallel.
Each processor iS associated with a 1024-bit

RAM. (BATBO, BATB2, HWABS)

FEPE -(Parallasl Element Processor Ensemble).
This special purpose computer 1is Burroughs
$loating point processor array which was

developed at Bell Laboratories and designed ta
control a ballistic missile defense aystem of
radar detectors and missile launchaers. This is
a loosely coupled eystem of 288 processing
elements, each containing three processars.
(KARBZ, YAW?7, FIN?T)

BTARAN

In this
memary is
associative

processar a bit gerial associative
usad. Staran consists of up to 32
array modules each containing 25é
processing alements. The first Staran was
installed for digital image processing in
1975, (YAWT?, RUD7T2, BAT77, KARB2}
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MIMD PARALLEL PROCESSORS

SEnRacas .

MASSIVELY PARALLEL FROCESSORS

The main

accent in this architecture i3 in
intercannection mechanism to connect saveral
mundred processors with memory modules. A high

processing power is achisved even by applying a
standard processors.

BUTTERFLY, BEN - Bolt,
(HOLES5/2, HOLBA, RETS6)
The Butterfly computer is a large scale shared
mamary parallel processor that achieves high
performance in configurations as large as 296
pracessars. The processors used are Motaorola
&H0Z0 with Motorola 68881 floating point
bardware. The system has a maximum performance
af 256 MIPs of processing power in 1 MIP
increment and up to 1 Gbyte of memory in &
Mbyte incrementa.

Proceéssor—memory interconnection is realized
via a multistage self-routing switch network.
All processcrs can access memory simultaneously
and in parallel, provided that na two
processors try to take the same output path
from a particular node. Butterfly network for
16 processors and 16 memories, called barrel-
switching network is shown in fig 17.

Thae speedup is nearly linear and is measured in
a4 system with 256 processors ranging farm 180
to 230 times that of a single processor (fig
22).

Beranek & Newman

CEDAR, David ‘Kuck, Duncan Lawrie and Daniel
Gajski, University of Illinois at Urhana-
Champaign, USA. (ABUB4, ABUBL).

Cedar is an eight year project that started in

1983. The architecture is hierarchical: sixteen

clusters of eight processing elements are
connectad wia an extended Umega global
switching network to 2586 glabal memory modules
of 4 to 146 Mwords eath. Each cluster has eight
processing elements, each with 16 kwords of
laocal memary. These processing elements are
pipelined and interconnected via a iocal

switching network (fig 2.)
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LM - local memory
tCU - cluster control unit
14 ~ processor
P1 -~ communication processor
pC - disc controller
Fig. 2.3 The architecture of CEDAR parallel

computer (ABUBS).

The
eight

prototype Ceder 32 has four
PEs and uses 400 ns clack

clusters of
period., This



gives a total maximum performance of 80
Mflops/s (Comparable to the Cray-1) +for the
desk-top sized prototype. Cedar 128 will have
14 clusters, giving total maximum performance
of 320 Mflops (1988) and Cedar 512 will have &4
clusters, glving total maximum performance of
1.2 Gflop/s (1990)., An alternative engineering
is planned wusing 40 ns clock period giving a
four cluster Cedar 32H 800 Mflops/s (1989) and
16 cluster Cedar 128MH 3.2 Gflopua/s (1991).

Extensive software development project called
Parafrase is underway. It is focused cn program
transformations to enable standard FORTRAN
programs to run on parallel Cedar machine.

TRAC, (Texas Reconfiqurable Array Computer),
J.C.Browne _et. al., University of Texas,
Austin. '

1& 8-bit microprocesascors will be connected via
a 4-~level banyan switch to Bl memory modules.
{JENB1, JENBZ, LIPY?Y, FREBZ, SEJ80),

CHiP (Configurable Highly Parallel Computer),
Lawrence Snyder, Purdue University, Indiana
(SNY81/1, SNYB1/2, YALBS)

This computer 1s an array of processing
elements ambedded in  an array fo switching
elements such that network connectivity between
the processing elements can be reconfigured
under program control in one machine cycle. The
switch lattice is typically a regular structure
such as four neighbor or eight neighbor mesh.
Fig. 21. illustrates how the original lattice
is reconfigured as a mesh and as a binary tree,
The project aims to produce 2expB and 2explé
processing elements with a few processing
elements on a VLSI chip.
COBMIC CUBE (Nearest Neighbor Concurrent
. Progassor, NNCP), Geoffrey Fox and Charles
Seitz, Cal Tech {California Institute of
Technelogy?), Los Angeles, California. '
The first machine is 2expé Hypercube hosted by
VAX11/780, wWith processor Intel 8084 at each
node together with 8087 floating point
copracessor and (2B Kbytes RAM. This machine

was caommarcialized by Intel and marked as iPSC.

The Intel iPSC ts available with 32, 64 and 128
nodea. Each nmode i an Intel BO2Z2BS processar
and 80287 coprocessor together with 312 Kbytes
of local memory. The maximal performance of the
2expl0 hypercube i8¢ estimated to be about 100
Mflopa/s that ls to say about the same as the
large supercomputers Cray X-MP and Cyber 205.
({CHABS4, SEIBS, EMMBS, EMMB&/1, EMMB&/2),
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Fig. 3.r Architecture of Delft Parallel
Processor DPFB81 (SIPS4).

DPPET (Daulft Parallel Processor B87)

This computer is an upgrade of DPP81., The DPP8!
consists of one PE-cluster with B proceassing
elements (fig. 3). -

DPFE? is a modular MIMD system with up to 14
processing modules each having 32 processing
elements., Each processing element consists of a
stack ariented arithmetic processor AMD 9511. A
PDP 11/283 s a host computer. The DPPA7
computer is designed for aimulation of systems
{(EIPB4).

EBPA (Erlangen General Purpose Array). W.
Handler (HANBS)

EBPA caonsists of a grid-like array of memory-
coupled processor modules. Above the array
there is a pyramidal hierarchy of processors
for supervising and for data transport., Each
node consists of one praocessor and one memory
block (fig.4).

Coteway to public

Software dote natworks

<~ Processor-Memory—-Module (PMM)

— symmetric multiport-memory connections
between neighboring PMMs

asymmetric multiport—-memory connections
between PMMs of different hierarchical
levels

we 1/0 communication to elementary pyramid,
supparted by 1/0 processor

Fig. 4.t The EGPA multiprocessor architecture
consisting of as processor—memory-modul es
(HANBS) .

The project started in 1975. The  processor-
memory modules are commercially available
computers AEG 80740, Interprocessor
communication takes place via common control
blocks and mailbox techniguesa.

FEM (Finite Element Machine), David Loendorf
and Harry Jardan, NASA Langley Research Center,
Hampton, Virginia.

Pracessing elements are TIFY00 microcomputers,
contralled by a TI?90 minicomputer.

FLEX/32 {(Flexible Camputer)

This parallel system s composed of 32 bit

processora NS 32032. Up to 20 processor modules

are connected by a bus and for a box. Common
busses link as many as 10 local buses per

cabinet (fig $5.). . )
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A total system is designed for 24B0O processors.

The system has global and jocal memory. The
price for minimal configuration i{is $1350.000,
(MANBS, 2808&).

IBM GF11, 1BM T.J. Watson Research Center,
Yorktown Heights, NY, USA (BEEBS)

BGF1t is a parallel computer with 574 floating

paint processors (512 primary processors and &4
spares). Each processcr has space for 2 Mboyte
of memory and ie capable of 20 Mflops, giving
the total machine a peak of L1.1 Gbyte of memory
and 11.% Gflops. The floating point processors

are interconnected by a dynamically
reconfigurable non-blocking switching network
called the Memphis switch (fig é&.1.
Memphis Switch
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Fig. &.¢ The GF1} architecture.

Tha main intended applicaticn of GFIl is& a
clase of calculations arising from quantum
chromodynamics in nuclear physics where GF11 is

expected to be 100 times faster than Cray 1.

IEM RF3 {Ressarch Parallel Processor Project),

IBM T. J. Watscn Research Center, Yorktown
Heights, N.Y¥Y. (PFIB&).

fiP3 project is performed in cooperation with
the Courant Institute of Mathematical Science
at New York University. The goal of RP3 project
is a parallel system with 512 32-bit
microprocessors and 2 Ghytes of main storage.

RP3 has two multistage Omega-like networks to
cannect processor-memary elements. The first
network is constructed from high—speed bipolar
logle and designed for fast interconnection to
nanlocal starage. The second network is using a
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technique, devel oped at the NyU
Institute Ultracomputer project (EDLBS,
GoTe3, SCHBO)., This netwark contains more
complex functions required to carry ocut
synchronizaticn operation and storage reguests.
With these technigques the efficiency of
parallel system is not degraded as the number
of processors is increased.

The language support,.initially envisaged,
consista of minimal extensions of commonly used
languages such as Fortran, C, and Pascal. The
adaptation of other languages, such as Cammon
Lisp and Ada to the highly parallel environment
is also being studied.

The operating system will probably be an
extension of BBD 4.2 Unix, modified internally
to make it a fully distributed, symmetrical
system, and extaended to provide multiple
process shared memory and efficient massage
pasasing.

The RFP3 is expected to achieve an aggregate of
1000 MIPS an shared memory sciaentific
applications. A demonstration of the RPY with

Courant
cOT82,

44 processor-memory elaments is planned for
iz87.
RP3 machine is not associated with any IBM

product program, and it ie expected that very
fow 0f the RP3 prototypes will be constructed.
RP3 is target to explolt automatic
parallelization of Fortran and compilation of
functionally-oriented languages.

Development of parallel applications for RP3 is
parformed before the completion of RP3 hardware
construction by means of an experimental
emulation system called EPEX (Environment for
Parallel EXecutiaon}.

MIDAS {Modular
System) , Creve
California, Berkeley.

Thie is a hierarchical system of

Intersctive
Maples,

Data Analysis
University of

a primary

SEL 32/

| M . 16Mb/s

SAM  Memory

L&

AP 120B ~ array processor

H5D - high speed data interface with
.4 Mbits/s throughput
GPIOP - general purpose 1/0 processor
Fig. 7.t The architecture of ONERA parallel

camputer (LECB&).



camputer contralling several secandary
computers, each of which . controls a Multiple
Processeor Array (MPA}. Each MPA alsa has an
input and an output processor and a crossbar
switch connecting the processcrs to l4a
switchable memory modules each of 25& Kbytes.,
The system is used to solve problems in
computational physics particularly nucl ear
science.

ONERA. (Office Nationel d’‘Etudes et Rechers
Asrospatiales).

S This is French project on a multi-array

processor which started in 1979 and evolved to

a loosely coupled architecture. It Was
designed to salve partial differential
equations. The present system has as a host a

32~bit Bould SEL 32/77 minicomputer. Four array
processors AF 120B are connected to the SEL
bus. The APs are connected to a sharable memory
of 32Mbyte (fig. 7.) (LECB&, ADESS)

PAESM (Partitionad SIMD/MIMD machine), Howard J.
Siegel, Purdue University Indiana.

Envisaged that a full machine might have 1024
processing elaments connected via a multilevel
switch network. A prototype wiil have 16
Motorola &B000 processors and four contral
units (SIEB1, S5CHBs).

PRINGLE, University of Washington
University af Purdue (called RP2) .
64 processors Intel 8031 are connected via a
switch and controlled by an Intel B8O8A,
(KAFPB4) . :

and

SUPERNUM. W. K.
HOFP8s&, KRAST)
This isn a
‘processing in
hierarchical
nodes,

Giloi, H. Muhlenbein, (GILBS,
national project in parallel

Germany. The computer has a
hardware structure consisting of
clusters and hyperclusters. It is
conceived as a &4 cluster machine with 1024
nodes. Each cluster has 146 nodes and 130 Mbytes
winchester disc. Motorola 68020 processors are
used in nodes. Fig. 8 shows a SUPERNUM
architecture with 16 clusters, where each
cluster has 4 processors. The processors in the
cluster are connected by & bus. The clusters
are connected by row and column rings.

CmiCm w2

3-8 jES-1e

Fig. B8.: The tapology af the SUPRNUM parallel
computer (KRABT). )

The system is designed for solving partial
differential equations and other numerical
applications.

VFPP (Very Fast Parallsl Processor), Norman
Christ and Anthany Terrano, Columbia
University, New York.

Thie is conceived as a 1léxléd array of 256
processing elements with nearest neighbor
connectiona. Each processing element has  an

Intel 80286 with B0O287 toprocessor, 20 Kbytes
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of 1local memory and an 11 stage pipelined
microprogrammable vector processor. VFPP is a
special purpose camputer designed for lattice-

gauge and similar calculations.

SMALL SCALE PARALLEL SYSTEMS

The word small in this context meane only a few

processors connected together. To get high
pracessing power by these machines one needs
powerful processors with interconnection

mechanidm which need not be as sophisticated as
by connecting several hundred processors,

ALLIANT FX/8 (Alliant Computer Systems Corp.,
Acton, MA O1720) (LLUB&L/2Z2, HARB&, SIESBS, TECED)
An FX/B computer combines vectar and concurrent
processing 1In a system consisting from 1 to B8
computational elements. Each computational
alement is a aicroprogramed processor which can
execute ‘both scalar and vector instructions.
Computational element can actess via a crossbar
switch, two &4 Kbyte caches. FX/B can have from
2 to 12 interactive processors based on a

Motorola 48012 microprocessor. Each interactive-
512 Kbyte local memory
of parallel
).

and is
I1/0 and

pracessor has
designed for execution
ocperating system tasks (fig.

Concurrency
contral
bus

CE -
ipP -
I C ~
CP C -
M -

computational element

interactive processor

IP cache

CP cache

mul tibue

Fig. 9.1 The Alliant FX/B architecture.

Concentrix is an

4.2 wversion. a1
computational

FX/8 operating system
extension of UNIX Berkeley
minimal configuration with 1
element costs $270.000.

CONMVEYX C-1 (Convex Camputer Corp., Richardscn,

TX 75081}
C-1 supercomputer i3 based on a Cray-like
architecture. The pracessing units are

interconnected through &4-bit buses and include
a dedicated scalar and vector unit. 1t has a
dual ported main memory and up to five 32-bit
1/0 processors. The operating system is Convex
UNIX operating system, eimilar to UNIX 4.2 BSD
operating system. The price for a basic system
is $500.000. New versions are coming to the
market, Ci1 XP processor, a faster version of
C-1. (HOLBS/3, TECS4)



CRAY X-MP, &Steve £hen, Cray Research Inc.,
Mendota Heights, Minnesota. (HWASS, O0QED8S,
ERHES, LUBSS)

The Cray X-MP is a multiprocessor upgrade of
the Cray~1t architecture. It comprigses 1, 2 or 4
CPUs s=haring common memory of up to 8 HMwords
in &4 banks of 38 ns ECL memory chips (fig 10).

Central memacy

Communication
cruo H [ ] teut

control

ceu-140

P L

§so 10§

i

—~— flaia path Mass storage
=== Control path devices

Fig. 10.1 Cray X-MF aystem organization
(HWABS) .

Each CPU has 13 pipelired functional units

which operate with data in B vector registers,
each holding up to 64-bit elements. Three
memory access pipelines or ports are provided,
allowing each CPU to read two vector argumentsa
and store one vector result simultaneously.
Each CPU executes its own instruction stream,
and rapld synchranization is achieved via 14
shared registera and 32 shared one-bit flags.
The clock period is 2.5 ns, giving maximum
performance of a pipeline 105 Mflops/s.

CRAY-3, Seymaour Cray, Chippewa
Wisconsin., (ERH8&, HWABS, ODEDBS&,)

The Cray-3 is scheduled for 1987. It consists
of 4 CPUs accessing a shared memory of 256
Mwords. It ig an implementation of Cray-2 in
gallium arsenide technology, and it | ¥
speculated that a clock period of 1ns might be
pbtained lwmading %o a maximal performance of
1Gflops/s per floating point pipeline.

Falls,

C.mmp, Carnagie-Mellon University, Pittsburgh,
Pennsylvania, (HWASS, JONBO, MASB2Z, 0SLS82).
This was one of the most ambitious early
examples of MIMD computers. This comprised 1&
DEC PDP-11 minicomputers connected to 14 memory
modules by a 1éx1é4 crossbar switch. The design
stagted in 197%f and the machine was completed
in 1975.

Cm», Carnagie-Mellon University, Pittsburgh,
Pennsylvania. )

This computer was a successor of C.mmp and was
based on microprocessors that had now been
available. Communication betweean the
microprocessors is via 8 hierarchical packed
awitching network. A basic computer module was
DEC LSI-1! microprocessor and may act as an
independant computer or may be linked to a
comman interclusted bus with up to 14 other
modules to form a tightly coupled cluster. The
total Cme is built-up by loosely coupled
clustera. (SWA??).

CYBERPLLUS, CcoC
Mimnesota, USA.
The architecture of CyberPlus is based on
communication wvia multiple ring topology. The
architecture was derived from the Advanced
Flexible Processor which was build for rapid
analysias of photographs taken form aircraft.
CyberPlus comprises Fform 1| to 14 Cyberflus
processors connected in a ring and attached to
a channal of & hast CDC Cyher 170/800. Up to 4
such ringe can be attached to the bost.
Communication between processors is achieved by
sending information packets to the ring. The
packets move round the ring at the rate of one
station per clock period, until their
destination is reached.

The CyberPlus processor has 234K or 512K words
of &4-bit memory for floating point data, 16K
words of 16-bit memory for integers and a
program memory of 4K words of 240~bit
instructions. It has 15 independent functional
units. The clock period is 20 ns , giving a
flpating point capability of 4SMflops/s in &4~
mode and 103 Mflope/s in 32-bit mode.

Corporation, Minneapolis,

ELXSI 4400, Elxsi Corp., San Jose, California.

This computer is8 similar to CyberPlus. It
containg | to 12 CPUs and § to 4 1/0 processors
acceesing 1 to 6 memory systems via the
Gigabus. Potentially the system can achieve 72
Mips. The system incorporates three operating
systems: Embos, UNIX BED 4.3 and UNIX System
V.2 -~ they can all run concurrently. The price
for 12-CFPU system is approxametely %3 million.

HEP (Heterogeneous Element Processor), Burton
J. Smith, Denelcoer Ine. Aurara, Colorado ,USA.
(HWABS, LINB3, SNEBS)

The MHEP computer was the first commercial
computer to offer the faclility Of programming
with multiple instruction gstreams. A full HEP
configuration comprises of 1é& Process Execution
Modules (PEMs) connected to 128 Data Mamory
Modules wvia a multilevel packet switching
network called shuttle network. Each may have
up to 30 user instruction streams.

But the largest system buillt at the time oaof
writing has 4 PEMs and 4 DMMs and is installed
at the NASA Soddard Space Flight Center (fig.
11).,
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Fig. 1i.: The architecture of a typical HEP
system with four processors (HWABS) .

1BM LCAP, {Loosely Coupled Areay af
processors). Enrico Clementi, IBM Kingston,
usA. {CLEB4, NEWBS, SIESS)

LCAP is a powerful parallel system put together



from parts "off the shel+". Thege parts are
from 1BM and Floating Foint Systems, Beaverton,
Oregon. IBM contributed a host which may be
diffaerent in different configurations as Ffor
example IBM 4381, I8M 4341, 1BM 3081, IBM 3089,
I1BM 3090, and Floating Point Systems
contributed attached pipeline processors FPS
164, FPS-164/MAX and FFS5-264. Eacth FPS-# ig a
single instruction stream computer. AN example
of LCAP configuration consists of seven FPS-
144, each with 4Mbyte of main memory, attached
to an IBM 43B1 host through a 3 Mbyte/s
channgl, tree FPS-144 are hosted by an IBM-4341

"{fig. 12). For favorable problems the system is
capable of &0 Mflops/s.

AP — array processaor
Fig. 12,1 Schematic diagram of the LCAP
architecture (CLEB4).
A bottleneck in this architecture is the time
needed ta transfer information between the
constituent computers. It is necessary to

decompose a problem inta substantial parts that
gseldom need to communicate with each other.
Many physical and chemical problems decompose
well and for those problems an LCAP is a cost
effective computer.

A similar project to Clementi’s is that of Ken
Wilsan at Cornell University. He has linked 8
FPS=100 to VAX 11/750. He plans to expand the
system to 4000 1&4/MAX to give a theoretical
maximum performance of 40 Gflops/s. '
New versions aof LCAP are under
LCAP-2 and LCAP-3.

constructian

MINERVA, Lawrence Widoes, Stanford University,
California. .

B Intel BO0BO microprocessors and Ffour Intel
3000 microprocessors form a shared memory bus
system. :

PLURIBUS

This is a aymmetric tightly coupled

mul tiprocessor which was based on Lockheed SUE
minicomputer, thig is a 14& bit computer similar
ta DEC PDP-~11. The system has its beginings in
"1972. A lot of attention was paid to -software
davel opment. (KARBZ2)

8-1, Michael Farmwald, George Michael et al.,
Lawrence Livermore L.abhoratary, Livermore,
California. {(HWAB3)

This is the largest MIMD project,
U8 Navy and Department of Energy. The complete
design for §-~1 computer comprises 146 Cray-l
class pipelined vector computers connected to
16 memory banks by a full cross—bar switch. The

sponsored by

8~1 can therefore be regarded as a "grown-up"
version of C.mmp. An overall performance {is
expected to be 1§ Gflop/s. Each of the

unipracessors is provided with a data cache of
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&4 Kbytes and instruction cache of 16 Kbytes in
order to limit traffic through the switch, Each
memory module may contain up to one Gbyte of
storage, giving a total physical storage of up
to 2 Gbyte. Single instructions are provided
for some common mathematical functions e.g.
sine, exponential, etc, and operations e.g.
matrix multiply, fast Fourier transform, etc.

We have in this survey excluded logic machines
that are being proposed to support the aims of
Fifth Beneration project, and also dataflow and
raduction machines. The reason for this is the
fact that these type of computers will probably
form a special group of dedicated machines and
will not evolwve in a general purpose parallel
computer of 90,

3. MULTIPROCESSDR SYSTEM

After we have looked at different
computer system architectures, we are going to
concentrate on multiprocessors. We are
particularly interested in multiprocessors
because they are almast general purpose
parallel computers and have therefore a great
potential power to upgrade or even replace some
existing computer architectures.

parallel

Mul tiprocessor is a single computer
multiple processors.

with
Processors communicate and
cooperate at different levels in solving a
given problem. Multiprocessor i8 classified as
MIMD computer which is defined to be a cantrol-
flow computer capable of processing more than
one stream of instructions. The communication
between processors may’ occur by sending
messages from one pracessor to the other or by
sharing a common memory. Frocessors have access
to common sets of memory modules and peripheral
devices.

A mutiprocessor system is controlled by one
operating system which provides interaction
between processors and their programs at  the
process, data set and data element level. |,
Multiprocessors are classified according to
organizational classification into tightly
coupled and loosely coupled multiprocessors and
according to structural classification into
groups which have similar interconnection
structures or topology.

3.1 Multiprocessor arganization
Multiprocessors can be arganized in a

coupled organization or in a loosely
organization.,

tightly
coupled

Tightly coupled multiprocessors

Tightly coupled systems can tolerate a high
degree of interaction between tasks performed
on different processors. Processors communicate
through a shared main memory. A small 1local
cache memory may exist in each processar. The
connectivity may be accomplished by different
interconnection structures between the
processors and the shared memory. When two or
more proceseors attempt to access the same
memory unit concurrently performance
degradation occurs due to memory contention
(fig. 13),
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Fig, 13.1 Tightly coupled multiprocessors where
a complete connectivity exists bhetween the
proecessors and memory (HWABS) .

Loosely coupled multiprocessors

Loogely coupled systemsz are efficient when the
interactions between tasks are minimal.
Processes which execute on different computer
modul es communicate by exchanging messages
through a messaga - transfer system (Fig. 14).
In logsely coupled multiprocessars each
processor has 8 set of input-output devices and
a large local memory where it accesses most of
instructions and data. Sometimes loosely
coupled multiprocessars are referred to as a
distributed system,

Local bus

I
] Processor
I

|

X )| I

| nﬂ:r;Lr }
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{a) & eomputer meduls
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l CAS

L&
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Fig. 14.1 Loosely coupled multiprocessars where
proctesses communicate through message transfer
systam (HWABS),

The message - transfer system could be a time
shared bus or a sharaed memory system.

Very often computer architecture in paraliel
processing is a combination of loosely and
tightly coupled processors. Loosely coupled
systems have often hierarchical organization.

3.2. Interconnection structure

Interconnection structure between the memories
and pracessaors is elither:

- time shared common bus,
- switched network,
% crosabar
#+ muitistage
. omega
. banvyan
- multiport memories,
- interconnection network,
* mesh,
cube,
reconfigurable,
hierarchical.

LR B

A term "interconnection netwark" is sometimes
ugsed also for switched networks especially for
multistage switched networks because they
intercannect processors with memary madules.
But we distinguish in this paper switched
networks from all ather interconnection
networks.

Timg shared common bus

The time shared common bus is the simplest and
attaches every processor to every memory board
{fig. 15)., Bus requester, driver, and receiver
perform all address and data handling. Because
its low coat, low complexity and high maximum
throughput the common bus interconnection
structure is today the most widely used
commercial type of parallel computer system,
but is limited to small shared memory computers
with up to 20 processor modules (ALLIANT FX/B,
ELXSI 4400, FLEX/32, MINERVA).

Pl PI P

< TOMMGN BUS >

W, My Ma

P - processor
M - memory module

Fig. 15.1 A comman .bus
structyre.

interconnection

Switched network

The switched network system is realized either
as a crosshar switch or as a multistage switch.

A Ffurther subdivision of switched networks is
divided, according to the type of
interconnection network, into:

- crogs bar (C.mmp, 5-1)
- multi-stage {(Butterfly, Cedar, GF-11, HEP,
RP3, ULTRA, TRAC).

A swwitched system can be realized as shared
memory system or as a distributed memory
system. In a shared memory system each
processor communicates with each memory module
through a switch, In a distributed mamory




system each memory module is connected as local
memary to corresponding processor, Tha rale of
a switch is now to interconnect the processing
elements, and there are no memory modules
connected directly to the switch.

The crossbar switch 1{s an extension of the
coamman bus and implements N buses for N
processors and M buses for M memory modules. A
‘separate awitch unit connects together a number
of processors (P) and memory modules (M). The
nodal circults that couple the processor bus to
a memory bus are the switch., A crossbar switch
allows all processdrs to access memary modules
simul taneously, as long as each processor
accesses different memory module. When two or
more processora contend for the same memory
module, arbitration lets ane processer proceed
while the others wait by applying the same

technigues as used on a common bus
architecture. Since mpst of the logic 1is
concentrated in the switch nades , the

complexity of a croasbar zwitch and its cost
grows as the square of configuration size. The
switch is gquite likely toc be the largest unit
in the system and may be as expensive as one ar
several of the processors.It is & good choice
for systems that are not highly parallel and
have about 10 powerful processors.

Fig. 1&4.2 A crasshar swWwitch interconnection
structure.

A multistage network reduces the size and the
cost of a crossbar switch by linking multiple
crossbars as nodes in a network so that each
node in a multistage network resembles a small
crossebar awitch, For example & multistage
netwark that connects 1& processors to 14
memories, realized in two levels consists of 4-
by-4 crossbars. The . switching elements -are
distributed throughout the system (fig. 17).

A ctost bpf multistage network that attaches n
processars to n memaries grows as n log n.  All
processors can access memory simultanecusly
provided that no two processors try to take the
same output path from a particular node. 1In
order to reduce this limitation many
multistage network architectures have extra
pathways to reduce the potential of contention.

The switch im a multistage network is complex.
A type of multi-stage switching network is
usually omega or banyan. [t seems that the
multistage shared memory switched computer is
the most favored current architecture in
parallel processing and enables efficient
parallel seystems with up to a few hundred
processors.

In most switched systems there is both
substantial local memory as well as subs;antial

global memory. Local memory is often realized
in a form of registers, cache or buffer memory.

PROCESSDRS

P - processor
M - memory moddule

Fig. 17.1 A multistage network interconnection
etructure,.

Multiport memory

A mutiport memory with m ports is similar to n-
by-m crosbar sgwitch., In a wmultiport memory
system is the switching logic simply bounded
ohto the memory module.

Frequently memory module has two ports, one
connected directly as local memary to one of
the processors, and the other port connected to
the swltch. Thus sach memory bank is both local
to one of the processors and globally available
to the other processors via the switch.

A multiport memory system could alsoc be treated
as a special technical implementation of a
switched network and not as a topology.

Interconnection netwarks

This is & large varity of different
interconnection network topclogies in parallel
systems. Networks are constructed in four
different topolagies:

- mesh networks (CYBER PLUS, VFPP)

- cube networks (COSMIC CUBE, iPSC)

- reconfigurable network (CHiP) and

= hierarchical network (Cm#, EGPA, SUPERNUM).

Mesh networks are one or multidimensional and
are realized in sgquare, hexagonal or other
geometry. In a square mesh of dimensionality,
d, each processing element ims connected to 2d
neighbors., The number of procetusing elements
N=n exp d, may be varied independent of of
the dimensiopality by increasing the linear
dimension of mesh n. For example, a square mesh
with dimensiconality 2 is connected to four
neighbors. Fig. 18. shows a mesh system with 14
processing elements.
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4. APPLICATION OF PARALLEL SYSTEMS

Uniprocessor architectures are approaching
theoretical limits in processing speed.

In high speed or real time processing tightly
coupled computer systems have to be used.

Most parallel computer nowadays are designed
for numerical work with fleating point numbers,
and are build +or the soclution of large
problems In physics, chemistry and engineering.

Large computer capabilities are
particulary in:

necessary

- complax graphic images,

- structural analysis,

- aerodynamics,

- meteaoralogy,

- madical diagnostics,

- research in an oil exploration,
-~ ressarch in fusion physics,

- industrial autematization,

- processing of sensing signals,
- genetic engineering,

- molecular dynamics,

- quantum mechanical problems,

-~ socioeconomic models, etc.

Mathematical problems which are solved by
parallel systems aret

- Monte Carlo simulation,
- Hartree-Fock equation in the electran gas,
- finite element methods, etc.

Many of multiprocessors are &lmost general
purpose as for examplas

ALLIANT, BUTTERFLY, CEDAR, C.mmp, Cm#, CONVEX,
COsSMIC CUBE, ' CRAY X-MP, CRAY-3, CYBERPLUS, DCA,
DPP, EGPA, ELXS! 46400, FLEX/32, FMP, HEP, IBM
RF3, IBM LCAP, 1IBM GF11, MINERVA, ONERA,
PLURIBUS, PRINGLE, SUPERNUM, 8-1, TRAC, ULTRA.

These multiprocessors are designed for large
scientific and engineering problems, for CAD
automation, real time voice data multiplexing
and other computationaly involved problems.

Some multiprocessors are more limited in
applications and are considered as special
purpose parallel computers designed for one bit
logic operations, or image processing,
knowledge based expert systems or designed for
nther special applications |in artificial
intelligence. Special purpose multiprocessors
aret

£HIP, DADO, . FEM, MANIP, MEIKO, PASM, PUMPS,
VFPP,

5. WILL PARALLEL PROCEESING WIN?

Many ambitious projects in parallel processing
in past have failed, For example ILLIAC IV cost
four times the original contract figure and did
not come evan within a factor of 10 of its
ariginally proposed perfaormance. However |(ts
influence was profound and ILLIAC IV was tha
first to to pioneer the new and faster emitter-
coupled logiec {(ECL) rather than the established
transistor-transistor lagic (TTL), ILLIAC 1V
also pioneered the use of 15~layer circuit
boards and computer aided layout methods.

Other parallel computer systems of the 70’ were
alec not very successfull. For sxample C.mmp
and Cm* had problems with hot memories because
their intecaonnections structure, which was
based on crossbar switch was not intelligent
and could not overcome this problem. Naowadays
these solutiona are given. BEP NASF had a
hottleneck in a central control processor and
no efficient synchronization mechanisms were
known at that time. But again ICL DAP was
pioneering in an important feature of
engineering dewign that processing element
logic is mounted on the same printed circuit
board as the memory to which it belongs. VLS!
technology can now include proceasing element
and its memory on the same chip.

Now the technology has advanced sutficiently to
make parallel architecture practicable.
Therefore we see sucth great interest in
parallel processing.

&. CONCLUSION

It is not possible to predict which of these
varied computer architectures will prove the
most successful in future on the market.

By analyzing the performance of multiprocessors
which is primarly dependent on interconnection
structure one might get an insight to the
development of parallel computer systems and
try to predict future trends in parallel
caomputing. It seems that in next decade the
most influence on parallel computing are going
to have the projects in massively parallel
processort

-~ NYU Ultracomputer, whose principles are
applied in 1BM-RP3 parallel system,

- Butterfly, produced by the company BBN Bolt,
Beranek & Newman,

- Cedar, a multiprocesscr supercaomputer of the
Univerdity of Illinois,




C *ﬂ)

)}

o .

{a) (b}
‘Fig. 1B.1 A mesh network with 1& processing
element connected in a lattice (a) and
connected as a torus (b).

Cube networks have either hypercube
architecture or cube-connected-cyclies netwark
architecture. A cube-connected-cyclas network

is a cube where each node of the hypertube is
replaced by a ring (or cycle) of processing
elements. In & d-dimensional binary hypercube
there are d connectiona to each processing
€laeament, n=2, and therefaore the number of
processora  equales N=2 exp d. We see that the

pumber of processing elements can nat be
increased without also increasing the number
of connections to each processing element. For

example, a six-dimensional hypercube which has
44 nodes is topologically the same as 4x4x4
three dimensional mesh with triply periodic

boundary conditions.

Fig. 19.1 A cubs network with 4,
processing elemants.

8 and 1é&

Hierarchical class of multiprocessor systems is
realizeaed as tree network, hiararchy of
pyramides or clusters of clusters.
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Fig. 20.:
tree network.

cases in
between

natworks inglude all
which the interconnection pattern
processing elements can be changed. This is
usually achieved by interspersing switching
elements between the processing elements which
may be controlled by a user program.

Reaconfigurabls

the original
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A hilerarchical network realized as a -
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Fig. 21.1 Tha original switch lattice in CHiP
parallel computer conflgured as a mesh and as a
binary tree,

s compare three
topologies) common hus,
network. Saven
compared:

most widely used
crossbar and multistage
features are going to be

~ cost

- complexity

- max. throughput
interconnect bandwidth
~ # of signal paths

- efficiency

- max. # of CPU’

NS W -
|

We see (table 1.) that cogt of a parallel
is the lowest in a common bus topology,

but efficiency drops with increasing the number

of processors. A crossbar switch is .very
powerful in connecting a few processors, but
the price and complexity of a system is very

high. & multistage network i8 a good topology
to intercannect a large number of processors
for a medium cost,

CROSSEBAR MULTISTABE NET.

FEATURE BUS

1 low high (CPU exp2) medium {(n logn)

2 low high (CPU exp2) madium

3 high no limit high

4 fixed by proportional proportional
cycle time to # of CPU to # of CPU

5 large medium medium

& drops linear linear

7 up to 30 up to 10 up to 1000

Table 1.t Comparison of different features for

& common bus, a crossbar and a multistage

parallel computer system.

NMew synchronization machanisms for multistage

switched networks are nowadays enabling almost
linear speedup for sSystems with up to 256
processors (fig. 22).



The reasons for success of these projects seem
td be the fact that they are devoted to
development of a GENERAL PURFOSE MIMD parallel
computer. Excellent performance results are
reachad particularly because they usel

- MULTISTAGE INTERCONNECTION NETWORK:1 A near
linear speedup is reached by 25& processors
using as interconnection structure between the
memories and processor a multistage
interconnection network (Omega network);

- INTERLEAVING: that is spread data uniformaly
throughout common memory modules in order to
avoid contention for any aone memory modules

- FETCH-AND-ADD: a very effective
interprocessor synchronization operation,

An operating system e®em to be a
version of a UNIX-like operating system.
possible to achieve high performance
connection a large number of
elements, even with "of the shelf" standard
praocessors. It seems also that Bsome
architectural features as for example the size
of local memory or the size of cache memory at
every processor is of secondary importance for
high performance of a parallel system.

parallel
It is

by
processing
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