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Preface

The publication, Proceedings of The 11th International Symposium on Operations Research,
called SOR’11, contains papers presented at SOR’I1(http://sorll.fis.unm.si/) which was
organized by Slovenian Society INFORMATIKA, Section for Operations Research (SSI-
SOR) and Faculty of Information Studies (FIS), Novo mesto, Slovenia, and held in Dolenjske
Toplice, Slovenia, from September 28 through September 30, 2011. In the Proceedings are
published only the articles blindly reviewed and accepted by two independent reviewers. So,
with the Proceedings SOR’l1, the scientific activities of the symposium SOR’II are
available to all who participated in the symposium and to all who are interested in the
contents and are considering to participate in the future SOR symposia.

SOR’11 stands under the auspices of the Slovenian Research Agency and PASCAL2,
European Network of Excellence. The opening address was given by Prof. Dr. L. Zadnik
Stirn, the President of the Slovenian Section of Operations Research, Mr. Niko
Schlamberger, the President of Slovenian Society INFORMATIKA, Prof. Dr. Janez Povh, the
dean of Faculty of Information Studies, Novo mesto, and presidents/representatives of
Operations Research Societies from neighboring countries.

SOR’11 is the scientific event in the area of operations research, one of the traditional series
of the biannual international OR conferences, organized in Slovenia by SSI-SOR. It is a
continuity of ten previous symposia. The main objective of SOR’11 is to advance knowledge,
interest and education in OR in Slovenia and worldwide in order to build the intellectual and
social capital that are essential in maintaining the identity of OR, especially at a time when
interdisciplinary collaboration is proclaimed as significantly important in resolving
problems facing the current challenging times. Further, when joining IFORS and EURO,
SSI-SOR agreed to work together with diverse disciplines, i.e. to balance the depth of
theoretical knowledge in OR and the understanding of theory, methods and problems in
other areas within and beyond OR. We are sure that SOR '/ 1 creates the advantage of these
objectives, contributes to the quality and reputation of OR with presenting and exchanging
new developments, opinions, experiences in the OR theory and practice.

SOR’11 was highlighted by a distinguished set of Six keynote speakers. Thus, the first part of
the Proceedings SOR’11 comprises invited papers, presented by outstanding scientists:
Professor Dr. Erling D. Andersen, MOSEK ApS, Denmark, Professor Dr. Walter Gutjahr,
University of Vienna, Department of Statistics and Decision Support Systems, Austria,
Professor Dr. Horst W. Hamacher, University of Kaiserslautern, Department of
Mathematics, Germany, Professor Dr. Arie M.C.A. Koster, Lehrstuhl Il fiir Mathematik,
RWTH Aachen, Germany, Professor Dr. Zrinka Lukac, University of Zagreb, Faculty of
Economics & Business, Croatia and Professor Dr. Ulrich Pferschy, University of Graz,
Department of Statistics and Operations Research, Austria. The second part of the
Proceedings includes 47 papers written by 100 authors and co-authors. Most of the authors
of the contributed papers came from Slovenia (37), then from Croatia (29), Serbia (13),
Bosnia and Herzegovina (4), Germany (5), Spain (3), Austria (2), Hungary (2), Iran (2),
Uruguay (2) and Denmark (1). The papers published in the Proceedings are divided into
sections: (the number of papers in each section is given in parentheses): Plenary Lectures
(6), Graphs and their Applications (3), Production and Inventory (12), OR Applications in
Telecommunication and Navigation Systems (3), Econometric Models and Statistics(6),
Finance and Investments (6), Multiple Criteria Decision Making (6), Pascal2 session (3),
Mathematical Programming and Optimization (3), Location and Transport (5).


http://sor11.fis.unm.si/
http://www.drustvo-informatika.si/sekcije/sor/
http://fis.unm.si/en

The Proceedings of the previous ten International Symposia on Operations Research
organized by Slovenian Section of Operations Research are indexed in the following
secondary and tertiary publications: Current Mathematical Publications, Mathematical
Review and MathScinet, Zentralblatt fuer Mathematik/Mathematics Abstracts, MATH on
STN International and CompactMath, INSPEC. Also the present Proceedings SOR’11 will
be submitted and is supposed to be indexed in the same basis.

On behalf of the organizers we would like to express our sincere thanks to all who have
supported us in preparing this event - SOR’11. We would not have succeeded in attracting
so many distinguished speakers from all over the world without the engagement and the
advice of active members of Slovenian Section of Operations Research. Many thanks to
them. Further, we would like to express our deepest gratitude to prominent keynote
speakers, to the members of the Program and Organizing Committees, to the referees who
raised the quality of the SOR’11 by their useful suggestions, section’s chairs, and to all the
numerous people - far too many to be listed here individually - who helped in carrying out
The 11th International Symposium on Operations Research SOR’11 and in putting together
these Proceedings. At last, we appreciate the authors’ efforts in preparing and presenting
the papers, which made The 11th Symposium on Operational Research SOR’11 successful.
The success of the scientific events at SOR’11 and the present proceedings should be seen as
a result of joint effort.

Dolenjske Toplice, September 28, 2011

Lidija Zadnik Stirn
Janez Zerovnik
Janez Povh

Samo Drobne
Anka Lisec
(Editors)
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TEN YEARS OF EXPERIENCE WITH CONIC QUADRATIC
OPTIMIZATION

Erling D. Andersen
MOSEK ApS, Fruebjergvej 3, Box 16 2100 Copenhagen O, Denmark
Email: e.d.andersen@mosek.com

Abstract: For about 10 years the software package MOSEK has been capable of solving large-scale
sparse conic quadratic optimization (CQQO) problems. Based on the experience gained with CQO
during those 10 years we will present a few important applications of conic quadratic optimization,
discuss properties of the CQO problem and give an overview of how MOSEK solve a CQO problem.
We will also present numerical results demonstrating the performance of MOSEK on CQO problems
and discuss future developments.


https://www3.fgg.uni-lj.si/fggmail/src/compose.php?send_to=e.d.andersen%40mosek.com




OPERATIONS RESEARCH METHODS IN THE PLANNING,
CONTROL, AND ADAPTATION OF EVACUATION PLANS

Katharina Gerhardt, Horst W. Hamacher and Stefan Ruzika
Department of Mathematics, University of Kaiserslautern (Germany),
Email: {Gerhardt, Hamacher, Ruzika}@mathematik.uni-kl.de

Extended Abstract: One of the basic emergency measures in the case of (bomb) threats,
attacks, large-scale accidents, and natural disasters is the evacuation of the affected buildings
and regions. Here, the most important goal is to evacuate occupants, i.e. to take them away
from the risk area and bring them to safety, as fast and reliable as possible. Unfortunately,
several tragic scenarios are known from the past, for instance, the love parade disaster in
Duisburg, Germany, of July 2010, where 19 people were killed and more than 300 injured
while trying to leave the location in which the parade was to take place. It is not claimed that
the application of operations research methods can avoid such tragic incidences, but it is
reasonable to assume that they will yield insight to make them less likely to occur or help to
mitigate the consequences.

The research project REPKA which is co-ordinated at the University of Kaiserslautern
is primarily concerned with regional evacuation. In particular, the situation is considered
where a large crowd has already left a building and must then be brought further away to
safety. In order to reliably predict evacuation data like evacuation times or number of
evacuees per given time period we propose an approach in which real-world data is
sandwiched between a lower bound computed by optimization methods and upper bounds
delivered by simulation. In our presentation we will focus on the following operations
research issues.

e Representation of pedestrian movements in evacuation scenarios by dynamic
network flows.

e Solution of maximal, earliest arrival, and quickest dynamic flows.

e Integration of location decisions with regard to the placement of emergency and
commercial units.

e Control and adaptation of evacuation plans using the visualization tool of REPKA-
Optimizer.

e Practical experience with the sandwich method applied to the evacuation of the
Betzenberg, home of the Fritz-Walter football stadium in Kaiserslautern (Germany).

Reference:
REPKA webpage http://www.repka-evakuierung.de and further information therein
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A Note on the Utility-Theoretic Justification of the
Pareto Approach in Stochastic Multi-Objective
Combinatorial Optimization

Walter J. Gutjahr
Department of Statistics and Operations Research
University of Vienna

1 Introduction

For a precise mathematical formulation of stochastic multi-objective optimization
(SMOO) problems, the multi-objective and the stochastic approach have been pro-
posed [1, 2, 3]. The former reduces the problem in a first step to a deterministic
multi-objective problem, whereas the latter starts by reducing it to a stochastic
single-objective problem. In the case of a finite decision set, i.e., in combinatorial
SMOO, the multi-objective approach is especially attractive, because it allows the
computation of a list of Pareto-efficient solutions from which the decision maker
(DM) can select her /his preferred solution without being forced to describe her/his
preference structure or utility function in formal terms.

However, some authors have questioned the appropriateness of the multi-objective
approach for the general case of a SMOO problem, see [3]. The aim of this note is
to show that there are conditions under which the multi-objective approach (using
the Pareto concept for solving the resulting deterministic multi-objective problem)
can be proven to be well-founded in decision theory in the sense that it is consistent
with expected-utility maximization. Two examples of such conditions will be given.

2 Problem Definition

We consider stochastic multi-objective combinatorial optimization (SMOCQ) prob-
lems of the following form:

max (fi(z,w),..., fm(z,w)) st. xze€Ss. (1)

Therein, S is a finite set of decisions, and w denotes a random influence. More
formally, for each x and j, the function f;(z,-) is a random variable on a probability
space (€2, A, P), and w is an element of the sample space €. Each w determines a
specific realization of the random variables f;(z,-), i.e., a random scenario. We shall



identify w with the scenario determined by it. Throughout the paper, we assume
that the joint distribution of the random variables f;(z,-) is known.!

Mathematically, the considered problem is still under-specified by (1). First, the
formulation contains more than one objective, such that it is not yet clear what
is meant by “maximize”. Secondly, since each objective also depends on w, it still
needs to be defined what is done to obtain a unique evaluation of the objective(s).

In the literature, two ways have been described to re-formulate (1) in a precise
sense (see [1, 2, 3]):

e The multi-objective approach applies operators as expectation, variance etc. to
each component of the vector (fi(x,w),..., fm(x,w)). In this way, it reduces
the stochastic multi-objective problem to a deterministic multi-objective prob-
lem. After that, some method of treating a multi-objective problem is applied.
We focus here on the case where the expectation operator is applied to each
fj(z,w). This gives the multi-objective problem

max (Fi(x),...,Fn(z)) st. z €S, (2)
where F;(z) = E(f;(z,w)) (j =1,...,m).

e The stochastic ~ approach  aggregates  the  random  objectives
filz,w),..., fm(z,w) by some aggregation function .4 and applies then
an operator such as the expectation operator. E.g., it solves

max E(A(fi(z,w),..., fm(z,w))) st. z€S. (3)

We see that now the order has been reversed: First, the original problem is
reduced to a single-objective stochastic optimization problem, and then some
method of stochastic optimization is applied to solve this resulting problem.

By the Pareto approach, we understand the multi-objective approach in the ver-
sion given by (2) in the special case where as the solution concept for multi-objective
optimization, the computation of the set of Pareto-efficient (or: non-dominated) so-
lutions? is chosen. Thus, the Pareto approach reformulates problem (1) as the
problem of determining all non-dominated vectors of expected objective function
values.

Caballero et al. [3] argue that in general, the stochastic approach is more ad-
equate than the multi-objective approach, because it takes dependencies between
the objectives into account (cf. also Ben Abdelaziz [2]). However, the stochastic
approach has the disadvantage that it forces the DM to unveil her preferences in ad-
vance (i.e., before computational solution) by specifying the aggregation function .A.

LA simple special case occurs if Q = {wy,...,w,} is finite. Then the joint distribution is defined
by a vector of probabilities p; assigned to the scenarios w; (i = 1,...,n) with Z?ﬂ p; = 1.

2A solution = € S is called Pareto-efficient with respect to objectives Fi, ..., F,, if there is
no other solution y € S with F;(y) > F;(z) Vj and 35 : F;(y) > Fj(z). We also extend this
notion from the solution space to the objective space by calling the vector (Fy(z),...,Fn(x))
Pareto-efficient, if solution z is Pareto-efficient.



In many practical situations, the DM is unable or unwilling to do that. Therefore,
it makes sense to look for conditions under which the multi-objective approach in
general and the Pareto approach in particular are justifiable by decision-theoretic
considerations.

3 Utility-Theoretic Analysis

In deterministic multi-objective optimization, the attractiveness of the Pareto con-
cept stems from the following observation, which is easy to prove: For each each
vector (Fy,..., Fy,) of objective functions on S and each utility function v : R™ —
R that is increasing in each component, it holds that if solution z* € S is op-
timal w.r.t. w in the sense that x* maximizes u(Fy(z*),..., Fpn(z*)) on S, then
(Fy(z*), ..., Fp(xz*)) must be Pareto-efficient. In other words, it is safe to omit
dominated solutions (for this purpose, the utility function needs not to be known!)
since after this omission, the optimal solution w.r.t. the implicit utility function u
can still be found in the Pareto set (the set of Pareto-optimal solutions), so the
DM can inspect this set and choose the best solution according to her or his true
preferences.

Unfortunately, the generalization of this assumption to problem (2) does not
hold anymore in the general case: Simple examples show that the solution of the
problem

max E(u(fi(z),..., fm(z))) st. z€S (4)

needs not to be a Pareto-efficient solution of (2). The essential reason is that in gen-
eral, the expectation operator cannot be interchanged with the utility function w.
Thus, it can happen that the solution with maximum expected utility does not occur
in the Pareto set. This does not necessarily imply that in these circumstances, the
Pareto approach is inadequate®; it only means that it is not consistent with the prin-
ciple of expected-utility maximization (sometimes called the Bernoulli principle).

In the following, we give two examples of situations where there is no conflict
between the Pareto approach and expected-utility maximization. For this purpose,
let us start with a definition.

Definition 1. Let U denote a set of increasing utility functions v : R™ — R. We say
that for an m-dimensional SMOCO problem (fi, ..., f;,) on S, the Pareto approach
is U-consistent with expected-utility maximization (short: U-consistent), if for each
u € U and each x* € S, the validity of

Blu(fi(z®,w), ..., fm(2",w))) = max E(u(fi(z,w), ..., fm(z,w)))

zeS

implies that (E(fi(z*,w)),...,E(fm(z*,w))) is Pareto-efficient.

3The Pareto approach could still be justified then by considering utilities of expectations instead
of expected utilities.



Theorem 1. Let f;(x,w) be objective functions with f;(z,w) = f;(x) deterministic
for j = 1,...,k, and fj(z,w) > 0Vx € Sfor j =k+1,....m (0 <k < m).
Furthermore, let the class U consist of all utility functions u of the form

u<y17 see 7ym) = 90(y1, s 7y/€) + Z w]'(yla vee 7yk) yju
j=k+1

where (y1,...,yx) and ¥, (y1,...,yx) (j = k+1,...,m) are increasing in y1, . . . , Y.
Then for (f1,..., fm), the Pareto approach is U-consistent.

Proof. With f;(x) = E(f;(z,w)), we have
Bu(fi(z,w),..., fm(z,w))) = @(fi(2),. ., fi(x))

+ Y i), fol@) E(f(w,w))

j=k+1

=o(fi@) o @)+ D) U(fi@), - ful@) fi@) = ulfil2),. ., ful)). (5)

j=k+1

The function u is increasing. Therefore, by the observation that in the deterministic
context, the optimality of z* € S w.r.t. u implies the Pareto-efficiency of the vector
of objective function values, for a maximizer 2* of (5), the vector (fi(z*), ..., fm(2*))
must be Pareto-efficient. O

It can be seen that in the sufficient condition given in Theorem 1 for U-consistency,
the set U needs not to be restricted to utility functions exhibiting wtility indepen-
dence in the sense of Keeney and Raiffa [5], i.e., utility functions u of the form
(Y- - Ym) = 27:1 uj(yj)'

Evidently, also the case of linear utility functions u(yi,...,ym) = a1y1 + ... +
UmYm 18 covered by Theorem 1. As already outlined in [3], the multi-objective ap-
proach does not fall back behind the stochastic approach in this situation. However,
it should be noted that in this case, only so-called supported solutions can be opti-
mal, i.e., solutions that are optimal under a weighted sum of objectives with suitable
weights. The conditions of Theorem 1, on the other hand, also extend to situations
where under certain utility functions, the optimal solution is unsupported.

Example. Consider the case where the decision = determines a work plan for a
project P. Each work plan x consumes a certain amount r1(x) of a resource (say,
working time) and yields a (stochastic) profit fo(x,w). In total, B units of the re-
source are available. The remaining fi(z) = B — ri(x) units of the resource can
be used in a project Q, yielding there a (deterministic) profit ¢(fi(z)) that is in-
creasing in fi(z). Note that ¢ needs not to be linear, and that the DM may shy
away from providing an explicit mathematical representation of ¢. Then, we can
consider the bi-objective maximization problem with objective functions f;(z) and
fa(z,w), where the first objective function is deterministic, the second is stochas-
tic. The overall utility function will be of the form w(fi, fo) = ui(f1) + ua(f2) with
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u1(f1) = ¢(f1) denoting the profit from project Q and uy(fz) = fo denoting the
profit from project P. Evidently, we are within the conditions of Theorem 1. As a
consequence, the Pareto approach will produce a set of solutions among which the
solution with maximal expected utility occurs. An approach aggregating expecta-
tions by a weighted sum, on the other hand, may miss the solution with maximal
expected utility even if all possible weights are considered. D>

Utility functions can frequently be approximated by quadratic functions. The
following theorem gives a second sufficient condition for consistency if all utilities
are quadratic:

Theorem 2. Let f; have values in some interval [a;,3;] (j = 1,...,m), and let
the class U consist of all increasing utility functions of the form u(yy,...,ym) =

> ey uj(y;) with
wiy;) = a; + by + ey (G=1,...,m),

where u; is increasing on [o;, 5;]. Furthermore, let the variance var(f;(z,w)) be
independent of z, i.e., var(f;(z,w)) = 0]2- Vx € S. Then for (fi,..., fn), the Pareto
approach is U-consistent.

Proof.

m

E(u(fi(z,w), ..., ful(z,w))) = Y [a;+ b E(fi(w,w)) + ¢ E((f;(2,w)?)]

J=1

Z aj + bj E( fg(l’ w)) +¢ (E (fy T,w) +ZCJ f] z W>2) (B (fj(wi)»Q]

J=1

= w(E(fi(z,w)),- ., E(fu(z,w)) +Zc] o},

where the last term is constant. Again by reference to the determmistic special case
(as in the proof of Theorem 1), we conclude that for a maximizer =* of u, the vector
(E(fi(z,w),...,E(fm(z,w))) must be Pareto-efficient. O

4 Conclusions

Two examples of sufficient conditions for the consistency of the Pareto approach with
expected-utility maximization have been given. Although the conditions may look
rather restrictive, a large class of practically relevant problems in multi-objective de-
cision analysis is covered by them. Also other sufficient conditions may be provided,
as well as relaxed versions guaranteeing approximate solutions to utility optimiza-
tion problems on a certain approximation level. Results of this type are of interest,
since during the last years, advances in the computational solution of SMOCQO prob-
lems based on the Pareto approach by suitable meta-heuristic techniques have been

made (cf. [4]).
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Robust Optimization of Telecommunication Networks

Arie M.C.A. Koster*

Abstract

Robust Optimization is an emerging field of Operations Research, focussing on dealing with data
uncertainty in optimization problems. In thistalk, we discuss avariety of robust optimization approaches
and their application to both fixed and wireless telecommunication network design problems. In partic-
ular, we show how demand uncertainty can be incorporated in classical network design by LP duality.
The robust optimization approach is evaluated with real-life Internet traffic data

Keywords: network design, robust optimization, price of robustness, integer linear programming

Extended Abstract

Incorporating uncertainty within the mathematical analysis of operational research has been an effort since
itsvery first beginnings. Inthe 1950s, Dantzig [ 13] introduced Stochastic Programming using probabilities
for the possible realizations of the uncertain data. The main limitation of such probabilistic approachesis
that the distribution of the uncertain datamust be known apriori which is often not the case for “real-world”
problems. Stochastic programming may also result in extremely hard to solve optimization problems.

A promising alternative to handle data uncertainties is the usage of so-called chance-constraints which
wereintroduced in [24]. Chance-constrained programming is a one-stage concept for which the probability
distribution of the uncertain data has to be known completely. The aim of this concept is to find the best
solution remaining feasible for a given infeasibility probability tolerance. In [14] chance constraints for
combinatorial optimization problems are studied.

In 1973, Soyster [26] suggested another approach based on implicitely describing the uncertain data
introducing so-called uncertainty sets and establishing the concept of Robust Optimization. Using this
framework we do not need any information about the probabilistic distribution of the uncertainty. Instead
asolution is said to be robust if it is feasible for all realizations of the data in the given uncertainty set. In
Robust Optimization we aim at finding the cost-optimal robust solution. This approach has been further
developed by Ben-Tal and Nemirovski [3, 4, 5], Bertsimas and Sim [7], and others using different convex
and bounded uncertainty sets. They introduce the concept of robust counterparts for uncertain linear pro-
grams. In [3] it is shown that these can be solved by deterministic linear programs or deterministic conic
quadratic programsif the uncertainty set is polyhedral or ellipsoidal, respectively. Bertsimas and Sim [7]
introduced a polyhedral uncertainty set that easily allows to control the price of robustness by varying the
number T" of coefficientsin arow of the given linear program that are allowed to deviate from its nominal
values simultaneously. By changing this parameter I" the practitioner is enabled to regulate the trade-off
between the degree of uncertainty taking into account and the cost of this additional feature.

Robust optimization is also a well known method in telecommunication network design. We distin-
guish between robust network design using static or dynamic routing which refers to the flexibility of flow
to respond to the realization of the demand (while the capacity remains fixed). Static routing means that
for every node pair the same paths are used with the same splitting independent of the realization of de-
mand. Contrary, dynamic routing allows for full flexibility in rerouting the traffic if the demand changes.
The concept of different routing schemes is strongly related to different levels of recourse in multi-stage

*RWTH Aachen University, Lehrstunl I for Mathematik, Willnerstr. 5b, D-52062 Aachen, Germany,
{koster,kutschka} @math2.rwth-aachen.de
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stochastic and robust optimization [6]. We refer to [21] and [23] for a discussion on how to embed the two
classical routing schemes in these more general frameworks. For general two-stage robust network design
check [1]. We also note that recently there has been some progressin defining routing schemes in between
static and dynamic, see for instance [2, 22, 23, 25].

In this presentation, we will discuss three recent applications of robust optimization to problems from
telecommunications:

e Thedesign of abackbone network under demand uncertainty is described by

— an undirected connected graph G = (V, E) representing a potential network topology,
— oneach of thelinkse € E capacity can beinstaled in integral units and costs k. per unit,

— aset of commodities K represents potential traffic demandswith for each commodity £ € K a
nodepair (s*, t*) and ademand value d* > 0 for traffic from source s* € V totarget t* € V.

The actual demand values are considered to be uncertain. The traffic for commodity k is realized by
asplittable multi-path flow between s* and t*. Of course, the actual multi-commodity flow depends
on the realization of the demand d. A routing template describes for every commodity the percental
splitting of the traffic among the paths from s* to ¢*.

Along thelines of the T'-robustness approach of [7], we definefor every commodity £ € K anominal
demand value ¢* and adeviation d. Itis assumed that d* € [0, d* + d*] and, given avalueT € Z,
at most I' commodities deviate from their nominal values simultaneously.

The robust network design problem is to find a minimum-cost installation of integral capacities and
a routing template for every commaodity such that actual flow does not exceed the link capacities
independent of the realization of demands. Theoretical and practical aspects of this problem are
studied in a series of papers: [16, 17, 18, 19, 20]. In particular, the problem is formulated as an
integer linear program, valid inenequalities are derived, and optimal network designs are evaluated
on the basis of real-life traffic data.

e The green design of awireless network under demand uncertainty. In wireless network planning we
have to install a number of base stations (BSs) from a set S of BS candidates (including candidate
sites at the same location but with different configurations) such that a set 7" of traffic nodes (TNs)
can be assigned to the BSs. Each BS s € S has an available downlink (DL) bandwidth b, a basic
power consumption p, and a power consumption ps per TN served by s, whereaseach TN ¢ € T
requests a data rate w;. The spectral efficiency between any BS-TN pair (s, t) is denoted by e;.
This parameter gives the ratio between data rate and bandwidth. It incorporates, e. g., modulation
and coding scheme that is supported by the associated signal-to-noise ratio (SNR). To establish a
link from a BS to a TN the corresponding spectral efficiency must exceed the threshold e,,;,. The
amount of bandwidth that is allocated to TN ¢ from BS s, if ¢ is served by s, is 2°t. The objective
is to minimize the total amount of energy consumed by the deployed BSs and the number of TNs
which are not served. A scaling parameter \ is needed to combine the two objectives reasonably. A
TN can be assigned to at most one BS due to hard handover in future wireless networks.

Therequired datarate of aTN varies over time dueto mobility of the users and their behavour (voice,
web browsing, datatransfer). Again, we assumethat the datarate varieswithin aninterval [0, w; + ]
with w; the nominal data rate and w; + w; the peak datarate. In [12] the I'-robustness approach is
applied to this model, including valid inequalities to improve the performance of CPLEX. In a case
study, we observed energy savings either by deploying less BSs or serving more TNs with the same
number of BSs.

A subproblem within this context isthe robust knapsack problem[15]. In[8, 9] thisclassical problem
is further generalized to include the possibility to exchange items in a second stage, the so-called
recoverable robust knapsack problem. In [8], the case of discrete scenarios (i.e., a set of weight
vectors) is studied, whereas in [9] the case of T'-scenariosis studied.

e Thedesign of reliablefixed broadband wirel ess networksis consideredin [ 10, 11]. Here, the problem
issimilar to the design of backbone networks, except that radio links are used instead of optical fibres.
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Hence, we cannot install multiple capacity unitson asinglelink. The capacity of alink isdetermined
by the chosen channel bandwidth and the bandwidth efficiency (modulation scheme). The quality of
the signal varies over time resulting in a fluctuation of the provided capacity.

The design of such a network can be formulated as a chance-constrained optimization problem.
Here, the probability that the provided capacity exceed the required bandwidth has to be close to
1. In case the probabilities of the links are independent, the problem can be reformulated as inte-
ger linear programming [10] and the performance of ILP solvers can again be improved by valid
inequalities[11].
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Abstract. Many real life problems are so complex in their nature that they cannot be efficiently and
reliably solved within a reasonable amount of time by using traditional methods which guaranty the
optimality of the solution. However, in recent years metaheuristics have proved to offer a promising
approach to tackle this kind of problems. We give a short survey of the most important single-
solution based metaheuristics for combinatorial optimization problems from the conceptual point of
view and analyze their similarities and differences. The special attention is given to concepts of
intensification and diversification, which are the two driving forces of any metaheuristics. For each
metaheuristics presented, we study the mechanisms through which the intensification and
diversification effects are achieved.

Keywords: metaheuristics, single-solution based methods, intensification, diversification
1 INTRODUCTION

Many real life optimization problems are so complex that traditional methods offer very little
help in search of their solutions. Very often it is hard to tell how the solution looks like and
where to look for the solution. At the same time the brute-force approach is out of the
question because solution space is too wide. Metaheuristics offer a promising approach to
tackle this kind of problems due to their ability to find acceptable solutions within a reasonable
amount of computational time. The term metaheuristic was first introduced by F. Glover in [4]
and it refers to master strategies that orchestrate the interaction between strategies which find
locally optimal solutions and higher level strategies which make possible escaping from local
optima and searching the whole solution space.

We give a survey of the most important single-based metaheuristics for combinatorial
optimization problems as of today from the conceptual point of view and analyze their
similarities and differences. Due to space limitation and extensiveness of the field, we
consider single-solution based methods only, such as local search, tabu search, simulated
annealing, greedy randomized adaptive search procedure, variable neighborhood search,
iterated local search and guided local search.

Finding the right balance between intensification and diversification plays one of the
key roles in design of any successful metaheuristic. Hereby diversification refers to the
effective exploration of the whole search space, while the intensification refers to the
thorough exploration of the promising regions which might contain good solutions.
According to Glover and Laguna [6], the main difference between the intensification and
diversification is that during an intensification stage the search focuses on examining
neighbors of elite solutions, while the diversification stage encourages the search process to
examine unvisited regions and to generate solutions that differ in various significant ways
from those seen before. These two opposing principals are the driving forces of any
metaheuristic. Therefore for each method presented we highlight the mechanisms through
which the intensification and the diversification are achieved and controlled.

2 SINGLE-SOLUTION BASED METHODS
Single-solution based methods (also called trajectory methods) conduct the search by

transforming a single solution by means of some iterative procedure. In general, after
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creating an initial solution, in each iteration they create a set of candidate solutions and
replace the current solution by some candidate solution chosen according to a given
evaluation criterion. Note that the new solution is not necessarily improving. The procedure
stops once the predefined stopping criteria is met. Very often the effectiveness of the search
procedure relies heavily on the definition of the neighborhood structure. In general, single-
solution based methods are more intensification oriented.

2.1 Basic Local Search

Local search is very likely the oldest and the simplest metaheuristic method [9]. It starts
from a given initial solution and in each iteration picks a neighbor which improves the
objective function. The algorithm stops when all candidate neighbors are worse than the
current solution. Different strategies may be applied when choosing a neighbor, such as best
improvement (choose the best neighbor), first improvement (chose the first neighbor better
than the current solution) and random selection (chose a new solution randomly from the set
of neighbors who are improving the current solution). The main disadvantage of the
algorithm is that it does not posses the ability to escape local optima. Therefore, the
intensification component is the dominant one.

2.2 Simulated Annealing

Simulated Annealing [1,3,8,9] was one of the first metaheuristics to employ the idea of
accepting solutions of a worse quality than the current one as a means of escaping from local
optimum. It is inspired by the annealing process in metallurgy which involves heating and
controlled cooling of a material so that atoms place themselves in a pattern that corresponds
to the global energy minimum, thus reducing the defects in a material.

In the initialization phase, one has to set the initial temperature T as well as the
temperature cooling schedule. They are of crucial importance for the performance of the
algorithm. The search starts from some initial solution s. Next, at each iteration a new
candidate solution s’ is picked randomly from the set of neighbors of the current solution,
N(s). If s” improves the objective, then it becomes a new current solution. If not, it may still
be accepted as a new current solution, but with acceptance probability p which is a function
of the temperature parameter T and the difference of the objective function value in s’ and s.
The acceptance probability decreases as the temperature parameter decreases. The
temperature parameter is updated at the end of each iteration according to the cooling
schedule. The search stops once the stopping criterion is met.

The diversification and intensification mechanisms are controlled by the cooling
schedule and the acceptance probability function. The diversification component is
dominant at the beginning of the search since the acceptance probability is higher at higher
temperatures. As the temperature decreases, the acceptance probability decreases and the
bias moves towards the intensification. Therefore, the decrease of the temperature parameter
drives the system from diversification to intensification, which in turn leads to the
convergence of the system. At a fixed temperature, the acceptance probability decreases as
the difference between the objective function value in s”and s increases.

2.3 Tabu Search
Tabu Search [1,3,4,5,6,9] was originally proposed by Glover [4] and is one of the most used

metaheuristic methods. The main idea behind the search is the use of memory which enables
both escaping from local optimum and diversification of the search. While simulated
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annealing may accept degrading solutions at any time, tabu search will do so only if it is
trapped in local optima.

A short-term memory is implemented in the form of tabu list which contains a constant
number of the most recently visited solutions or their attributes (depending on the definition
of the search space). The length of a tabu list is controlled by a parameter called tabu tenure.
At each iteration, the set of candidate solutions is restricted to the set of neighbors which are
not tabu. The best of them is selected as a new solution. However, if the tabu list contains
only some of the solution attributes, tabu list may be too restrictive in a sense that it may
reject good solutions which have not yet been visited. In order to overcome this problem, a
tabu move may be accepted if a set of predefined conditions (so called aspiration criteria) is
satisfied. The tabu list is updated at the end of each iteration. The procedure stops once the
stopping criteria are met.

Tabu Search behaves like a best improvement local search algorithm. The difference is
that the use of tabu list enables avoiding cycles and escaping from local optima. The use of
tabu list has both an intensification and diversification effect on the search. In every step it
imposes restrictions on the set of possible solution, thus having a diversification effect. At
the same time, such a restriction determines the set of neighbors and in that way influences
the choice of the best neighbor, thus having an intensifying effect. The length of the tabu list
determines the balance between these two effects. The shorter the tabu list, the lower the
influence of the diversifying effect. The longer the tabu list, the higher the influence of the
diversifying effect.

Intensification may also be achieved by means of medium term memory, which is very
often represented in the form of the recency-based memory. For each solution (or its
attribute), the recency based memory remembers the most recent iteration (or the number of
successive iterations) it was involved in. The idea is to extract common features of elite
solutions and then intensify the search around solutions which contain them. On the other
hand, diversification may be achieved by means of long-term memory, which is very often
represented in the form of frequency-based memory. For each solution (or its attribute), it
memorizes how many times it has been visited. In this way it is possible to identify the
regions which have already been explored and guide the search towards the unvisited
regions.

2.4 Greedy Randomized Search Procedure (GRASP)

Greedy Randomized Search Procedure [1,2,5,9] is an iterative greedy heuristic for
combinatorial optimization problems in which each iteration consists of a construction and a
local search step. The construction step is applied first. It builds a feasible solution by adding
one new component at a time. A new component is added to the partial solution by randomly
choosing an element from the restricted candidate list, which consists of o best candidate
elements whose addition to the existing partial solution does not destroy feasibility. Hereby,
the elements are evaluated according to some greedy function, usually the cost of
incorporating this element into the partial solution already being constructed. After a new
component is added to the partial solution, the candidate list is updated and the incremental
costs are reevaluated. Once a complete solution is built, a local search step is applied in order
to improve the solution. Very often a simple local search is performed. The process iterates
until a predefined number of iterations is performed. The output of the algorithm is the best
solution found in the process.

Local search step has an intensifying effect on the search. On the other hand,
diversification is achieved by means of restricted candidate list. Here, the length of the
restricted candidate list, o, is a crucial parameter which determines the diversifying effect of
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the search. For a=1, the construction step is equivalent to a deterministic greedy heuristics,
since the best element from the candidate list is always added to the solution. For o, equal to
the number of candidate elements, construction is completely random, thus achieving the
maximum diversifying effect.

2.5 Variable Neighborhood Search (VNS)

Variable Neighborhood Search [1,3,5,7,9] is a metaheuristics method which conducts the
local search by systematically changing the neighborhood structures. In that way, it explores
increasingly distant neighborhoods of the current solution. It jumps from this solution to a
new one if and only if a new solution improves the current solution. VNS is based on three
simple observations. The first one is that a local optimum with respect to one neighborhood
structure is not necessary so with another. The second one is that a global optimum is a local
optimum with respect to all possible neighborhood structures. The third one is that for many
problems local optima with respect to one or several neighborhood structures are relatively
close to each other [7].

The basic VNS scheme can be described as follows. In the initialization phase, an
initial solution s is generated and a finite number, knax, Of neighborhood structures to be used
in search is defined. At the beginning of each iteration, the neighborhood counter k is set to
1. Then a shaking step begins. It refers to picking a random solution s’ from the k-th
neighborhood structure of the current solution s. Next, a local search step is applied with s’
as the starting point. It should be noted that the local search step is independent of the
neighborhood structures defined in the initialization phase. Let s’ denote the so obtained
optimum. If s’ improves the objective, it becomes a new current solution s. Otherwise, the
neighborhood counter is incremented by 1 and the shaking and the local search step are
conducted again. This time shaking is conducted with respect to the new neighborhood
structure. Once all the neighborhood structures are exhausted, i.e. when k = kma, the
stopping criteria are checked. The stopping criteria might be a maximum number of
iterations, maximum number of iteration without improvement, a maximum CPU time
allowed, etc. If the maximum number of neighborhood structures is exhausted and the
stopping criteria still do not hold, the counter k is set to 1, and the whole process of running
shaking and local search steps starts all over again. The output of the algorithm is the best
solution found.

The key issue in design of VNS metaheuristic is the choice of neighborhood structures.
Local search step contributes to the intensification of the search, while diversification is
achieved through shaking stage and the process of changing neighborhoods in case of no
improvements.

2.6 Iterated Local Search (ILS)

Iterated local search [1,3,5,9] is the most general of all the methods presented so far. It is a
framework for some other metaheuristics (like VNS), but it can also incorporate other
metaheuristics as its subcomponents. The main idea is very simple. It starts from some initial
solution and applies local search on it. Then, at each iteration, it perturbs the obtained local
optimum and applies local search on the perturbed solution. If the so obtained solution
satisfies an acceptance criterion, it becomes a new solution. The process iterates until the
stopping criterion is met.

The local search component of the ILS framework can be any of the single-solution
based metaheuristics. Its contribution is towards the intensification of the search. The
balance between the intensification and the diversification is achieved through choice of
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perturbation method and acceptance criterion. The choice of perturbation method is crucial.
If a perturbation is too small, it might not be able to escape from local optimum and prevent
cycling. Therefore small perturbations contribute to the intensification of the search. If a
perturbation is too large, it might loose the memory of good properties of local optima
already found. Large perturbations contribute to the diversification of the search. The
acceptance criterion, on the other hand, acts as a counterbalance to perturbation. The effect
of the acceptance criterion on the intensification and the diversification of the search is
highly dependent on its definition. If only improving solutions in terms of objective function
values are accepted, then it has a strong intensification effect. If any solution is accepted,
regardless of its quality, then it has a strong diversifying effect. Acceptance criterion can
take a range of values in-between these two extreme cases.

2.7 Guided local search (GLS)

Guided local search [1,3,5,9,10] is another general metaheuristics. It acts like an upper level
strategy on top of other metaheuristics in order to improve their efficiency. Unlike all the
other methods presented so far, its main approach to escaping local optima and guiding the
search is by means of dynamically changing the objective function.

For a given optimization problem, a set of solution features is defined first, where
solution features are solution characteristics used to discriminate between the solutions. A
cost and a penalty is associated to each feature. In order to escape from local optimum, the
method modifies the cost function by penalizing the unfavorable solution features. A penalty
associated with each feature measures the importance of the feature. The higher the penalty,
the higher the importance of the feature and the associated cost of having that feature in the
solution. The method takes into account the current penalty value of the feature by
considering the utility of penalizing that feature. If a feature is not present in the local
optimum, then the utility of penalizing is 0. Furthermore, the higher the cost of the feature,
the greater the utility of penalizing it. The more times the feature has been penalized, the
lower the utility of penalizing it again. The penalty of the selected feature is always
increased by 1, where the scaling of the penalty is normalized by some parameter A.

The algorithm starts form some initial solution, with all the penalties initialized to 0. It
applies some local search method until a local optimum with respect to the modified
objective function (the original objective function plus the penalties) is achieved. Here the
local search step can consist of some other metaheuristic. The feature utilities are computed
next and the penalties of the features having the maximum utility are incremented. The
process iterates until the stopping criteria are met. The output of the algorithm is the best
solution found.

The efficiency of the search is affected by the choice of the solution features, their
costs and parameter A. The search will intensify in regions defined by lower costs of the
features. On the other hand, diversification is achieved by penalizing the features of the local
optima found so far. In that way, the search is diverted from searching the regions around
local optima and directed towards the unexplored regions of the search space. For majority
of problems, GLS is not very sensitive to the choice of A. However, large values of A will
create greater diversification effect, while small values of A will result in intensification of
the search around local optima. The more effective the metehauristics used in the local
search is, the lesser the value of A and the lesser the values of penalties are needed.
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3 CONCLUSION

Over the last couple of decades metaheuristics have proved to be a promising approach to
tackle complex real life optimization problems. In this paper we have presented some of the
most important single-solution based metaheuristics as of today. Special attention has been
given to the principles of intensification and diversification, the two driving principals whose
balance is crucial for design of any effective metaheuristics. We have presented each method
from the conceptual point of view and highlighted the control mechanisms through which
the intensification and diversification effects are achieved. It should be noted that the very
same mechanism often has both an intensification and diversification effect on the search. In
general, the higher the influence of the objective function criterion, the higher the
intensification effect. On the other hand, diversification is achieved by using criteria other
than objective function value. Therefore, in order to design an efficient problem specific
metaheuristic, special attention should be given to finding the right balance between
intensification and diversification effects.
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Abstract

We discuss two real-world scenarios of network design problems arising in the design
of district heating systems and in the design of fiber optic networks. In both cases we can
choose which customers to connect to the network, depending on the resulting profit, while
the necessary connections incur construction costs. Maximizing the total profit minus the
total cost yields the prize collecting Steiner tree problem (PCST) with additional connectivity
constraints. We present different mathematical solution methods, namely cut-based models,
multi-commodity flow formulations and path models. The computational behavior of these
models will be illustrated.

Keywords: Network Design, Prize Collecting Steiner Tree, Branch-and-Cut

1 Introduction

Classical network design problems consider the most cost efficient way to connect a given set of
customers to a network, often with additional conditions such as network reliability, capacity or
degree constraints. A more complex problem arises if the owner of the network (e.g. a provider
of public utilities) is free to choose which customers to connect. Indeed, it may be unprofitable
to connect customers which pay a low prize for the network service but cause a huge connection
cost because of their geographic position. Hence, we are faced with two decisions: On one hand,
a subset of profitable customers has to be selected form a given ground set, on the other hand, the
selected customers have to be connected by a network with lowest possible cost. In this situation
we are faced with a trade-off between maximizing the sum of profits over all selected customers
and minimizing the construction cost of the network. This leads to a prize-collecting objective
function, which we studied extensively in Ljubic et al. [18]. The motivation of that paper was the
connection of houses to a district heating system.

More formally, we formulate this problem as an optimization problem on an undirected graph
G = (V, E,c,p), where the vertices V' are associated with profits, p : V' — R, and the edges F
with costs, ¢ : £ — RT.

The graph corresponds to the topology of the customer vertices with edges representing street
segments or potential cable connections. The cost ¢ of each edge is the cost of establishing the
connection, e.g., of laying a pipe or cable. The profit p of each vertex gives an estimate of the
potential gain of revenue caused if the associated customer is connected to the network. Then we
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can formulate the Linear Prize-Collecting Steiner Tree problem (PCST) as finding a connected
subgraph T = (Vr, E7) of G, Vi C V, Ep C E that maximizes total profits minus construction

costs, 1.€.
profit(T) = pv) = > cle) . (1)

veEVP ecEr

A different objective function, where the ratio of profit over costs (resembling the return on invest-
ment) is maximized was considered by Klau et al. [14].

Obviously, every optimal solution 7" will be a tree. Note that vertices of the graph, which
represent junctions of cables or streets but do not incur customer profits, can be easily represented
as vertices with zero profit.

This problem was introduced in the literature (in a slightly modified form) by Segev [20] in
1987. Approximation algorithms were presented by Bienstock et al. [2], Goemans and Williamson [10],
Johnson et al. [12] and Feofiloff et al. [7]

Preprocessing and reduction procedures were described by Duin and Volgenant [5] and Uchoa [21].
Metaheuristics are given by Canuto et al. [3] and Klau et al. [13]. Fischetti [8] and Goemans [9]
studied the polyhedral structure of a closely related problem. Exact algorithms and lower bounds
required for enumeration schemes were developed by Engevall et al. [6], Lucena and Resende [19]
and more recently by Haouari et al. [11].

2 A Branch-and-Cut Algorithm

The currently best algorithmic framework for the exact solution of PCST was developed in Ljubic
et al. [18], on which this article is partially based.

Their approach starts with a number of preprocessing steps to reduce the size of the given
graph. These are a Least-Cost Test where each edge cost ¢;; is replaced by the cost of the shortest
path from ¢ to j. The Degree-l Test to replace a connected set of junction vertices by a minimum
spanning tree (see Uchoa [21] for extension of this idea), and a Minimum Adjacency Test, which
merges two adjacent vertices ¢ and j if

min{pi,pj} — Cij > 0 and Cij = glelg Cit.

The general approach of [18] is an integer linear programming formulation defined on a di-
rected graph model and using connectivity inequalities corresponding to minimum weight cuts in
the graph to guarantee connectivity of the solution. Related models were used by Wong [24] and
Fischetti [8]. An undirected cut model was given by Aneja [1].

Assuming that E contains all arcs (i, j) and (j,7) we introduce binary variables x € {0,1}F
and y € {0,1}V to represent the solution tree T" = (V, E7) with the following interpretation:

1 (4,75) e B
xij:{ ¥ T

0 otherwise

1 ieV,
Vi) EE, yi=4{. ' YieVitr.
0 otherwise
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In a slightly simplified way the cut model for PCST can be written as follows:

(CUT) max Zpiyi — Z CijTij (2)
eV ijEE
subject to Z Tj =Y Vie V\{r} (3)
jicE
z(67(9)) > yk ke SrgSvsScVv 4)
> w21 (5)
rick

A given root vertex of the network is denoted by r € V.

The objective function (2) corresponds directly to our goal as given in (1). Constraints (3)
guarantee that an arc is incident to a vertex ¢ if and only if ¢ is included in the solution set Vp,
while (5) enforces the inclusion of the root 7. Finally, the crucial cut constraints (4) guarantee the
connectedness of the solution tree. As usual, 6 (S) = {(i,j) | i € S,j € S} denotes the set
of edges reaching into set .S and starting from its complement. Note that disconnectivity would
imply the existence of a cut S separating r and v which would clearly violate the corresponding
cut constraint.

The classical branch-and-cut approach requires the separation of the cut constraints. This
means that instead of enumerating all (exponentially many) cut sets S we compute only the most
violated cut, i.e. the cut with smallest cut value. Such a min-cut computation is well-known to be
equivalent to a max-flow problem. This can be done very efficiently by Cherkassky and Goldberg’s
maximum flow algorithm [4].

It turned out in the computational experiments (see [18] for details) that this straightforward
approach fails to solve large test instances to optimality within reasonable running time. Thus,
several algorithmic improvements were introduced.

First of all, it is beneficial to add more than one cut to the ILP model in each iteration. Such a
nested cut approach leads to faster changes of the value of the LP-relaxation. Furthermore, instead
of computing flows only from the root to each customer vertex, it is also convenient to compute
backcuts arising from a hypothetical flow from the customer back to the root vertex.

Extensive computational experiments showed that the resulting algorithmic framework per-
forms better than previous algorithms on benchmark instances from the literature and is able to
solve problems with up to 60.000 edges to optimality within 10 minutes. Also real-world instances
provided by a German telecom provider could be solved to optimality in reasonable running time.

3 Redundant Connectivity

A classical issue for network design problems is reliability. In particular, the failure of a single
link of the network, i.e. the disruption of a cable by construction work or technical failure, should
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not disconnect any customer from the network root. Clearly, this requirement is fulfilled by a
biconnected network structure where each vertex has two disjoint paths to the root. However, the
construction of a biconnected network incurs extremely high costs. Thus, in many applications the
network provider strives for a relaxed version of reliability. It may be acceptable that the disruption
of a single edge of the network disconnects a limited set of customers from the network, as long as
the vast majority of customer vertices remains connected. Such a scenario occurred in the design of
fiber optic networks taking into account the last mile connections to the customers. This problem
is currently a major issue for many telecommunication providers and was studied in the research
project NETQUEST led by the Carinthia University of Applied Sciences and supported by the
Austrian Research Promotion Agency (FFG), together with partners from industry.

A formal model of the above idea was described in Wagner et al. [22, 23] and Leitner et
al. [16, 15] and works as follows:

For each customer vertex k we are given a distance value by,.,(k) and require that vertex k
is connected by a single path of length at most by, (k) to a biconnected vertex, i.e. to a vertex
with two disjoint paths to the root. This means that any failure of an edge will disconnect only
a limited area of a certain diameter from the network. For many application scenarios this model
offers a reasonable compromise between construction cost and network reliability. Of course, very
important customers might still be biconnected by setting their distance value to 0.

A direct extension of the directed cut model sketched in Section 2 for this model was given by
Wagner et al. [22]. However, modeling the single path of length b,,., (k) turned out to be against the
spirit of the cut idea. It requires to identify for each vertex whether it is single or biconnected and
then establishes the length of the path connection to the nearest biconnected vertex. Computational
experiments showed only moderate success of this approach.

The multi-commodity flow formulation introduced in Wagner et al. [23] models the connection
of each customer vertex to the root by a different commodity within a multi-commodity flow
problem. There are two different flows from the root to each vertex. Flows to biconnected vertices
are required to be disjoint while flows on the last segment of length by,., (k) will coincide. This
model was better suited to capture the essence of the relaxed connectivity.

Finally, a column generation approach was introduced by Leitner and Raidl [15] and further
developed in Leitner et al. [17]. It is based on the implicit enumeration of the sets P} for all
customer vertices k consisting of all feasible connections of & to the root. Each element p € F;
is a fork-like structure consisting of two disjoint paths from r to a certain junction vertex z; and
a single path connecting z;, and & with length at most by, (k). Binary assignment variables fl’f
assign a unique connection p € P to each customer vertex k.

Instead of enumerating the exponentially many fork connections they are generated iteratively
in a branch-and-price framework (see Leitner et al. [17] for more details). It turns out that the
associated pricing problem asks for the computation of the cheapest fork connection with positive
edge costs. While this could be done very efficiently in polynomial time for the special cases
of bmax(k) = oo (single connection) and by, (k) = 0 (strictly biconnected), a mixed-integer
linear programming model has to be solved for the general case. Alternatively, it can also be
shown that the resulting problem is equivalent to an elementary shortest path problem with resource
constraints.
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Computational experiments show that the standard column generation approach suffers from
primal degeneracy which worsens its performance considerably. Thus we applied stabilization
techniques based on the selection of dual variables in the LP-relaxation (see Leitner et al. [16]).
Computational results show that the branch-and-price approach performs reasonably well on small
and medium sized instances while large test instances still pose an interesting challenge.
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Abstract

An optimization problem in the design of cellular networks is to
assign sets of frequencies to transmitters to avoid unacceptable inter-
ference. Frequency assignment problem can be abstracted as a mul-
ticoloring problem on a weighted subgraph of the infinite triangular
lattice, called hexagonal graph. In this paper a survey of known up-
per bounds for multichromatic number x,,(G) in terms of weighted
clique number w,,(G) for hexagonal graphs and some open problems
are presented.

Keywords: graph algorithm, approximation algorithm, graph coloring, frequency
planning, cellular networks, local distributed algorithm

1 INTRODUCTION

A fundamental problem concerning cellular networks is to assign sets of
frequencies (colors) to transmitters (vertices) in order to avoid unacceptable
interferences [2]. The number of frequencies demanded at a transmitter
may vary between transmitters. In a usual cellular model, transmitters
are centers of hexagonal cells and the corresponding adjacency graph is a
subgraph of the infinite triangular lattice. An integer p(v) is assigned to
each vertex of the triangular lattice and is called the demand of vertex v.
The vertex-weighted graph induced on the subset of the triangular lattice of
vertices of positive demand is called a hexagonal graph, and is denoted G =
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(V, E,p). Hexagonal graphs arise naturally in studies of cellular networks,
such as known Philadelphia examples [10]. A proper n-[p]coloring of G (also
called multicoloring) is a mapping f : V(G) — 2117} such that |f(v)| >
p(v) for any vertex v € V(G) and f(v) N f(u) = 0 for any two adjacent
vertices u and v. The least integer n for which a proper n-[p]coloring exists,
denoted by xm(G), is called the multichromatic number of G. Another
invariant of interest in this context is the (weighted) clique number wy,(G),
defined as follows: the weight of a clique of G is the sum of demands on its
vertices and w,,(G) is the maximal clique weight on G. Clearly, x,(G) >
wm(G).

Even for graphs with regular structure, such as hexagonal graphs, the
problem of determining x,,(G) is not trivial. It has been showed [6] that it is
NP-complete to decide whether x,,,(G) = wn,(G) for an arbitrary hexagonal
graph G. Hence, it is unlikely to expect that a polynomial time algorithm
for computing x,,(G) for an arbitrary hexagonal graph G can be devised.
Therefore, it is of interest to study approximation algorithms for the dis-
cussed problem. In the last decade several results, reporting upper bounds
for xm(G) in terms of wy,(G) for hexagonal graphs, appeared in the litera-
ture.

In the continuation we will talk about so called distributed and k-local
algorithms. An algorithm is distributed if it uses a distributed computation,
such that for solving one big problem a set of interconnected processors is
used. In the case of algorithms for graph multicoloring it means that we put
processors in several vertices of a given graph such that each processor covers
only a particular part of the graph. An algorithm for a graph multicoloring
is distributed if computation of a single processor does not depend on the
size of the graph.

An algorithm is a k-local algorithm if instead of a global information
it needs only some local information of a given graph G. In the case of
a graph multicoloring this means that every vertex v € G, that has to be
multicolored, uses only information about the demands of vertices whose
graph distance from v is less than or equal to k.

The paper is organized as follows. In the next two sections the known
results for multicoloring arbitrary hexagonal graphs and triangle-free hexag-
onal graphs are stated, respectively. In the last section some open problems
are mentioned.
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2 KNOWN RESULTS FOR ARBITRARY HE-
XAGONAL GRAPHS

In this section a survey of known upper bounds for weighted chromatic
number in terms of weighted clique number for an arbitrary hexagonal graph
G are given. The most of listed results are obtained by using rich structural
properties of hexagonal graphs, especially the fact that there exists a natural
3-coloring of the vertices of the infinite triangular lattice, which gives rise to
the partition of the vertex set of any hexagonal graph into three independent
sets.

For arbitrary hexagonal graphs the upper bound x,,(G) < (4/3)wm(G)+
C, where C' is an absolute constant, is the best known for both distributed
and non-distributed model of computation. The bound was almost at the
same time, but independently, proved by several authors [6, 7, 18]. All
proofs are constructive, thus implying the existence of 4/3-approximation
algorithms. But only the algorithm presented in [7, 8] is distributed and

guarantees the [%mT(GW bound. Later a distributed algorithm which gives

a proper multicoloring of a hexagonal graph with at most {%J colors,

which is less than or equal to {%mT(G)—‘ , is given in [12]. Figure 1 shows two

simple hexagonal graphs H and Cy, where numbers present demands of
vertices. Note that wp,,(H) = 3 and x,,(H) = 4, which means that the
bound X (G) < (4/3)wm(G) + C' is optimal for the general case.

H

Figure 1: Two simple examples of hexagonal graphs.

An obvious drawback of the mentioned distributed algorithms is that
each vertex needs one piece of global information, more precisely w,(G).
Since so called k-local algorithms are more effective in the practice, sev-
eral local algorithms for multicoloring hexagonal graphs appeared in the
literature, where vertices can communicate to its neighbors to obtain some
local information on graph G. A framework for studying distributed on-
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line assignment in cellular networks was developed in [5]. In particular 3-
competitive 0-local, 3/2-competitive 1-local, 17/12-competitive 2-local and
4/3-competitive 4-local algorithm are presented. In [14] a 2-local algorithm
with competitive ratio 4/3 is given. The best ratio for 1-local case for gen-
eral hexagonal graphs was first improved to 13/9 in [1], later to 17/12 in
[19], and finally to 7/5 in [16].

3 KNOWN RESULTS FOR TRIANGLE-FREE
HEXAGONAL GRAPHS

It turned out that better bounds for weighted chromatic number in terms of
weighted clique number can be obtained for triangle-free hexagonal graphs.
The conjecture proposed by McDiarmid and Reed [6] is that x,,(G) <
(9/8)wm (G) + C, where C' is an absolute constant, holds for triangle-free
hexagonal graphs. It is not difficult to see that for the cycle Cy, depicted
on the right picture of Figure 1, it holds w,,(Cy) = 8 and x,,(Cy) = 9,
which means that the bound 9/8w,,(G) is the best possible for an arbitrary
triangle-free hexagonal graph G.

Several algorithms reporting upper bounds for x,,(G) for triangle-free
hexagonal graphs can be found in the literature. The bound x,,(G) <
(7/6)wm (G) 4+ C, where C'is an absolute constant, is the best known for the
triangle-free hexagonal graphs at the moment. The history of the results
for triangle-free hexagonal graphs is the following. In [4] a distributed algo-
rithm with competitive ratio 5/4 was presented. Later a 2-local distributed
algorithm with the same ratio was given in [13], while an inductive proof for
ratio 7/6 is reported in [3]. Better results are obtained for special sub-classes
of triangle-free hexagonal graphs, where some particular configurations are
forbidden. Namely, a 2-local 7/6-competitive algorithm for multicoloring
triangle-free hexagonal graphs with no adjacent centers (i.e. vertices which
has at least two neighbors in G, which are not on the same line) is given
in [15] and a 1-local 4/3-competitive algorithm for multicoloring a similar
sub-class of hexagonal graphs is presented in [20].

A special case of a proper multicoloring is when p is a constant function.
For example, a 7-[3]coloring of a graph G is an assignment of three colors
between 1 and 7 to each vertex v € G. An elegant idea that implies the
existence of a 14-[6]coloring is presented in [11]. Recently an algorithm to
find a 7-[3]coloring of an arbitrary triangle-free hexagonal graph G was given
in [9], which implies that x,,(G) < (7/6)wm (G) + C. This provides a shorter
alternative proof to the inductive proof of Havet [3] and improves the short
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proof of [11] that implied the existence of a 14-[6]coloring. Note that the
algorithm in [9] is not linear because it uses a 4-coloring of a planar graph.
This was improved very recently in [17], where a linear time algorithm for
7-[3]coloring of triangle-free hexagonal graphs is presented.

4 OPEN PROBLEMS

In the case of multicoloring problem for an arbitrary hexagonal graph the
remaining question is whether one can find a 1-local algorithm with com-
petitive ratio 4/3.

The 7-[3]coloring algorithm for multicoloring triangle-free hexagonal gra-
phs presented in [17] is not distributed since the construction in one Lemma
in the paper does not work in constant time if long paths exist. Therefore,
it is an interesting question whether there exists a distributed algorithm
for 7-[3]coloring of an arbitrary triangle-free hexagonal graph, using its rich
structural properties.

At last, the conjecture of McDiarmid and Reed, that for triangle-free
hexagonal graphs the inequality x.,,(G) < (9/8)wn(G) + C holds, still re-
mains opened.
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1 Introduction

The packing problems, and in particular ball (or sphere) packing problems, have
applications in many areas of science and technology, for example in Nuclear
technics, Chemistry, Physics, Computer science, Telecommunications, etc. (see
[26], and many later papers, ommited due to space limitation) Different versions
of the basic problem and different aspects are studied in available scientific liter-
ature. They are very interesting NP-hard combinatorial optimization problems;
that is, no procedure is able to exactly solve them in deterministic polynomial
time. Packing problems are encountered in a variety of real-world applications
including production and packing for the textile, apparel, naval, automobile,
aerospace, and food industries. They are bottleneck problems in computer aided
design where design plans are to be generated for industrial plants, electronic
modules, nuclear and thermal plants, etc. Packing problems consist of packing
a set of geometric objects/items of fixed dimensions and shape into a region of
predetermined shape while accounting for the design and technological consid-
erations of the problem. The packing identifies the arrangement and positions
of the geometric objects that determine the dimensions of the containing shape
and reach the extremum of a specific objective function. However, the search for
exact local extrema is time consuming without any guarantee of a sufficiently
good convergence to optimum.

The literature on the ball packing and applications is enormous, the research
is extensive, and there is a great variety of specific aspects that are elaborated.
Later we will mention some work on the original ball packing problem related
to the well-known Kepler’s conjecture, whre the maximal density packing of
uniform balls is considered. On the other hand, there is not so much known
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Wece[iLare CoRCUrTente CHIY

Figure 1: One of the two optimal arrangements and a diagram from Johannes
Kepler’s 1611 Strena Seu de Nive Sexangula.

about packing of balls with different sizes. Based on the searches through some
available literature databases, it is clear that there is a number of simulation
tools developed, and among them some recently developed simulation tools allow
different shapes and different sizes of objects [8, 15, 16] .

In certain applications, it is important to achieve near maximal density with
balls of different sizes, where in addition, size of the balls introduces a cost that
may be a cost of production or depend on the availability. This seems to be
a new optimization problem because we did not find any similar approach in
literature search. We also provide some preliminary remarks on the maximal
density bounds under some natural assumptions on the cost of balls.

2 History of the ball packing problem

The Kepler conjecture, named after Johannes Kepler, is a mathematical con-
jecture about sphere packing in three-dimensional Euclidean space. It says that
no arrangement of equally sized spheres filling space has greater average density
than that of the cubic close packing (face-centered cubic) and hexagonal close
packing arrangements. The density of these arrangements is slightly greater
than 74%. It may be interesting to note that the solution of Kepler’s conjecture
is included as a part of 18th problem in the famous list of Hilbert’s problem list
back in 1900 [29].

Recently Thomas Hales, following an approach suggested by Fejes Toth, pub-
lished a proof of the Kepler conjecture. Hales’ proof is a proof by exhaustion
involving checking of many individual cases using complex computer calcula-
tions. For more details, see [11, 12, 7].

The basic problem of packing balls of equal size into infinite 3D space can
be naturally generalized in many ways. Obviously, it is interesting to study
maximal possible density when the region in 3D is bounded. In this case, given
the shape (and size) of the region one asks how many balls of given size can be
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packed into the region. The second generalization is to allow balls of different
sizes, where again there are many possibilities: there can be two, three or more
ball sizes given, but one can also assume that the ball sizes are from an interval
(approximating the realistic situation), or, furthermore, that the ball sizes are
taken randomly according to some probability distribution.

This type of problems can be generaly regarded as optimization problems,
and in most cases, they are studied as discrete optimization problems in the
literature. As the problems are usually NP-hard, the optimal solutions are
very difficult to find. In other words, there is no polynomial time algorithm
that would guarantee optimality of the solution. Therefore many classical and
modern metaheuristcs are applied for particular versions of the problem. The
meta-heuristcs for integer and nonconvex programming include taboo search,
simulated annealing, etc. [1]. The hardness of the problem is well illustrated
by the fact that even two dimensional problems of packing circles are NP-hard,
when restricted to circles of equal sizes and to simple rectangular or circular
regions, see for example recent survey paper [13]. As usual, the best results are
reported when general meta-heuristics are accompanied with clever hints that
are based on properties of particular type of problem or instance (compare with
[31)).

3 New optimization problem

From the point of view of Discrete optimization, or more generally, in view of
Operational research, a possible approach to the problem is as follows.

A general problem in the very spirit of discrete optimization that may be of
interest for reasons mentioned before is to allow different ball (or, circle) sizes,
but at the same time control the distribution of sizes by introduction of cost, so
that each circle (ball) has a cost ¢(r) depending on the radius r. The motivation
is that very small circles (balls) are expensive to produce and/or handle.

Of course, we also have the primary optimization objective, the maximiza-
tion of density.

This naturally leads to the variety of optimization goals that may either be
expressed as multicriterial optimization, or a single cost optimization where the
cost function is a combination of the two criteria.

The general problem should apply to arbitrary region (volume), however
already simple regions such as rectangle, circle or elipsis in 2D, and cube, poly-
hedra, ball, or ellipsoid in 3D may be both hard and interesting to consider.

3.1 FORMAL PROBLEM DEFINITION

General problem:

INPUT: An arbitrary region R in 3D, and a treasury of balls with
cost ¢(r) of a ball of radius r.
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TASK: Pack the balls in R so that the volume of packed balls is
maximised at minimal cost.

The general problem has to be defined more precisely, in particular one
should define in more detail the following:

e regions,
e treasury of balls,

e objective function.

Objective function. There are obviously two conflicting goals in the task.
This can be defined more precisely by introducing a goal function that would
combine the cost of material (i.e. the balls) and the value (quality) of achieved
density. Hence standard methods apply:

e multicriterial optimization (search for (un)dominated solutions)
e priorities: first objective, second objective

e design a single objective function AIM = VALUE - COST

Note that when single criteria optimization is considered, one also needs to
evaluate the profit of densities in the same units as the ball cost.
Alternatively, one can formulate optimization tasks as follows:

e given target density X%, find minimal cost solution.
e given X units of money, find a mixture of balls that gives maximal density.
e provide maximal density with cost at most XX

e etc.

3.2 Theoretical bounds

When evaluating the quality of results (i.e. density) of the solutions provided
by heuristics, it is very useful to have good bounds for the optimal solutions.

For example, recall that Hales’ proof of Kepler’s conjecture assures that the
optimal packing density of equal sized balls is 74%, provided the volume is un-
bounded. The above densitiy applies to unbounded volumes, and are therefore
may be good estimates (upper bounds) in case when the regions are "regular”
in the sense that the surface (boundary) is not too complex and the ball raduis
r is small in comparison to the diameter of the region. One indeed has to be
very cautious

Clearly, Kepler’s maximal density can be improved if balls of more than
one size are allowed. Simple reasoning implies that densities arbitrary close to
100% can be obtained with a long enough sequence of allowed ball sizes. When
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restricted to only two balls sizes, a straightforward upper bound is 0.74 + 0.26 *
0.74 ~ 93%. Straightforward here means that it is intuitively ”clear”, however it
is not at all clear that it can be easily proved formally. It seems natural that the
cost of different balls will most likely enforce smallest possible difference between
two ball sizes. This leads to a question, which seems to be tractable: find the
densities with two ball sizes at fixed ratio between radii. Then, depending on
the cost of balls, it may be easy to find the optimal solutions, in some cases.
We elaborate this question in more detail elsewhere.
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Abstract: Densities of ball packing with two different sizes of balls is studied. For several
ratios between the radii estimates for densities on unbounded regions are given.

Keywords: combinatorial optimization, ball packing, sphere packing, Kepler conjecture.

1 Introduction

The packing problems, and in particular ball (or sphere) packing problems, have applica-
tions in many areas of science and technology. In another short paper (this proceedings)
we have introduced an optimization problem in which the goals are both maximizing the
density and minimizing the cost that depends on the size of the balls. To the best of our
knowledge, the optimization problem in this form has not been studied before. Besides
experimental studies of particular versions of the problem (to be worked out elsewhere),
it may also be important to study lower and upper bounds for the optimal solutions.
The general problem is namely NP-hard and the same is expected for most of the specific
problems.

The seemingly simple basic problem of packing balls of uniform size in unbounded
3D space has been a challenge for mathematicians for several centuries. The Kepler’s
conjecture, says that no arrangement of equally sized spheres filling space has greater
average density than that of the cubic close packing (face-centered cubic) and hexagonal
close packing arrangements. The density of these arrangements is slightly greater than
74%. It may be interesting to note that the solution of Kepler’s conjecture is included as
a part of the 18th problem in the famous list of Hilbert’s problem list back in 1900 [4]. A
proof, widely believed to be rigorous, appeared only recently [1]. A minor dispute over
validity stems from the fact that the bulk of the proof consists of computer calculations
and has spurred a new project Flyspeck to formally verify the calculations [2].

In this short note we report on some preliminary observations on densities that can
be achieved with balls of two different sizes. The region is unbounded, and as we have
no boundary, only the ratio between the radii of large and small balls is important. For
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several ratios we provide constructions and compute the densities. These densities may
be seen as lower bounds for the maximal density that can be obtained with the ratio.

2 Basic geometry

First we give some constants (ratios) that are computed from the optimal packing of
spheres of uniform size (see for example [3, 5]).

Definitions:
e IR, size of the basic balls
e v, altitute of the equilateral triangle (three kissing balls centered at the vertices)

e ), distance between two layers in the optimal arrangement, height of a tetrahedron
(four kissing balls centered at vertices)

e 7, maximal radius of a ball that can be moved between three kissing balls
e dr, distance from the centre of gravity of tetrahedron to a face

e dp, distance from the centre of gravity of octahedron to a face

e rp, maximum radius of a ball in tetrahedronal void

e 7o, maximum radius of a ball in octahedronal void

Formulas:

o v=13R~1732R

h=20R~1633R

o rp= (22 -~ 1)R~0.155R
o dr = YR ~ 0.408R
e do = LR~ 0.816R
o rp = (¥ —1)R~0.225R
e ro=(v2—-1)R~0414R

In the optimal packing (both hexagonal close packing and cubic close packing) the
number of octahedral voids is equal to the number of balls and the number of tetrahedral
voids is twice this number.
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3 Maximal density with two ball sizes

Based on the above ratios, we estimate the densities of the packings that are obtained
by first packing the big balls in one of the optimal ways, and then filling the voids with
the balls of smaller radius. First we consider the radii r7, ro, and rp = 0.154R. (For
simplicity, we will set R = 1, so for example rr = 0.154R = 0.154.) The last radius,
rg, is small enough to fit into the narrowness between three kissing balls, and hence the
balls of this size or smaller might flow through already rigid structure composed of the
large balls. This may be an interesting feature when simulating random arrangements.

First we count how many smaller balls can be put into the voids between larger balls.
Recall that in general the problem of positioning the optimal number of smaller balls
into a bounded region is a difficult optimization problem. Let k7 denote the number of
smaller balls that fit into the tetrahedral void, and let ko denote the number of smaller
balls that fit into octahedral void. The exact numbers of k7 and ko are very difficult
to find, near optimal constructions improving the bounds may be found by heuristic
search. The numbers in the Table 1 for the second and the third radius are a rough
estimate obtained by a simple algorithm. Design of a more sophisticated algorithm is
in progress. We wish to emphasize that while the optimization problems that arise in
the cases from Table 1 are hard, there is some hope to obtain good constructions by
hand because the number of balls in the optimal solutions are rather small. On the
other hand, when smaller radii (or better, larger ratios between radii) is considered, the
only realistic approach is to design and run suitable heuristic algorithms to obtain near
optimal solutions.

Table 1: Fitting the smaller balls into the tetrahedral and octahedral voids

smaller ball radius | tetrahedral void | octahedral void
r /{ZT k’o
To 0 1
rT 1 4
rr =0.154 3 20

The figures from Table 1, more precisely the constructions behind, give rise to infinite
arrangements of balls with higher densities than 74%. They may be understood as
obvious lower bounds on densities with given ratio between sizes of large and small
balls. Note that all the above constructions are regular in the sense that we find certain
solutions how to fit a number of balls in both types of voids, sometimes assuming that
each face of the void meets a ball but there is always at least half of the ball inside the
void. Furthermore, we found certain arrangements and have no proofs (yet) that they
are best possible, even under the assumptions mentioned.

We continue by a rough calculation of the densities obtained. These numbers are, as
argued above, lower bounds on densities for each fixed ratio of ball sizes, but at the same
time any of them gives a lower bound on the maximal density that may be achieved
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when two ball sizes are allowed.

Finally, we mention an obvious estimate of the maximal density that can be achieved
with two ball sizes. Provided that the smaller balls are much smaller that the large balls,
the voids are much larger than the smaller balls, and consequently one may believe that
the density will be close to the optimal density on infinite region, hence the estimate

0.74 4 0.26 x 0.74 = 0.9324

However we have to be careful, because it is known that for certain region boundaries,
it is possible to have higher density than 74%, so we can not claim that the estimate
is indeed a proven upper bound on the maximal possible density on infinite region with
two ball sizes.

In order to compute the lower bounds from our constructions we first compute the
proportions of the number of larger and smaller balls. The number of small balls is
computed as follows: roughly speaking, for each large ball we have two tetrahedral and
one octahedral void (provided the region is infinite or at least large enough). Therefore
for each large ball, we can use

ng=2xkr+1xkp

smaller balls, assuming n; = 1.

The densities are computed as follows: if the volume of a ball with R = 1 is taken
as unit then a smaller ball has volume of r® units. The densities in the table are thus
computed by the formula 0.74 + ny * 73/0.74.

Table 2: Proportions of number of balls in the constructions and respective densities

smaller ball radius | large balls | small balls | density
T s N9
ro 1 1 0,8357
rr 1 6 0,8322
0.154 1 26 0,8681
r<<1 1 >>1 | =~0,9324

4 Concluding remarks

Constructions for ball packing of balls in unbounded regions with two allowed ball sizes
were considered. It is clear that the densities higly depend on the ratio between ball
sizes. However, even for each fixed ratio we have in general a difficult mathematical
problem that in most cases does not allow analytical solution and it is therefore natural
to consider the question as an optimization problem. These optmization problems are
expected or known to be NP-hard, so it may be interesting to use heuristic methods to
compute near optimal solutions.
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Figure 1: Tetrahedral and octahedral void with attached four, respectively, six, touching
balls. Black dots are their centra.

49



On the other hand, although the preliminary results given here may lead to conjecture
that for relative small proportions of radii the density need not uniformly increase, it is
much less doubt that the density will uniformly increase when the radii proportion will
increase to infinity, i.e. when the smaller radius will be very small.

Last but not least, the prelimiary analysis given here provides some ideas on the
lower bounds on densities with certain assumptions mentioned in the text. Perhaps the
most important is that we have assumed that in the optimal constructions the large
balls are arranged according to one of the optimal arrangements and the smaller balls
only cover the voids of this arrangements. If this assumption is dropped, there are many
more possible arrangements. However, our lower bounds and the estimated upper bound
remain valid.
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Abstract: In Slovenia, as well as in the comparable traditional cadastral societies, a digital land
cadastre index map is a composition of digitized various analogue land cadastre maps and
measurement data sets with different positional accuracy, depending on the scale of the map and on
the methodology (quality) of data acquisition. The growing role of spatial data quality for GIS
applications as well as the needs of advanced land administration systems, calls for improvement of
the geometrical quality of land cadastre index maps, which is being associated also with the problem
of heterogeneity of graphical data. For this purpose, the homogenisation process of digital land
cadastre index maps is needed. In the article, we present the approach to the improvement of land
cadastre index map geometrical quality, based on surveying measurements, where the basic
principles of geodetic profession are to be respected (coordinate geometry, topology, adjustments,
error propagation law etc.).

Keywords: cadastre map, homogenization, membrane method, proximity fitting.
1 INTRODUCTION

Efficiency and transparency of land administration systems are one of crucial importance in
the society since land has always remained at the foundation of human life. Here, land
administration system can be understood as conceptualization of rights, restrictions, and
responsibilities related to people, policies and land (places), and it has been closely linked
with the land evidences, land (cadastral) maps since ancient times (see [2] and [8]). Problems
concerning effective land administration supporting suitable use of land resources are
becoming more and more important all over the world. In recent time, there has been a
revival of interest in the role and operation of land administration systems, which have been
strongly influenced by development of information technology, in particular by development
of geographical information technology. The core sub-system of the advanced land
administration system has become a high quality digital data on land and real property
organized in the multipurpose geographical (land) information systems GIS (LIS).

Focusing on the “parcel based cadastral societies”, a common characteristic is the
heterogeneous graphical subsystem of digital land cadastre data. Coordinates of land parcel
border vertexes, are mainly derived from positional heterogeneous analogue maps that were
digitized and geo-referenced. The analogue maps, which in Slovenia originate from the
beginning of the 19" century, had been maintained throughout the centuries with manual
technique of graphical adjustment. After digitalization of the heterogeneous analogue
cadastral maps, integration of hundreds of analogue map sheets and mapping units (cadastral
communities) has been executed that caused additional errors that were adjusted manually.
Therefore improvement of geometrical accuracy of land cadastre index map has become a
challenging issue in Slovenia. In addition, the integration of contemporary measurement data
due to the permanent maintenance of the land cadastre index map is an important issue [1].

The resulting geometrical quality of digital land cadastral index map reflects the
quality of underlying analogue cadastral maps and its integration, The problem of
geometrical improvement of graphical subsystem of digital land cadastre is common for the
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traditional cadastral societies — not only Slovenia, but also Austria, Germany etc., and has
been proven as serious problem in the field of spatial data analysis and spatial decisions
since land cadastre index map has became widely used in the framework of different land
administration systems (agriculture, spatial planning, utilities, environmental) through
overlay in geographical information systems (GIS).

2 RESEARCH PROBLEM

The problem of measurement based spatial data is a wide problem in the field of GIS and
spatial data infrastructure [9]. In general, GIS is designed to consider geometrical parameters
(coordinates) as deterministic value. This is often misunderstanding of the nature of spatial
data in GIS; coordinates are namely always calculated from the observations, which are
redundant aleatory values. Consequently, coordinates are aleatory values as well as
correlated. The accuracy of relative geometry is higher than the absolute accuracy —
coordinates and relative measures are therefore not equivalent. As point positions remain
unchanged in reality, new determined (measured) coordinates lead to a virtual displacement
of the related point in GIS. Without any consideration of neighbourhood relationships to
other points at all, the relative geometry between updated and unchanged points in GIS
would be highly violated — such an integration of new coordinates are not to be accepted.
Here, a virtual displacement of points the different accuracy of relative and absolute
geometry has to be considered [4].

Spatial data integration has therefore become a widely used term, covering a variety of
processes. In this paper it is used to describe methods that attempt to improve the
geometrical accuracy of land cadastre vector dataset (index map) based on integration with
more accurate measurement data at identical points. Land cadastre positional data are
predominantly based on observations for direct mapping but the original measurements data
are most often not stored. In some countries surveys for cadastral datasets, for example in the
area of former Habsburg monarchy, started around 200 years ago. The quality of
measurement equipment as well as methodology has improved dramatically since than.
Therefore, the problem of integrating new measurements in the existing datasets appears. A
transformation is necessary to fit the best results of the new measurements into the old
dataset. Adding new measurements to the old datasets, by storing point coordinates only,
does not improve the quality of the dataset.

Surveying measurements result in more accurate point coordinates providing the basis
for improvement of spatial data — and its homogenisation. So called data conflation (spatial
data integration) can involve shifting one dataset (land cadastre vector index map) to align
with other target datasets (measured identical points). Another approach is Positional
Accuracy Improvement (PAI), which is the main topic of our paper. Localized pockets of
higher accuracy data (contemporary measurements of higher positional accuracy) are used to
improve the positional accuracy of surrounding (neighbourhood) low level positional
accuracy datasets, for example land cadastre vector index map. Rather than considering this
higher accuracy data to be a target dataset, methods developed for PAI determine the best fit
positioning solutions using positional information of both dataset; these methods are based
on surveying adjustment theory and are also able to preserve geometric properties such as
straight or parallel lines (see also [4][5]).

3 APPROACH (PROBLEM SOLVING)
The geometrical quality of the cadastral index map can be improved by integration of precise

geodetic measurements, existing field book measurements as well as other sources of data
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(photogrammetric measurements etc.). The new measurements data might be the result of the
sporadic cadastral data maintenance activities or result of systematic projects of mass
measurements. The integration of new, more accurate spatial data into existing data sets
should result in more accurate point coordinates (location) and should improve and
homogenise geometrical accuracy of neighbouring cadastral (spatial) data. Here it should be
stressed, that measured coordinates are random variables and they are stochastically
dependent. If the coordinates of land plot boundary in GIS would be stochastically
independent we could just exchange the less accurate coordinates by more accurate ones. But
such an approach would neglect geometrical neighbourhood relationships. Here, wider areas
(not only the measured land parcel) should gain from this accuracy improvement without
loosing its internal geometrical quality. The current system for maintaining of land cadastre
index map in Slovenia does not support such strategies, and update transformations lead to
inconsistency because proximity fitting principle is avoided.

To keep neighbourhood relationships, proximity fitting methods should be applied.
Spatial heterogeneity implies each location has intrinsic uniqueness, conditions vary from
place to place. The lengths of the edges in network may be equal, but they have different
relative interpretations within the clusters based on absolute distances. It is clear that relative
proximity is more important than absolute proximity in geo-referenced settings and thus
geospatial clustering [7].

Proximity fitting methods substitute a usual single system transformation. The result of
a usual transformation can be seen as the first step of proximity fitting. At transformation
phase an artificial coordinate differences between identical points, the connection points, and
the new points are introduced into the adjustment. These ‘pseudo observations’ are weighted
dependent on the distances. There are no direct neighbourhood relationships between the
interpolated points. Additionally, the result depends on the number of identity points which
create residuals. The method is not suitable to model direct neighbourhood relationships. The
resulting displacements of the new points are dependent of the density and distribution of the
identical points. In a second step the mapping approach is extended by the introduction of
relative geometry information. Advanced methods use the Delaunay triangulation to model
neighbourhood relationships directly. The resulting displacements are here independent of
the density and distribution of identity points. Suggested approach is called ‘membrane
method’. This method uses as functional model coordinate differences along the triangle
sites, what leads to linear residual equations with a very stabile convergence behaviour. The
stochastic model is derived from finite element methods, and it simulates the behaviour of a
rubber membrane. The proximity fitting is run as an adjustment calculation [3][4].

3.1 Geometric data homogenization with adjustment techniques

The coordinates in GIS (cadastre index map) result from the evaluation of measured values.
In a first step these measured values often were local coordinates of digitized analogue maps
which were transformed into a global reference frame. These so determined global
coordinates describe the geometry of the GIS objects unique whereby the coordinates have
to be addressed as random variables. During the process of PAI new measured values with
higher accuracy are introduced. The new measured values are redundant to the already
existing coordinates. Therefore, the determination of new coordinates with improved
positional accuracy is a typical adjustment problem. But measured values have two essential
properties [4]:
- They are random variables. Because it is impossible to measure a value with
arbitrary accuracy, which leads to the fact that any measured value contains some
uncertainty.
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- They are redundant. Commonly there exist more measured values then necessary
to be able to calculate unique point coordinates.

A function of random variables results again in a random variable. Because of point
coordinates are functions of measurement values they are like them random variables. The
uncertainties contained in measured values lead necessarily to uncertainties in point
coordinates. For the unique determination of a number of coordinates the exact same number
of measured values is necessary.

3.1.1 Error Propagation for Linear Functions

The law of error propagation describes the propagation of accuracies for linear functions of
random variables. Applying this law to an adjustment it is possible to calculate the standard
deviations of the unknown parameters and those of the residual errors. This case can be
explained with a simple example. Fig. 1 shows points in one dimensional coordinate system.

| A 1 2 3 4 5 bl Gt o
| di d2 ds da ds dj dj+ dn X

Figure 1: Points in a 1-dimensional coordinate system.

The coordinate of the control point A is known and fixed — A(xa); based on measured
distances d;, we want to calculate the coordinate x; of the new point i:

X, =X, + Z d 1)
According to the law of error propagation (see [3]), the standard deviations of x; is:

o} =2,0% - 2)
j=1

3.1.2 Adjustment Considering the Correlations

We want to interpret the standard deviations of the distances d; and those of the coordinate x;.
The standard deviation of the coordinate oy represents the absolute accuracy of the
coordinates in relation to the reference frame. On the other hand the standard deviations of
the distances oy represent the relative accuracy of the coordinates related to each other. If
two calculated random values are functions of partial the same random variable arguments
they are stochastically dependent. The degree of their stochastic dependency is quantified by
their covariance.

For one dimensional coordinate system (Fig. 1), the parameters X1 and X are
stochastically dependent because they are functions of partial the same random variables.
The distances d;...dj are arguments of both functions (1). For this purpose generalisation of
the law of error propagation is supposed. The general form of the law of error propagation
can be represented in matrix notation. If there is a system of linear equations F describing
the functional dependency of parameters x; on the arguments d;

X=F-d 3)

and the standard deviations of d; are known then the variances and covariances of the
parameters x; can be calculated by:
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C,=F-Cy-F" 4)

In this formula the functional matrix F contains the coefficients of the linear functions (1).
The matrix Cyq is called the covariance matrix of observations and contains the variances of
observations on its principal diagonal and their covariances on its secondary diagonals. In
the most common case of stochastically independent observations Cgyq is a diagonal matrix.
Cxx Is the covariance matrix of the unknown parameters and contains their variances and
covariances.

For the study case (Fig. 1) the Cyq matrix contains the variances of xj.; and x; as well as
their covariance:

o’ cov(X; 5, X;)

Xj J
Cyx = " ) ()
7 eov(X Ly, X;) o

If we solve the matrix equation for the general law of error propagation in a symbolic way
then we get the expression:

2
Xj4=X;

=0y +0, —2:COV(X;4,X;), (6)
where
COV(Xj—11 Xj) = prxj ) O-AXH ’ O-ij = f (d]) : (7)

This formula (6) which does not neglect the covariance between dependent random variables
yields the right result (see [3]).

3.1.3 The positional accuracy improvement of cadastral index map

The problem of local geometrical distortions is illustrated with the following case. There is a
GIS layer containing parcel boundaries of 4 boundary points. A surveyor may have
determined coordinates (new high accurate measurements) of 4 boundary points. The
positional standard deviations of the measurements are about 2 cm and substantially much
more exact than the graphic coordinates in GIS layer. The introduction of the new
coordinates would cause the following situation in the GIS (Fig. 2):

B
1
1
I
I
I
1
C

y d C y

Figure 2: (Left) cadastral boundaries (solid lines) and boundaries determined by higher accuracy measurements
(dashed lines). (Middle) polygon xady is distorted if points abcd are replaced by ABCD. (Right) consideration
of neighbourhood.

In example the new determined points A, B, C and D are introduced in a map based cadastral
data set. Neglecting the correlations leads to a massive distortion of the (left) parcel xady.
The simplest way to use the exact (high accurate) coordinates would be just to exchange
them with the existing graphic coordinates. Unfortunately this simple action would cause the
distortion of the adjacent parcel geometry! An obviously much better approach would keep
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the geometrical neighbourhood relations seen in the following picture (Fig. 2). The
neighbourhood accuracy of two points which are descended from a digitized map is higher
than their absolute positional accuracy. For this reason, the correlation is a function of the
point distance. The smaller the point distance the greater the correlation.
The distance-dependent correlations of the coordinates have two essential reasons:
- The origin measurements were done with respect to the principle of neighborhood
(e.g. tape distance measurements).
- The manual mapping was done according to the principle of neighbourhood as well.
Homogenization which models the distance-dependent correlations directly uses
sophisticated adjustment algorithms for the calculation and analysis of coordinates. Firstly,
topological neighbourhood information is determined. This is performed by a Delaunay
triangulation over all GIS points (control points and new points) of the origin system. The
triangle sides are used as carriers of neighbourhood information. All cadastral index map
points are used for a Delaunay triangulation. Along the triangle sides, artificial coordinate
difference observations are generated which are subsequently introduced in an adjustment
calculation according to the least squares method. The observation values are derived from
the coordinates in the origin system. The triangular net is acting like a homogeneous
membrane; its elasticity is given by the weights following the map digitization accuracy. The
remaining divergences of the control points are propagated thus on the new points (Fig. 4).

Figure 3: Homogenization: Residuals of the identical points (gray dots) are transmitted by triangle sides
(dashed lines), the neighbourhood is considered.

4 CONCLUSIONS

The aim of this paper is to present method for homogenization of cadastre index maps. The
method, suggested here, follows homogenization applying adjustment techniques, which
uses simulated and real measurements. The method has been applied to analyse how
heterogeneous cadastre map parts get fitted to the real positions by the use of point positions,
relative measurements and geometrical constraints.

The significance of adjustment techniques for transformation problems is recognized
long ago. To apply the least squares method following C.F. GauB} is the usual geodesic
practice for two dimensional transformations with redundant identities from one Cartesian
system into another. This classical adjustment method can be expanded to a simultaneous
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transformation of multiple systems, subsequently called ‘Interconnected Transformation’
which is not the subject of these paper.

If neighbourhood geometry is to be maintained through the inclusion of relative
distances, as well as geometric and topological properties, there will be redundancy in the
data integration process. It will not be possible to obtain a solution that perfectly meets every
constraint. Instead, an adjustment problem is set up, for which an optimal solution can be
determined using the method of weighted least squares. All of the available information is
considered, and observations are weighted by their recorded accuracy values to determine
the solution that best fits the datasets being integrated. Moreover, the method of least squares
generates precision values for the calculated parameters, thereby enabling update of the
positional accuracy of the upgraded dataset (see also [6]).

It is known that the best consideration of neighborhood relationships is warranted using
proximity fitting adjustment methods where artificial observations between points are
integrated. Advanced adjustment programs use for that task finite element methods based on
triangles. Nevertheless, the real observations can completely be introduced in these
proximity fitting adjustment processes.
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SOLVING JOB SHOP PROBLEMS IN THE
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Abstract

A class of hypergraphs, called B-tails, is introduced. It is shown that a
certain hypegraph can be assigned to any job shop problem in such a way
that minimal B-tails correspond to optimal schedules.

Keywords: scheduling, job shop problem, hypergraph

1 Introduction

In coping with ‘system mervousness’, i.e., the fact that a relatively small change
of the environment can result in substantial change of the system [4], the use of
sensitivity analysis (the determination of the bounds within which a given schedule
remains optimal) has been proposed to resolve the problem, whether to reschedule
or not [5].

The proposed approach is based on AND/OR graphs, and is applicable not
only in ‘pure’ scheduling and rescheduling but also in alternative process scheduling
problems, where the choice to be made is not only when to perform every activity,
but also which of the available set of activities is to be used [1]. However, the
drawback of this approach is that the AND/OR, graphs produced in the process
are quite large.

Here we show that scheduling can be discussed also in the environment of
hypergraphs and that the corresponding hypergraph is substantially smaller.
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2 Hypergraphs

An (oriented) hypergraph G is defined! as G = (V, A), where V and A are the sets
of nodes and hyperarcs, respectively. A hyperarc £ is defined as € = (T'(€), H(E)),
where T'(E), H(E) C V; the sets T'(£) and H(E) are called the tail and head of
&, respectively. A hyperarc, whose head has (only) one element, is called a B-arc
(backward (hyper)arc), a hypergraph, the hyperarcs of which are all B-arcs, is a
B-graph.

A subhypergraph of a hypergraph G = (V,.A) is such a hypergraph G; =
(V1,Ay) that V; C V and A; C A. When convenient, we shall denote V; = V(G1)
and .Al = A(Gl)

For any node u its backward star BS(u) is defined by BS(u) = {€;u € H(E)},
while its forward star FS(u) is FS(u) = {€;u € T(£)}. A node u for which
BS(u) =0 or FS(u) = 0 will be called a tip node.

For any subhypergraph H C G the set of its nodes v such that BS(v)N.A(H)
() will be denoted by B(H ) while the set of its nodes v such that F.S(v)NA(H) =
will be denoted by F(H).

A path is a sequence uy, &1, ug, Es, ..., Eg1, Uy, such that v; € H(E_,) for
l<i<qgandw; € T(&) for 1 <i<gq. Ifu, € T(), such a path is called a cycle.

If uy, &1, u9, &, .. ug—1,E¢—1, Uq is a path, then uy, 1, ug—1, . . . u2, &1, up will
be called a reversed path.

0

3 DB-tails
Let G be a hypergraph and = € V(G).
Definition A hypergraph D is a B-tail of x if

1. for every £ € A(D)

(a) in D there exists a path ..., &, ..., z,

(b) |H(E)\ F(D)| =1, unless = € H(E), when |H(E) \ F(D)| =0,
2. for every t € V(D)

(a) if t ¢ B(G), then |BS(t) N A(D)| > 1,

(b) if t ¢ F(D), then |BS(t) N A(D)| < 1,

(c) |BS(z) NAD)] < 1,

3. there are no cycles in D.

WV

'For details on hypergraphs, cf. [2].
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Thus, to get a B-tail of a node x, one must select one of the hyperarcs from
the back star of every node (starting at ), however, this must be done in such a
way, that no cycles are completed and that for hyperarcs, which are not B-arcs,
only one of the nodes from their head has successors in the B-tail.

As we shall see, B-tails are suitable for handling job shop problems, specifically,
to any job shop a hypergraph can be assigned such that specific B-tails in it
correspond to feasible schedules.

4 The job shop problem

The job shop problem consists of the following:

n jobs and m machines are given. A job is a set of operations, which are
totally ordered by the precedence relation; each operation can be performed only
on one of the machines. Thus, operations that take part in different jobs but must
be performed on the same machine can not be performed simultaneously. The
problem is to find a schedule of all operations so that the total duration time is
minimal.

It is known that the job shop problem is NP-complete [3]. Thus, it is at least
as hard as any other problem that belongs to NP and therefore hard to solve.

With every job shop problem a disjunctive graph G = (O, A, E) can be associ-
ated in the following way:

e the nodes (elements of O) represent operations;
e an arc (0;,0;) € A exists if and only if o; precedes o, (in one of the jobs);

e an edge {0;,0,} € E exists if and only if 0; and o; must be processed on the
same machine.

Thus, a disjunctive graph is partly directed and partly undirected.

Finally, two nodes — usually called source and sink — are added to GG, together
with an arc (source, n) for each n € O for which there are no incoming arcs in A
and an arc (n,sink) for each n € O for which there are no outgoing arcs in A.

The graph is weighted by

c(0i,05) = d(0y),
where (0;,0;) € A and d(o;) is the duration of 0;. The cost of a path P is defined

by?
o(P)= Y cay)
(z.y)eP
2 Alternatively one can weight the nodes:
w(o;) = d(0;).
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An orientation € is an assignment £ — O x O such that

Q{0i,051) € {(01,05), (05, 01) }

Thus, every orientation turns a disjunctive graph G = (O, A, F) into a directed
graph (O, AU Q(FE)). If the latter is acyclic, it corresponds to a feasible schedule
for the original job shop problem. Moreover, the one in which the maximal path
(from source to sink) is minimal, corresponds to the optimal schedule, i.e., to the
solution of the job shop problem.

Example 1 Consider the following job shop problem: we have four machines my,
ma, mg and my and two jobs J; = {01, 09,03} and Jo = {04,05,06}. Operation o
must be performed on my, operations os and o5 on ms, operations o3 and 04 on ms,
while og must be performed on my; the processing times are d(o1) = 5, d(o9) = 4,
d(o3) =2, d(o4) =6, d(o5) =3 and d(og) = 1.

The corresponding disjunctive graph is in Fig. 2.

Figure 2

Orientation
Q : { {02705} = (02,05)

{03, 04} > (03, 04)
yields an acyclic directed graph, so that it corresponds to a feasible schedule o1, 0o,
03, 04, 05, 0g with makespan 21.

We shall show that to any job shop problem a hypergraph can be assigned so
that specific B-tails in it correspond to feasible schedules.

Starting with the disjunctive graph G = (O, A, E) the corresponding hyper-
graph (7, is obtained in the following way:

e first form the hypergraph G’ for which

— V(@) =0,

Of course, the cost of a path P is then
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— for every t € V(G') we have BS(t) = {(T},{t})}, where T; = {u; (u,t) €
A} (so that every node in G’ has only one incoming hyperarc, which is
a B-arc);

e then for every ¢ € V(G') such that ¢ is incident to an edge in G, we

— add to G a new node wu,
— for every v such that {t,v} € E add to G’ a new node uy,,
— add to G’ hyperarc ({t}, Upep,{utr}), where E; = {v; {t,v} € E};

e then for every ¢ € V(G') such that ¢ is incident to an edge in G, we

— for every £ € BS(t) do the following:
« for every v such that {t,v} € E add to G’ the hyperarc (T'(£) U

{Uv,t}7 {t})a
« replace € with (T'(E) U{uws}, {t}),

e for every edge-connected component C, add to G’ the hyperarc ({source},

{u; t € V(O)}).

Clearly, the only nodes in G}, with more than one hyperarc in their back star
are the nodes that are incident to an edge in GG and the only hyperarcs which are
not B-arcs are of the form ({t}, U,ep,{uin}) or ({source}, {use;t € V(C)}).

Example 2 For instance, the hypergraph, corresponding to the disjunctive graph
from Example 1, is depicted in Fig. 3.

Figure &8
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The following applies (due to space limitations we omit the proof):

Proposition 3 B-tails of the node sink in hypergraph G, correspond to feasible
schedules for the job shop problem. In any particular schedule, operation o; precedes
operation o; if and only if in the corresponding B-tail there is a path o;, ..., 0;.

The cost of a B-tail () is defined as the highest of the costs of paths, completely
contained in Q).

For the hypergraph G}, the cost of any path P is just the total duration of the
operations lying on P. By Proposition 3 it is also the minimal time in which all
these operations can be completed. Thus, if () is a B-tail of sink, then its cost is
equal to the makespan by the schedule, corresponding to Q).

Of course, the minimal B-tail of sink corresponds to the solution of the job
shop problem.

An algorithm for searching for a minimal B-tail can be designed in the spirit
of the A* algorithm so that an accurate heuristics can significantly improve effec-
tiveness of the alghorithm (but this discussion must be omitted here).

5 Conclusion

We have demonstrated that hypergraphs are suitable for handling the job shop
problem, specifically, that solving the job shop problem translates into searching
for a minimal B-tail.
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Abstract: The Generalized Steiner Problem with Edge-Connectivity constraints (GSP-EC) consists
of computing the minimal cost subnetwork of a given feasible network where some pairs of nodes
must satisfy edge-connectivity requirements and models the design of communications networks
where connection lines can fail. In this paper we present an algorithm based on the GRASP
metaheuristic to solve this version of the problem, known to be NP-Complete. Promising results are
obtained when testing the algorithm over a set of heterogeneous network and optimal or near-optimal
solutions are found.
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1. INTRODUCTION

The design of communication networks often involves two antagonistic goals. One one hand
the resulting design must bear the lowest possible cost; on the other hand, certain survability
requirements must be met, i.e. the network must be capable to resist failures in some of its
components. One way to do it is by specifying a connectivity level (a positive integer) and
constraining the design process to only consider topologies that have at least that amount of
disjoint paths (either edge or node disjoint) between each pair of nodes. In the most general
case, the connectivity level can be fixed independently for each pair of nodes (heterogeneous
connectivity requirements), some of them having even no requirement at all. This problem is
known as Generalized Steiner Problem (GSP) [9] and is an NP-Complete problem [18].
Some references on the GSP and related problems are [1], [2], [3], [4], [6], [7], [10], [11]
most of them using polyedral approaches and addressing particular cases (specific types of
topology and or connectivity levels). Topologies verifying edge-disjoint path connectivity
constraints ensure that the network can survive to failures in the connection lines; while
node-disjoint path constraints ensure that the network can survive to failures both in switch
sites as well as in connection lines. Finding a minimal cost subnetwork satisfying edge-
connectivity requirements is modeled as a GSP edge-connected (GSP-EC) problem. Due to
the intrinsic complexity of the problem, heuristic approaches have to be used to cope with
general real-sized instances; this work presents one inspired in the ideas of recent work [13],
[14], [16].

The remainder of this paper is organized as follows. Notation, auxiliary definitions and
formal definition of the GSP-EC are introduced in Section 2. The GRASP metaheuristic and
the particular implementation that we propose for the GSP-EC are presented in section 3.
Experimental results obtained when applying the algorithms on a test set of GSP-EC
instances with up to one hundred nodes and four hundred edges are presented in Section 4.
Finally conclusions are presented in Section 5.

2. PROBLEM FORMALIZATION AND DEFINITIONS
We use the following notation to formalize the GSP-EC: G = (V, E, C): simple undirected
graph with weighted edges; V: Nodes of G; E: Edges of G; C:E —» R™: edge weights; T € V:

Terminal nodes (the ones for which connectivity requirements exist); R:R € ZITIXITI:
Symmetrical integer matrix of connectivity requirements with r;; = 0 Vi € T.
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The set IV models existing sites among which a certain set E of feasible links could be
deployed, being the cost of including a certain link in the solution given by the matrix C. The
set T models those sites for which at least one connectivity requirement involving other site
has to be met; these requirements are specified using the matrix R. Nodes in the set V\T
(named Steiner nodes) model sites that can potentially be used (because doing so reduces the
total topology cost or because it is impossible to avoid using them when connecting a given
pair of terminals) but for which no requirements exist. Using this notation the GSP-EC can
be defined as follows:

Definition 2.1: GSP-EC. Given the graph G with edge weights C, the teminals set T and the
connectivity requirements matrix R, the objective is to find a minimum cost subgraph
Gr = (V, Er, C) where every pair of terminals i, j is connected by ;; edge-disjoint paths.

3. THE “GRASP” METAHEURISTIC

GRASP (Greedy Randomized Adaptive Search Procedure) is a metaheuristic that proved to
perform very well for a variety of combinatorial optimization problems. A GRASP is an
iterative “multistart local optimization” procedure which performs two consecutive phases
during each iteration: Construction Phase (ConstPhase): it builds a feasible solution that
chooses (following some randomized criteria) which elements to add from a list of
candidates defined with some greedy approach; Local Search Phase (LocalSearchPhase): it
explores the neigborhood of the feasible solution delivered by the Construction Phase,
moving consecutively to lower cost solutions until a local optimum is reached. Typical
parameters are the size of the list of candidates, the amount of iterations to run MaxlIter and
a seed for random number generation. After having run MaxIter iterations the procedure
returns the best solution found. Details of this metaheuristic can be found in [12].

3.1 Construction Phase Algorithm

The algorithm, shown in Figure 1, is an adaptation of the one found in [13] to the edge-
connected case. It proceeds by building a graph which satisfies the requirements of the
matrix R, starting with an edgeless graph and adding one new path in each iteration to the
solution G, under construction. The matrix M = (m;;) records the amount of connection
requirements not yet satisfied in G,; between the terminal nodes i, j; the sets P; will record
the r;; disjoint paths found for connecting the nodes i, j. One improvement over the previous
algorithm is to alter the costs of the matrix C to introduce random and enable the chance to
build an optimal solution no matter what the problem instance is. We have proven that a
sufficient condition to ensure this is that all edges have their costs altered independently
from the others and the altered costs take values in (0, +o0) with any probability distribution
that assigns non-zero probabilities to any open subinterval of (0, +c0). Loop 3-15 is repeated
until all terminal nodes have their connectivity requirements satisfied, or until for a certain
pair of terminals i; j, the algorithm fails to find a path a certain number of times MAX
ATTEMPT. In each iteration, one pending connection requirement is chosen and the
shortest-path is computed considering a modified cost matrix C’' where edges already
introduced in the solution under construction during previous iterations have cost zero,
enabling edge-reusing among different pairs of terminals. Finally, the algorithm ends by
returning the feasible solution G,,; together with the path set P which “certifies” that the
requirements specified by R were met.
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3.2 Local Search Phase Algorithms

Any local search algorithm needs a precise definition of the neighbourhood concept; we
propose two different ones, which we will chain inside our suggested LocalSearchPhase
algorithm. They are defined in terms of the structural decomposition of graphs in ‘“key-node”
and “key-paths” [13] plus a new structural component that we define below.

Definition 3.2.1 Key-star: Given a GSP-EC instance, a feasible solution G,; and any of its
nodes v, the key-star associated to v is the subgraph of G, obtained through the union of all
key-paths having v as an endpoint.

Definition 3.2.2 Path-Based Local Search Neighbourhoodl: Our first neighbourhood is
based on the replacement of any key-path k by another key-path with the same endpoints,
built with any edge from the feasible connections graph G (even some of G,,;), provided no
connectivity levels are lost when reusing edges. Let k be a key-path of a certain solution G,
and P a set of paths which “certificates” its feasibility (as the one returned by ConstPhase).
We will denote by J, (Gs,;) the set of paths {p € G,,;: k S p}. These are the paths which
contain the key-path k. We will also denote by y; (Gs,;) the edge set Uq—; jej, 6.,,) E(Pij \
q). These are the edges that, if used to replace the key-path k in P (obtaining a path set P’)
would turn to be shared by some paths from G,; with the same endpoints, thus invalidating
the resulting set P’ as a feasibility certificate. The algorithm LocalSearchPhasel (shown in
Figure 1) then considers the replacement of key-paths k by other paths p such that
cost(p) < cost(k) and the edges of p are chosen from the set (E\ ) (Gso1)) U k.

Definition 3.2.3 Key-Star-Based Local Search Neighbourhood2: This is a second
neighbourhood based on the replacement of key-stars, which frequently allows to improve
feasible solutions that are locally optimal when only considering Neighbourhoodl. In the
case of the GSP-NC, as no node sharing is allowed among disjoint paths, all key-stars are
trees (named key-trees); a key-tree replacement neighbourhood for the GSP-NC can be
found in [13], [14]. Due to the possibilty of sharing nodes among edge-disjoint paths, when
working with GSP-EC problems, we must work with key-stars. Unlike [13], [14] we will
allow the root node to be a terminal node in order to get a broader neighbourhood. In the
GSP-NC any key-tree can be replaced by any tree with the same leaves with no loss of
connectivity levels. In the GSP-EC, if the replacing structure is also a keystar the same holds
true; but it does not for other general structures (non-star trees included). We propose an
algorithm that given a key-star k, deterministically seeks for the lowest cost replacing key-
star k' able to “repair” the paths from P broken when removing the edges of k. For allowing
as much reusing of edges as possible, we can extend our previous definition of J, (G,;) and
X (Gso1) to consider key-stars k instead of key-paths. Figure 1 presents the
LocalSearchPhase2 algorithm, making use of a BestKeyStar algorithm shown in Figure 2.
Given a keystar k we denote by 8, its root node; by 1y, the set of its leaf nodes; and by Sk,m
(being m the root node of k or one of its leaves) the highest amount of key-paths that join m
in k with any other node that is root or leaf in k. Figure 2 also depicts the process of
determining which the best key-star to replace a given one is. It illustrates (a) the feasible
graph G with a key-star that keep4s connected the leaf nodes t,u,v; (b) the graph G’
obtained after adding the virtual nodes w linked to t,u,v by the appropriate amount of
edges, and a “candidate” root node z; () the shortest paths found to connect z and w (using
a polynomial-time algorithm minimum-cost k-edge-disjoint paths algorithm like the one in
[5]; and (d) the new key-star obtained after removing the virtual node w.
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Procedure LocalSearchPhasel(G, C.T.5) Procedure LocalSearchPhase2(G.C. T, S)

1: improve + TRUE 1: improve + TRUE

2 K + k-decompose(S) 2 Kk + k-decompose(S)

1. while improve do 3. while émprove do

4 improve + FALSE 4 improve + FALSE

5. for all kpath k € « with endpoints u,v do 5. for all kstar k € x do

6 G+ the subgraph induced from G by Ef(k) U 6: [k, newCost] + BestKeyStar(G,C, T, S, k)
(E\ xx(5)) T: if newCost < cost(k,C') then

L c’ <_(C; )/ = 0if (4,7) € S\ kicl; = ¢ 8 improve < TRUE
otherwise 9 replace & by &' in all paths from S

8 k' + shortest-path(G', ', u, v) 10: % ¢ k-decompose(S)

9: if cost(k',C") < cost(k,C") then 11 abort for-sll

10: improve +— TRUE 12: end if

11 update S : fo({ Ji(S)(p  (p\ k) UK) 5 end for

12: if 3z € V(K'),z ¢ {u,v}, degree(z) = 3in § i i il

then ; 15: return S

13: remove-cycles(Ji(S5))

14: k + k-decompose(S)

15: else

16: k4 &\ {k}U{K'}

17: end if

18: end if

19:  end for

20: end while
21: return S

Figure 1: Algorithms for Local Search Phase (1 and 2)

Procedure BestKeyStar(G,C.T. 5, k) e - ™~

g z
1: G « the subgraph induced from G by E(k) U /G/ \ O \
(B \ xx(5)) oof ,'

(

: for all m € € do

add 8y parallel edges (w,m) to G’ with cost 0
10: end for

1: emin + 0 }\'min_e k

12: for all z € V(G) do

13: K + simult-shortest-paths(G", 6¢ o, 7, w)

14:  if k' has §g o paths A cost(k',C") < emin then

2 O+ (c;)/ei; = 0if (4, 7) € S\ k;ej; = ¢;; otherwise / \ | \ }
3: add a “virtual node” w to G’ % t u 0 v

4 Q4 oy t UO/ ’ \ '\1//’

5: if A, € T then T R s WL

6 0+« QU{B} a b

7: end if

8

0:

15: Cimin  cost(K',C"); kpin « K
le:  end if
17: end for

18: return  [Kymin, Cmin)
Figure 2: Algorithm for determination of the best key star to replace a given one

3.3 GRASP algorithm description

Finally we can put together the pieces and build a GRASP algorithm to solve the GSP-EC
using a compound local search phase that will operate by applying key-path movements until
no further improvements are possible followed by a (single) key-star replacement, and so on.
The cycle is repeated until no further improvements are found with none of both movements.

4. PERFORMANCE TESTS
This section presents the results obtained after testing our algorithms with twenty-one test

cases. The algorithms were implemented in C/C++ and tested on a 2 GB RAM, Intel Core 2
Duo, 2.0 GHz machine running Microsoft Windows Vista. For every instance we ran 100
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GRASP iterations. To our best knowledge, no library containing benchmark instances
related to the GSP-NC nor GSP-EC exists; we have built a set of twenty-one test cases that
are based in cases found in the following public libraries: steinlib [8]: instances of the
Steiner problem; in many cases the optimal solution is known, in others the best solution
known is available; tsplib [15]: instances of diverse graph theory related problems, including
a “Traveling Salesman Problem” section. The main characteristics of the twenty-one test
cases are shown in Table 1 where we show the amount of nodes (V), feasible edges (E),
terminal nodes (T), Steiner (non terminal) nodes (St), the level of edge-connectivity
requirements (one, two, three or mixed) (Redund.) and the optimal costs when available
(Opt). Source data of the twenty-one instances as well as the best solutions found are
available in [17]. Computational results of the tests can be also seen in Table 1. Here follows
the meaning of each column: (Regs.) total amount of requirements satisfied by the best
solution found; (t(ms)) the average running time in milliseconds per iteration; (Cost) the cost
of the best solution found; (%LSI) “local search improvement” — the percentage of cost
improvement achieved by the local search phase when compared to the cost of the solution
delivered by the construction phase, for the best solution found.

Case \Y E T St Redund. | Opt Regs. t(ms) Cost %LSI
b01-r1 50 63 9 41 1-EC 82 36 77 82 3.0
b01-r2 50 63 9 41 2-EC NA 42 80 98 34
b03-r1 50 63 25 25 1-EC 138 300 2611 138 10.6
b03-r2 50 63 25 25 2-EC NA 378 3108 188 41
b05-r1 50 100 13 37 1-EC 61 78 298 61 9.2
b05-r2 50 100 13 37 2-EC NA 144 1389 120 5.2
b11-r1 75 150 19 56 1-EC 88 171 1477 88 13.8
b11-r2 75 150 19 56 2-EC NA 324 4901 180 34
b17-r1 100 200 25 75 1-EC 131 300 6214 131 10.2
b17-r2 100 200 25 75 2-EC NA 531 15143 244 3.0

cc3-4p-rl 64 288 8 56 1-EC 2338 28 388 2338 10.0
cc3-4p-r3 64 288 8 56 3-EC NA 84 2221 5991 4.6
cc6-2p-rl 64 192 12 52 1-EC 3271 66 2971 3271 24
€C6-2p-r2 64 192 12 52 2-EC NA 132 4801 5962 10.2
cc6-2p-r123 64 192 12 52 1,2,3-EC NA 140 6317 8422 9.8
hc-6p-rl 64 192 32 32 1-EC 4003 496 25314 4033 6.8
hc-6p-r2 64 192 32 32 2-EC NA 992 28442 6652 35
hc-6p-r123 64 192 32 32 1,2,3-EC NA 957 26551 7930 5.2
bayg29-r2 29 406 11 18 2-EC NA 110 975 6856.88 4.6
bayg29-r3 29 406 11 18 3-EC NA 165 2413 11722 4.2
att48-r2 48 300 10 38 2-EC NA 90 1313 23214 13.0
Averages 265 6524 - 6.7

Table 1: Test cases and results
5. CONCLUSIONS

In this work we overcame the problems introduced by edge-disjointess (when compared to
node-disjointness on previously proposed algorithms). Our algorithm GRASP-GSP was
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shown to find good quality solutions to the GSP-EC when applied to a series of
heterogeneous test cases with up to 100 nodes and up to 406 edges. For all cases with known
optimal cost the algorithm was able to find solutions with costs no more than 0.74% higher
than the optimal cost. Significant cost reductions averaging 6.7% are achieved after applying
the local search phase over the greedy solutions built by the construction phase. Execution
times were comparable to the ones of previous similar works like [13], [14] for the node-
connected version of the GSP. In all cases the maximum possible amount of connection
requirements (allowed by the topology of the original graph G and the requirements in R)
was reached and always returning edge-minimal solutions.
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LP MODEL FOR DAY-AHEAD PLANNING IN ENERGY TRADING
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Abstract: In this paper, the problem of day-ahead planning in the trading section of energy
trading companies has been considered. It has been assumed that the demand and supply are
arranged and that the additional MW and transmission capacity can be purchased. The
problem is observed as directed multiple-source and multiple-sink network and then
represented by LP mathematical model of total daily profit maximization subject to flow
constraints. A numerical example is presented to illustrate the application of the model.

Keywords: energy trading, day-ahead planning, network flow, LP model.
1 INTRODUCTION

During XX century, power production and transmission were carried out between
monopolistic public power companies. In the last twenty years, electricity markets have been
deregulated allowing customers to choose their provider and new producers. The concept of
a single European electricity market foresees seamless competition throughout the electricity
supply chain, within and between EU Member States and adjoining countries. Customers
enjoy a choice between competing electricity retailers, who source their requirements in
liguid and competitive wholesale markets, irrespective of national or control area
boundaries. Market participants actively compete to meet the demand in their own countries
and to supply electricity across borders into neighborhood markets. Cross-border trading and
supply is an integral part of this competition, as market participants enjoyed non-
discriminatory access to interconnected transmission lines. Energy Trading Companies
(ETCs) are buying transmission capacity from Transmission System Operators (TSOs) [1].
TSOs consistently release to the market a truly maximum amount of cross-border
transmission capacity. ETCs are trying to manage the risks associated with fluctuating prices
through buying and selling gas and electricity contracts. Both traders and end-users apply
financial instruments such as futures, options and derivatives to protect their exposures to
prices and to speculate on price fluctuations.

There are few ways of trading electricity but two main ways are via the telephone in
bilateral transactions (so called “Over The Counter or OTC, usually through the
intermediation of a broker), or it is traded through futures markets such as Nordpool or the
EEX. Some key factors influencing energy prices include geopolitical factors, global
economic growth, short term weather impacting demand, supply disruptions from
maintenance or unexpected outages, fuel price movements and product swapping in response
to relative prices [2].

The literature concerning different issues in energy trading and transmission is
extensive. Kristiansen in [5] analyses the auction prices at the cross-border annual, monthly
and daily capacity auction in area of energy trading in case of Denmark and Germany. Triki
et al. [10] consider the multiple interrelated markets for electricity and propose a multi-stage
mixed-integer stochastic model for capacity allocation strategy in a multi-auction
competitive market. A generalized network flow model of the national integrated energy
system that incorporates the production, transportation of coal, natural gas, and electricity
storage with respect to the entire electric energy sector of the U.S. economy is proposed in
[9]. The authors have formulated the multi period generalized flow problem as an
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optimization model in which the total costs are minimized subject to energy balance
constraints. The problem of energy allocation between spot markets and bilateral contracts is
formulated as a general portfolio optimization quadratic programming problem in [6]. The
proposed methodology with risky assets can be applied to a market where pricing, either
zonal or nodal, is adopted to mitigate transmission congestion. Purchala et al. in [8] propose
a zonal network model, aggregating individual nodes within each zone into virtual
equivalent nodes, and all cross-border lines into equivalent border links. Using flow-based
modeling, the feasibility of the least granularity zonal model where the price zones are
defined by the political borders, is analyzed. The authors in [3] consider multiple-source
multiple-sink flow network systems such as electric and power systems. They observe the
problem in which resources are transmitted from resource-supplying (source) node(s) to
resource-demanding (sink) node(s) through unreliable flow networks. Nowak et al. [7]
analyzed the simultaneous optimization of power production and day-ahead power trading
and formulated it as a stochastic integer programming model.

The rest of the paper is organized as follows. In section 2 are description of the main
assumptions of the observed problem. The LP mathematical model for day-ahead planning is
presented in Section 3. Section 4 is dedicated to the experimental results to illustrate the
model, along with comments on the main results of its simulation. Conclusions along with
perspectives regarding further work are finally presented in section 5,.

2 PROBLEM DESCRIPTION

The focus of this paper is on electricity trading from the perspective of the ETC. The main
task of the trading section is to optimize the portfolio of energy products, ensuring clients’
demands are met, whatever the circumstances. The trading section also enables companies to
respond to the ever-changing state of the region’s transmission grid and production
capacities. The organization of this section is traditional. The trading department deals with
spot and longer term arrangements. The scheduling and portfolio Management department
makes schedules, takes care about cross border capacities allocations and creates paths in
order to optimize the whole portfolio, managing different energy sources, customers in
different countries and cross border energy flows and costs. Finally, the settlements
department is dealing with invoicing, preparing deal confirmations and statistics necessary
for all local ETCs.

Trading section of ETC is dealing with at least two optimization problems: first one is
long term planning and consist determination of transmission capacity that will be used for
next period, while the second one is day-ahead planning and represents finding the optimal
routes that will satisfy the short term demand considering the available transmission
capacity. Subject of this paper is day-ahead problem.

The assumptions of the observed problem are:

e Daily demand is known, and all arranged demands must be satisfied.
Energy selling prices are known for each country.
Daily supply is known and some of them are arranged.
Energy buying prices are known for each country.
If there is a surplus or shortage of arranged supply, it will be traded through
futures markets.
Available daily capacity is purchased and presented in MW.
e ltis possible to buy extra daily transmission capacity if it is necessary.
o Profit presents difference between selling price and cost of buying energy and
transmission capacity.
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Decision that should be made is: where and how much ETC should buy and on which
ways that energy should be transferred so that they maximize total daily profit.

3 MODEL FORMULATION

Described problem originally can be modeled as directed multiple-source and multiple-sink
network. All ETCs from one country are represented by one node (Figure 1).

Figure 1: Cross-border energy flow presented as network

Obtained network then can be converted into single-source and single-sink problem by
introducing supersource s and supersink t. [4]
The notation used to define sets, parameters and decision variables is as follows.
o Sets
o V —set of all nodes
o A - setof arcs presenting existance of purchased capacity between nodes,
o B - setof arcs presenting existance of additional capacity between nodes,
e Parameters
cij — daily capacity in MW of arc (i,j) €A, i#s, j#t;
Csj — daily offer in MW of supplier j, (s,j) €A,
cit — daily demand in MW of buyer i, (i,t) eA,;
dij — flow price in € MW on arc (i,j) €A, i#s, j#t:
dsj — purchase price in €/ MW from supplier |, (S,])€A;
dit — selling price in €/ MW for buyer i, (i,t) €A;
pij — daily capacity in MW which is possible to buy on arc (i,j) €B, i#s, j#t;
dij — flow price for additional capacity in €/ MW on arc (i,j) €B,
0sj — purchase price for additional supply in €/ MW from supplier j, (s,j)€B;

r — daily total arranged demand r = z C
(i,t)eA

O

0O 0O O OO0 O o0 O O

it

e Variables:
o Xjj— optimal flow in purchased arc (i,j)e A
o Yij— optimal flow in additional arc (i,j)eB

Using given notation, the LP mathematical model for day-ahead planning can be stated
as:

77



(max) f (X1 Y) = Z ditXit -

Z dinij - Z qijyij

(i.t)eA (i.J)eA, j=t (i,j)eB (1)
Subject to.
2 Xt D Yy =T
(DA (s.)eB (2)
X, =T

(i.t)eA )
DREDNED NIRRT
(i,j)eA (i,j)eB (j.i)eA (j.i)eB (4)
O<x; <¢;, (i, ))eA )
Ogyijgpija(ilj)EB (6)

Objective function (1) maximizes the total profit. Equations (2-4) represent standard
constraints for value of the flow. Constraints (5-6) refer to the purchased and additional arcs
capacities.

The optimal values of variables xsj, (s,J))eA and ys;, (s,J))eB represent the amount of
MW that should be transmitted from regular and additional supplier s. Variables, X, (i,t)eA
represent the amount of MW which should be delivered to the buyer i. The rest of the
variables, xij, (i.j)eA, i#s, j#t and yj;, (i,j)eB, i#s, j#t are related to the optimal flow between
purchased and additional capacities, respectively.

4 ANUMERICAL EXAMPLE

A hypothetical example is as follows: Suppose that an ETC is in the middle of the day-ahead
planning and that there are arranged trading with three buyers and three suppliers. Energy
can be transmitted using 19 purchased capacities. Input data are given in Table 1. The main
values in the table refer to energy flow while values in parentheses represent prices. The
daily supplies and purchase prices from suppliers are given in the first row and the daily
demands and selling prices for buyer are given in the last column of the table. The rest of the
data represent available daily flow capacities and prices.

Table 1: Demand, supply and purchased transmission capacities and prices

s 1 2 3 4 5 6 7 8 9 t

s 30(16) 50(14) 60(15)

1 50(2) 45(2.5)

2 30(3) 35(2)

3

4 30(4) 40(1)

5 20(3) 30(1.5) 20(5) 30(3.5)

6 50(4) 25(2) 20(20)
7 25(3.5) 25(2) 30(25)
8 15(45) 30(3) 35(1.5)

9 50(4) 15(2.5) 60(22)
t

Since there is a surplus of arranged supply, ETC must sell that amount of energy through
futures markets. Also, if it is necessary, ETC can purchase additional daily transmission capacity.
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The corresponding data are given in Table 2.

Table 2: Additional transmission capacities and prices

s 1 2 3 4 5 6 7 8 9 [t
S

1 30(12) 25(12)

2 40(10) 20(7)

3 30(8)

4 25(14) 15(6)

5 10(13) 25(10) 40(9.5) 45(11)
6 30(8) 25(7)

7 25(11) 15(7)

8 35(15) 25(12)
9 40(13) 10(9)

t

GNU Linear Programming Kit (GLPK) has been used for modeling and solving. GLPK is an
open source software for solving linear and mixed integer mathematical programming
problems. The optimal solution obtained for the described problem by using GLPK is given
in Table 3 and represented graphically in Figure 2.

Table 3: Optimal solution

Arcs flow | Optimal value Maximum value
X[s,4] 30 30
X[s,5] 45 50
X[s,8] 35 60
x[4,7] 30 40
X[5,6] 20 30
X[8,9] 35 35
X[6,t] 20 20
X[7.1] 30 30
X[9,1] 60 60
y[5,9] 25 45

®

Figure 2: Graph representation of the optimal solution

Total daily profit is 447.5€, 5SMW from the supplier 5 and 25MW from the supplier 8 will be
sold through futures markets. In order to transmit arranged demand it is necessary to buy
additional 25MW of transmission capacity from node 5 to node 9.
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5 CONCLUSIONS

The optimization problems that appear in the trading section of Energy Trading Companies
have been considered in this paper and one of them, day-ahead energy planning, has been
formulated as linear problem. Day-ahead energy planning implies finding the optimal routes
that will satisfy the daily demand using the purchased and additional energy transmission
capacity. A hypothetical example has been presented in this paper. Since developed model is
linear, it can be used to solve real life problems of large dimensions. As a topic of further
research, the trading through futures markets can be taken into consideration. Another topic
of future research is modeling long term planning strategy of Energy Trading Companies.
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Abstract: This paper presents a slightly different approach of setting continuous GNSS (Global
Navigation Satellite System) orbit from discrete precise ephemerides, as contained in GNSS
processing software packages, where the orbit problem is solved using known mathematical tools
such as numerical integration and polynomial interpolation. This time we present solution based on
the use of wavelet neural networks (WNN), which is proved to be universal approximator. Numerical
studies showed that WNN employement in GNSS orbit re-construction can be useful alternative to
known solutions in GNSS orbit processing strategies.

Keywords: GNSS orbit re-construction, ephemerides, numerical integration, polynomial
inerpolation, wavelet neural networks

1 INTRODUCTION

Processing of GNSS-observations is based on two essential input data: observations and
ephemerides. The latter serve to determine the positions of GNSS-satellites at any time since
in the GNSS-processing satellites are treated as points of known positions. Satellites are
moving along the orbit and circle the Earth in a half of sidereal day. This means that satellite
positions are time-dependent quantities with large amount of positional data.

To reduce this amount of data satellite positions are presented in a compressed form
and termed as ephemerides. GNSS satellites broadcast information in the form of broadcast
ephemerides, which are pre-prepared in master control station and uploaded to the satellites.
In case of NAVSTAR GPS (Global Positioning System) technology broadcast ephemerides
are presented by Keplerian orbital elements, but in the case of GLONASS (rus. Globalnaja
Navigacionnaja Sputnikovaja Sistema) technology by discrete satellite positions. In case of
more precise ephemeris data, known as precise ephemerides, provided by IGS (International
GPS Service) and IGLOS (International GLONASS Service) over the web, data include
positions and clock corrections of all active satellites in a 15-minute tabular form.

Using both broadcast and precise ephemerides requires numerical methods for orbit re-
construction. This means that in GNSS-processing orbit function has to be re-constructed
from ephemeris data and only from the resulting continuous function user can calculate the
positions of a satellite at specific time.

1.1 GNSS ephemeris data form

Broadcast and precise ephemerides use different data and therefore each uses different re-
construction method.

GNSS control segment derives GNSS broadcast ephemeris data by extrapolating the
estimated orbit for 1 to 14 days into the future. Parameters in broadcast ephemerides are
obtained from a curve fitting to the predicted satellite orbit over an interval of 4 to 6 hours.
GPS broadcast ephemerides contain orbital parameters (a, e, I, Q, w,
uy) and specific coefficients of perturbed orbit motion, which take into account orbit
perturbation derived from Earth’s gravity field, solar pressure, attraction from Sun and
Moon. Orbital parameters (Figure 1) are used to compute orbit function in an inertial frame,
which means that is rotated to terrestrial frame (i.e. Earth fixed). Since Keplerian elements
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in broadcast ephemerides only describe the satellite's orbit over the interval of applicability,
they should't be treated as true Keplerian elements of satellite motion. A sample of GPS-
broadcast orbit for one satellite is given in Figure 2.

z

\ satellit

IS semimajor axis of the orbit

is numerical eccentricity,
computed from b: e = Va? — b?
inclination of the orbital plane

Q is right ascension of the
ascending node

) is argument of perigee

Ug argument of latitude

Figure 1: Keplerian orbital parameters [1]
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Figure 2: GPS navigation message with one set of broadcast ephemerides

Since in geodesy many applications have required orbits of better accuracy than those from
broadcast ephemerides, in 1992 IGS started to produce precise ephemerides. The precise
ephemerides's problem of arrival time delay was partly solved in 1996 with rapid
ephemerides (IGR) and eventually in 2001 with ultra-rapid ephemerides (IGU). IGU, IGR
and 1GS final ephemerides are distinguished according to criteria of time delay of access and
accuracy of data. However, comparing to broadcast all sets of precise ephemerides have
better accuracy that is constant for the whole interval, but these data are available in smaller
discrete time intervals [2]. Precise ephemerides are packaged in daily (or one day and a half
in case of IGU) SP3 files and contain discrete positions (x,y,z) and clock rate's for all
satellites at 15-minute interval.

1.2 GNSS orbit re-construction

GPS broadcast orbits are re-constructed from ephemerides using a method, proposed in ICD-
GPS-200C, Table 20-1V 1997 [3].

GNSS data processing softwares use the interpolation functions for orbit re-
construction using discrete tabular data (numerical integration is not used very often, since
SP3 precise orbits include only positional data). However, those functions have restrictions
since they can be used only for central interpolation, while the accuracy of the calculation is
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not good enough at the beginning and end of the interval. The solution of the problem are
presented by providing more functions for definition area, known as several successive
interpolations [4]. However, the problem is still not resolved at the beginning and end of the
computational area (Figure3). Interpolation by polynomials is done for each poisition
component separately. Most used Lagrange's interpolation has a better performance at the
boundaries (as trigonometric) which makes it more convinient for real time applications [5].

Here we present a different approach of satellite orbit construction from 15-minute
tabular data, allowing identification of only one function throughout the interval. This
approach is based on WNN learning.

2 WAVELET NEURAL NETWORKS

Wavelet neural networks [6] are a special case of feedforward networks, that combine two
traditionally separate theories into optimal functional tool for solving non-linear problems.
The first wavelet theory is used for optimization of theorems of approximation and scaling,
while feed-forward networks keep properties of universal approximation and effective
learning.

&
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@ /' ;\X n}‘
input hidden output

Figure 3: Wavelet neural network architecture

Wavelet networks are three-layer networks, i.e. they consist from a single hidden layer in
which activation functions are dilated (b; € R™) and translated (a; € R) versions of a single
function, called mother wavelet function. Daughter wavelets are formed by [7]:

$y00 = a7 () ®

aj

where x consists of known data in the input layer and vector y consists of known data in the
output layer.
And the WNN output f is given by:

f =2 wiY; (%) )

yjcan be any suitable basis function, such as Gaussian, Gaussian wavelet, Mexican hat or
Morlet function.
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Gaussian: | (x) = exp(—x2) 3)
x? (4)
Gaussian wavelet: | ¥(X) = (=) - exp )
Mexican hat: | Y (x) = (n — 2x2) - exp(—x?2), n = dim(x) (5)
x2
Morlet; | () = cos(5x) - exp (‘ 7) (6)
Gaussian Gaussian wavelet Mexican hat Morlet
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Figure 4: Wavelet functions as types of activation functions

WNN learning is done by two steps: first by fixing dilation and translation parameters, and
next by finding weights solving the system of linear equations. The translation parameters
can be chosen randomly from the input data, while the dilation parameters are usually fixed.
The network output O for all the input data can be expresseed as:

0 =PYW (7)
where:
lp(xlﬂalﬂbl) l/J(Xl, an, bn)

lp(xnl a, bl) l,lJ(an, an, bn)
The weights matrix is solved by pseudoinversion:

P = (8)

W =90, ¢t = (pTy)-1ypT 9)
For the evaluation of WNN learning mean square function is used:
1 2
E(f) =Xk — f(xD) (10)

3 NUMERICAL SIMULATIONS

The WNN, used for orbit approximation, consisted of one neuron in the input layer (time)
and three neurons in the output layer, representing the three components of the precise
broadcast orbit corrections (LJx, [y, [1z).

Two experiments have been done to verify the performance of WNN: the first
experiment is to determine the applicability of WNN for function approximation, and second
the performance of WNN in prediction.

WNN learning was evaluated using Eg. 10 and further compared to positions
computed from other (polynomial inetrpolation) orbit computation methods. Approximation
results were evaluated using root mean square function as the error criteria:

RMSE = \/l' im (fi —y1)? (11)

n

where f; is the WNN output and y; known value. Smaller RMSE, better the accuracy.
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In Tables 1-3 experimental results of WNN in approximating with different types of
activation functions in hidden layer (in our case wavelet functions) are presented. Minimal
and maximal deviations are shown, as well as RMSE as final error criteria.

Table 1: WNNs results [m] (x-component) Table 2: WNNs results [m] (y-component)
Basis functions min max ([RMSE Basis functions min max |RMSE
Gaussian -0.067 [0.255 | 0.080 Gaussian -0.002 (0.032 | 0.007
Gaussian wavelet|-0.037 |0.006 | 0.009 Gaussian wavelet [-0.002 |0.033 | 0.007
Mexican hat -0.082 |0.005 | 0.019 Mexican hat -0.017 {0.002 | 0.004
Morlet -0.112 |0.008 |0.026 Morlet -0.013 |0.002 | 0.003

Table 3: WNNs results [m] (z-component)

Basis functions min max ([RMSE |
Gaussian -0.162 |0.018 | 0.039
Gaussian wavelet [-0.175 [0.020 | 0.042
Mexican hat -0.037 |0.003 | 0.009
Morlet -0.026 |0.002 | 0.006

As seen WNNs approximate function efficiently, which probably results due to the fast
oscillating characteristics of the wavelet functions. Among all the wavelet basis functions
used, Gaussian function yields the lowest accuracy. For the x-component best results gives
the Gaussian wavelet, while for y and z component Morlet function is best choice in above
presented situation.

WNN can be used also for prediction. Simulations showed method performed well for
20 minutes after last known precise broadcast orbit correction used for training. Figure 4
shows different WNNSs performances, i.e. deviations in radial componet. As seen from
Figure 4 after deviations after 20 minutes of last known data dont' exceed 2 cm. This is an
important ascpect especially in situations when the user cannot get new ephemeris data for
example during the reception gaps.
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Figure 4: WNNs’ performance in prediction (radial component)
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4 CONCLUSIONS

In this paper WNN is addressed to estimate the GNSS-orbit function. This product could
support GNSS software packages especially near the end of the precise ephemerides. The
advantage of such orbit function construction is the ability to determine unique orbit function
for the whole are of given points (i.e. satellite's positions), but also allows to use orbit
function outside the area (when using interpolation polynomials extrapolation can be
critical).
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Abstract: Application of Business Intelligence and Data Mining is necessary in process of obtaining
competitive advantage and survival in the market. Application of tools and methods of data search
results lead to a decrease of loss of income and indicates how a company should manage its
business, ie. how to make the organization more "intelligent”, and how to make its human resources
to be knowledge society. In our work we will use the demographic group and REFII model, with use
of a software solution Time Explorer, developed in Visual FoxPro tool.
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1 INTRODUCTION

Telecommunications companies face a tough competition today, the demands of the Internet,
the possibilities of broadband services (teleconferencing, videoconferencing, video on
demand) and the ever increasing demands. By monitoring the evolution of the
telecommunications industry, more and more is evident that many telecommunications
companies are moving away from a business model based on the strategy of development of
infrastructure / products / services and accept a business model based on the strategy focused
on customer service. Business Intelligence (Bl) means a category of funds data analysis,
reporting, querying, that in a business process it can help to use out large amounts of data
that are synthesized in valuable information which will be based on prudent business
decisions. Business intelligence involves the following four factors: the decision support
system (DSS-Decision Support System), Data Warehouse and / or Data Mart, Best
Analytical Processing and data mining applications. For the successful operation of modern
companies need to focus right information at the appropriate parts of the company at the
right time. It is required to digitize all the processes in the organization and make the
organization of "intelligent one", and its human resources to their staff knowledge.

To get the large amount of information provided from data that have business
significance and serve as decision support, it is necessary to perform data mining analysis, or
conduct the process of discovering knowledge from data (KDD - Knowledge Discovery
from Databases). Data Mining is the analysis (often very large) of data sets with the goal of
finding unexpected relations and patterns in data sets or summary view of data, so that the
owner or user of data provides new, understandable and useful information. Data mining
plays a major role in every aspect of CRM. Only by applying data mining techniques, can be
a great hope for the transformation of numerous company records in the user database into a
kind of a comprehensive image of its users. An important prerequisite for successful analysis
of DM's is"purity” of the data from the database, and great attention should be paid to the
DM model building and selection of appropriate techniques. The choice of data mining
techniques is just one of the phases in the generic data mining model.This paper presents the
process of DM analysis on the example of Telekom Srpske segmentation. There are several
DM techniques that can be used for the segmentation of the user. Segmentation of users is
also known as clustering technique. Clustering is a research DM technique.
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2 CUSTOMER SEGMENTATION ANALYSIS USING DATA MINING

Identifying characteristics of users is the target's activity analysis and gives views of the
users, which directly involve the business strategy for CRM (customer relationship
management). CRM is a business model based on a strategy focused to customer service.
Strategy focused on customer service lies at the basis of the available modern information
technologies that enable rapid and efficient understanding of the needs and behavior of
service users, so that understanding is to be as better as possible used to increase the
competitiveness of the company. CRM in telecommunications companies as a result of the
convergence of services, provides a view of the user - one call, one view, one bill.

Necessary conditions of successful business strategy for telecommunications
companies are understanding users’ behaviour and proper management of relationships with
these customers. The reason for this is also illustrated by the following data:

1. 5% savings in operational costs, the company can raise profits in the range of
25-60%,

2. 35% of users using only one telecom service or have only one job with telecom,
potentially are ready to go in the competition,

3. about 20% of customers make 80% profit to telecom,

4. five times the higher cost of acquiring a new customer than retain an existing.

Using the DM model we can get a model for the segmentation of customers to identify
groups with similar characteristics that will help better understanding of the user. To know
who our customers are, is a good starting point for understanding the rapid changes in the
market for telecommunications industry. Customer segmentation is the basis for taking
targeted action for each user group. Thus, for example, we offer free minutes to a particular
group of users such as users of telecom services are mostly used on weekends or those who
have the most incoming calls.

Customer segmentation can be done based on different criteria. It can be simple
criteria such as age, gender, demographic characteristics or a combination of these. The DM
deals with the segmentation even though it actually works on clustering. Clustering means
grouping of users with similar characteristics while simultaneously trying to maximize the
differences between these groups. The goal of segmentation in the DM is to discover groups
of users that come from the data that the company has about them, instead of ordering a
group on the basis of deciding which features are the most important. DM tells what business
rules should be, instead of what is thought it should be. There are two DM techniques for
segmentation of users: demographics and neuronal clustering. Neuronal clustering is mainly
used when the majority of variables are numerical, while demographic clustering is mainly
used when the most variables are categorical, because it can operate with categorical values
not converting them into numeric. These techniques are complementary and can be used
together. Neuronal clustering involves determining the maximum number of clusters. In our
case, we can identify four clusters. The number of clusters is base for CRM marketing
department of the company, and it is very difficult to use a large number of clusters and data
arising from the same. The decision about a number of clusters depends on where and how
to use the results of segmentation and should be discussed with the marketing perspective.
There are software’s for this scaling of input data (IBM's Intelligent Miner for Data Mining).
The main difference between the demographic and neuronal clustering is that the
demographic clustering automatically determines the number of clusters, whereas for neural
clustering is needed to decide how many clusters are to be performed. We will describe how
a generic DM model can be used to define groups of users in the telecom industry and how
this can be used in the CRM system.
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3 CUSTOMER SEGMENTATION TELEKOM SRPSKE (CASE STUDY)

From a large set of questions about users’ behaviours of telephone services from Telekom
Srpske, and for which we shall give an answer using the DM analysis, we recommend the
following: How are the users of telephone services grouped due to: the frequency of calls by
days of a week, total call duration and total number of spent pulse? The data in CDR format
are taken from the headquarters in Banja Luka for a period of six months of the 2011. In
order to obtain answers to the above question, we used the DM technique - cluster analysis.
In this case, the entire available data set (total traffic), the purpose of exploration, cluster
analysis was performed using a neural network (Kohonen Feature Map - Kohonen self-
organizing map).

Cluster analysis was based on the variables: the frequency and duration of calls by call
type (local, international ...), the days of the week and hours in the day when the calls were
completed, a specified number of clusters was four. This is just one of many possible
combinations. The clusters are shown in Figure 1:
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Figure 1: Cluster analysis of frequency and duration of calls by call type
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The variable "total number of impulses™ contains rough information about the profitability of
customers, and it is easy to see that each cluster 1 and cluster 2 are very different in
profitability. This confirms the distribution of the total number of impulses in these clusters,
with Figure 2.

Tel_Klast_Neur_4 Cluster 1 32.75% of population

80 |-

60 |-

%

40

20 |-

o L |

1} 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000 60000

Tel_Klast_Neur_4 Cluster 2 29.08% of population

50 |-

40 |-

30 |

%

20 |

10 |-

oL -

I 1 1 I
[a] BOOO 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000 6O0OO0

Figure 2: The distribution of pulses from Cluster 1 and Cluster 2

Characteristics of Cluster 1 are (33% of users belong to this cluster):

1. Local calls are above average frequency and duration in certain periods of time
(early in a day during the whole week),

2. low level of use of services,

3. low level of other types of calls and to other networks.

From the description of Cluster 1, we can conclude that it is the largest group of users
of low profitability. Behaviour based on the method of a call indicates that this is the home
users (natural persons), mostly unemployed (students, pensioners), with low levels of use of
services that are charged. Marketing efforts directed towards this group of users whose
consumption is highly correlated with the prices of services, should concern the campaign to
retain customers and prevent their leaving to the competition (it is five times more expensive
to attract new users than to retain existing). These users need to be offered discounts during
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the day when level of calling is below average (the introduction of service-type happy hour -
cheaper or free calls during certain periods of the day). Also they need to offer new services
with discounts.

Characteristics of Cluster 2 are (29% of users belong to this cluster):

1. Local calls are evenly spread throughout the time frame (except Saturday and
Sunday) uniformed frequency and duration,

2. Calls to MOBI'S network of evenly spread throughout the time framework of
uniformed frequency and duration (except Saturday and Sunday)

3. All calls are above average frequency and duration in the middle of all working
days.

The characteristics of this cluster proved the claim that about 20% of users made 80%
profit of telecommunications company. This means that this is a very profitable segment of
customers (business users) with high purchasing power. Marketing campaign for this
segmentation group should concern keeping profitable customers and increase profits
brought by these users (a campaign to increase the loyalty of profitable customers, and cross-
selling and up-selling through service packages and business solutions).

4 CONCLUSIONS

Data mining and extraction of hidden knowledge from large databases is a powerful new
technology with great potential to help companies to focus on the most important
information in their databases. The most common areas of use of data mining, KDD ie.
(Knowledge Data Discovery) are: telecommunications, customer retention and to prevent
their transition to competition, profiling of users, the techniques of direct marketing, TV,
business with credit cards, credit card fraud, investment analysis, risk management, banking,
bioinformatics, the collection of loans, education, chemical industry, pharmaceutical
industry, insurance, industrial processes - detecting defects, manufacturing, marketing, e-
commerce.

Application areas where the greatest benefits are achieved are: improving relationships
with customers (CRM), customer retention and preventing their transition to competition, the
detection of fraud (Fraud Detection) to detect and predict failures (Fault Detection and
Prediction).

CRM system can help to build customer loyalty through: better service with a view to
the user (one call, one view, one bill); better marketing with analysis of the users (targeted
campaigns using analytical CRM tools for in-depth analysis of customer data in order to find
models and usage of indicators, rather than "spray and pray" campaigns) to identify potential
churn-era and proactive action, linking behaviour, "user-in focus™ with rewards for
employees. Keeping existing customers is more valuable than attracting new ones, because
efforts to customers’ retention avoid direct acquisition costs.

Until recently, the market of the Republika Srpska, Telekom Srpske, was protected by
the state and, generally, there was no need for technology to support decision making and
improving relationships with customers because customers had no choice. However, by the
emergence of more operators, it leads to rapid maturation of the market of Republika Srpska,
and BiH. However, due to specific conditions in the environment, the market is still not
mature in the true sense of the word.

In order that Telekom Srpske remains the leading operator in Republika Srpska (or
become in BiH), the company's strategy must be constantly improving the CRM function,
quality improvement and expansion of services and providers. Since data mining plays a
major role in every aspect of CRM, just by applying data mining techniques Telekom Srpske

91



can hope for a better understanding of the user. The primary goal of Telekom Srpske
management must be the creation of information infrastructure (decision support systems)
that will provide the necessary support to data meaning, such as data warehouse, database
supplied from many operational systems and the inspection of the entire company with one
point of view.

Current practices show that the implementation of data mining in the business of the
company brings a quick return on investment, actively applying the knowledge gained and
the most important is advantage in a competitive environment.
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Abstract: In this paper we present the algorithm and its implementation in the software pack-
age NCSOStools for finding sums of Hermitian squares and commutators decompositions for
polynomials in noncommuting variables. It is based on noncommutative analogs of the classical
Gram matrix method and the Newton polytope method, which allow us to use semidefinite
programming.
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1 INTRODUCTION

The main question studied in this paper is whether a given real polynomial in noncommuting
variables (nc polynomial) can be decomposed as a sum of Hermitian squares and commutators.
Using semidefinite programming (SDP) one can obtain numeric evidence and may ask if an
exact proof (or certificate) for the answer based on an algorithm can also be given.

1.1 Motivation

The interest in finding decompositions of an nc polynomial as a sum of Hermitian squares and
commutators is based on the following fact. If such a decomposition exists, the nc polynomial
is necessarily trace-positive, i.e. all of its evaluations at tuples of symmetric matrices have
nonnegative trace. Following Helton’s seminal paper [5], this can be considered as a specific
case of free real algebraic geometry in the study of positivity of nc polynomials. Much of
today’s interest in real algebraic geometry is due to its powerful applications. For instance, the
use of sums of squares and the truncated moment problem for polynomial optimization on R"
established by Lasserre and Parrilo [9, [8 12} [11] is nowadays a common fact with applications
to control theory, mathematical finance or operations research. A nice survey on connections
to control theory, systems engineering and optimization is given by Helton, McCullough, de
Oliveira, Putinar [3]. Applications of the free case to quantum physics are explained e.g.
by Pironio, Navascués, Acin [13] who also consider computational aspects related to sums of
Hermitian squares (without commutators).

As a consequence of this surge of interest in free real algebraic geometry and sums of (Her-
mitian) squares of nc polynomials we have developed NCSOStools [I] — an open source Matlab
toolbox for solving such problems using semidefinite programming (SDP). As a side product
our toolbox implements symbolic computation with noncommuting variables in Matlab.
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2 PRELIMINARIES

2.1 Words, nc polynomials and involution

Fix n € N and let (X) be the set of words in the n noncommuting letters X7, ..., X, (including
the empty word denoted by 1). We consider linear combinations ), a,w with a,, € R, w € (X)
of words in the n letters X which we call nc polynomials. The set of nc polynomials is actually
a free algebra, which we denote by R(X). An element of the form aw where a € R\ {0} and
w € (X) is called a monomial and a its coefficient. The length of the longest word in an nc
polynomial f € R(X) is the degree of f and is denoted by deg f. The set of all nc polynomials
of degree < d will be denoted by R(X)<4. If an nc polynomial f involves only two variables,
we write f € R(X,Y) instead of R(X7, X3).

We equip R(X) with the involution x that fixes RU{X} pointwise and thus reverses words,
e.g. (X1X3X3—2X3)* = X3X37X; — 2X3. Hence R(X) is the x-algebra freely generated by n
symmetric letters. Let Sym R(X) denote the set of all symmetric elements, that is,

SymR(X) :={f e R(X) | f = f"}.

2.2 Sum of Hermitian squares and commutators

An nc polynomial of the form g¢g*g is called a Hermitian square and the set of all sums of
Hermitian squares will be denoted by 2. Clearly, ¥2 C Sym R(X). The involution * extends
naturally to matrices (in particular, to vectors) over R(X). For instance, if V = (v;) is a
(column) vector of nc polynomials v; € R(X), then V* is the row vector with components v;.
We use V! to denote the row vector with components v;.

Example 2.1 The polynomial f = X?> - X%Y ~Y X2+ Y X2Y + XY?2X is a sum of Hermitian
squares, in fact, f = (X — XY)*(X — XY)+ (YX)*(YX).

The next notation we introduce is cyclic equivalence which resembles the fact that we are
interested in the trace of a given polynomial under matrix evaluations.

Definition 2.2 An element of the form |p, q] := pq—qp, where p, q are polynomials from R(X),

is called a commutator. Nc polynomials f,g € R(X) are called cyclically equivalent (f X g)
if f— g is a sum of commutators:

k k
f=9=> Ipiail =Y (piti — aips) for some k € N and p;, q; € R(X).

i=1 i=1
It is clear that X is an equivalence relation. The following remark shows how to test it.
Remark 2.3

(a) For v,w € (X), we have v X w if and only if there are vy, vy € (X) such that v = vivy
and w = vov1. That is, v X w if and only if w is a cyclic permutation of v.

b) Nc polynomials f = apw and g = bpw (ayw, by € R) are cyclically equiva-
we(X) we(X)
lent if and only if for each v € (X),

S aw= Y b 1)

96



Example 2.4 We have 2X2Y2X? + XV2X2 4+ XV2X* T3V XY + Y X3Y as

2X2YV2X3 4+ XY2X?2 + XV2X1 - 3Y X°Y + Y X3Y) =
= [2X%Y, Y X3 + [XY, Y X' + [XY, Y X?.

Let
0% :={feR(X)|Igex*: fXg}

denote the convex cone of all nc polynomials cyclically equivalent to a sum of Hermitian squares.
By definition, the elements in ©2 are exactly nc polynomials which can be written as sums of
Hermitian squares and commutators.

Example 2.5 Consider the nc polynomial f = X?Y?+ XY2X 4+ XY XY +YX?Y +YXY X +
Y2X2. This f is of the form

f = (XYXY +YXYX 4+ XY2X +YX?) 4+ 2XY2X + (sum of commutators)
(XY +YX)"(XY +YX)+2(YX)(YX) + (sum of commutators),

hence we have f € ©2 taking the polynomials g1 = (XY +Y X), g2 = V2Y X in the certificate.

2.3 Semidefinite programming

Semidefinite programming (SDP) is a subfield of convex optimization concerned with the opti-
mization of a linear objective function over the intersection of the cone of positive semidefinite
matrices with an affine space. More precisely, given symmetric matrices C, Aq,..., A, € SR*?
and a vector b € R™, we formulate a semidefinite program in standard primal form (in the se-
quel we refer to problems of this type by PSDP) as follows:

inf (C,G)
s.t. (A, G) = b, i=1,...,m (PSDP)
G = 0.

Here (., .) stands for the standard scalar product of matrices: (A4, B) = tr(B'A). The dual
problem to (PSDP) is the semidefinite program in the standard dual form

sup (b, y)

Here y € R™, and the difference C' — ), y;4; is usually denoted by Z.

The mentioned matrix C' is arbitrary. One can use C' = I, a commonly used heuristic for
matrix rank minimization. Often however, a solution of high-rank is desired. Then C = 0 is
used, since under a strict feasibility assumption the interior point methods yield solutions in
the relative interior of the optimal face, which is in our case the whole feasibility set. If strict
complementarity is additionally provided, the interior point methods lead to the analytic center
of the feasibility set [4]. Even though these assumptions do not always hold for the instances
of SDP we construct, in our computational experiments the choice C' = 0 in the objective
function almost always gave a solution of higher rank than the choice C' = I.

The relevance of SDP increased with the ability to solve these problems efficiently in theory
and in practice. Given an € > 0 we can obtain by interior point methods [I0] an e-optimal
solution with polynomially many iterations, where each iteration takes polynomially many
real number operations (provided that both (PSDP) and (DSDP) have non-empty interiors of
feasible sets and we have good initial points).
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There exist several general purpose open source packages (cf. SeDuMi , SDPA , SDPT3 )
which can efficiently find e-optimal solutions. If the problem is of medium size (i.e., s < 1000
and m < 10.000), these packages are based on interior point methods, while packages for larger
semidefinite programs use some variant of the first order methods. Nevertheless, once s > 3000
or m > 250000, the problem must share some special property, otherwise state-of-the-art solvers
will fail to solve it for complexity reasons.

3 COMPUTATIONAL ALGORITHM

In this section we discuss an algorithm based on the Gram matrix method for testing the
membership in ©2. The algorithm with the aid of semidefinite programming is presented in

Section 3.2l

3.1 The tracial Gram matrix method

Testing whether a given f € R(X) is an element of %2 or ©2 can be done efficiently by using
semidefinite programming as first observed in [7, Section 3]. The method behind it is a variant
of the Gram matrix method and is based on the following proposition, which is a natural
extension of the results for sums of Hermitian squares (cf. [3, Section 2.2] or [6, Theorem
3.1 and Algorithm 1]), which are in turn variants of the classical result for polynomials in
commuting variables due to Choi, Lam and Reznick ([2, Section 2]; see also [11]).

Proposition 3.1 Let W be the vector of all words w € (X) satisfying 2deg(w) < deg(f),
where f € R(X). Then

(a) f € X? if and only if there exists a positive semidefinite matriz G such that
f=WwGw; (2)
(b) f € ©? if and only if there exists a positive semidefinite matriz G such that
R WrGW; (3)

Moreover, given a positive semidefinite matriz G of rank r satisfying (3) or (3), respectively,
*

one can construct nc polynomials g1, . .., gr € R(X) such that f =>"._, gfgi or f X > 195G
respectively.

The matrix G satisfying is called a Gram matriz for f, while matrix G satisfying is
called a (tracial) Gram matriz for f.

For an nc polynomial f € ¥? or f € R(X) the (tracial) Gram matrix is not unique, hence
determining whether f € 2 or f € ©2 amounts to finding a positive semidefinite Gram matrix
from the affine set of all (tracial) Gram matrices for f. Problems like this can (in theory) be
solved ezactly using quantifier elimination. However, this only works for problems of small size,
so a numerical approach is needed in practice. Thus we turn to semidefinite programming.

3.2 Sums of Hermitian squares and commutators and SDP

In this subsection we present a conceptual algorithm based on SDP for checking whether an
nc polynomial f = ZweR< x) QuwlW of degree < 2d is cyclically equivalent to a sum of Hermitian
squares. Following Proposition |3.1| we must determine whether there exists a positive semidef-
inite matrix G such that f X W*GW. This is a semidefinite feasibility problem in the matrix
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variable G, where the constraints (A4;, G) = b; are essentially equations . Note that since
w* ngc w in general, these constraints need not be symmetric. As we restrict our attention to
polynomials which are cyclically equivalent to symmetric polynomials (the others are clearly
not in ©?), we may always merge the equations corresponding to a particular word and its
involution. We formalize this lesson as follows:

Proposition 3.2 If f =Y, ayw € ©? then for every v € (X),

Z ay = Z Aoy (4)

cyc cyc
~

w A~V w A~ v

Corollary 3.3 Given f € R(X) we have:
(1) 4f f does not satisfy [{4]), then f & 0?;

(2) if f satisfies , then we can determine whether f € ©2 by solving the following SDP with
only symmetric constraints:

inf (C,G)
s. t. Z Gpg = Z(aw+aw*), Yoe W

cyc cyc

P4, p*g XV w A~
cyc

VvV p*q PO

(CSOHSspp)

v

G = 0.

The constraints in (CSOHSgpp) are (Ay, G) = by, where by = 3 o (aw + aw+) and
A, = Ay~ is the symmetric matrix defined by

2 if prq X v & prq T v,
(Av)pa =19 1; if pq X v & pqg X 0¥,
0; otherwise.

The conceptual algorithm to determine whether a given polynomial is cyclically equivalent to
a sum of Hermitian squares (the Gram matriz method) is now as follows:

INnpuT: f € R(X) with f = Zwe@) a,w, where a,, € R.

STEP 1: If f does not satisfy ({]), then f & ©2. Stop.

STEP 2: Construct W.

STEP 3: Construct data A,,b,, C' corresponding to (CSOHSgpp).

STEP 4: Solve (CSOHSgspp) to obtain G. If it is not feasible, then f ¢
©2. Stop.

STEP 5: Compute a decomposition G = R'R.

OUTPUT: Sum of Hermitian squares cyclically equivalent to f: f %

> ;95 9i, where g; denotes the i-th component of RW.

Algorithm 1: The Gram matrix method for finding ©2-certificates.
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Example 3.4 We conclude this presentation considering the polynomial
f=25s2(X,Y) = XV2 + X’V XY + XYV2X + X'V X?Y + XY XY X + X1V2 X2+
+ X3V XY + X3V XY X + X3V XY X2+ X3V2X3 + X2V XY + X2V X3Y X+
+ XY XY X2+ X2V XY X3 + X2YV2 X+ XY XY + XY XY X + XY X3Y X2+
+ XY XY X3+ XY XY X 4+ XYV2XP 4+ VXV + Y XY X + Y XY X2+
+Y XWX+ VXY XY+ Y XY X5 +V2X6,
To prove that f € ©2 with the aid of NCSOStools, proceed as follows:
(1) Define two noncommuting variables:
>> NCvars x y

(2) For a numerical test whether f € ©2, run

>> params.obj = O;
>> [IsCycEq,G,W,sohs,g,SDP_data] = NCcycSos(BMV(8,2), params);

where our polynomial f is constructed using BMV(8,2). This yields a floating point Gram

matric G
3.9135 2.0912 —0.1590 0.9430

2.0912 44341 1.0570 —0.1298
—0.1590 1.0570  4.1435  1.9088
0.9430 —0.1298 1.9088  4.0865

G =

for the word vector

W= [X XX XvYX® vx®'.

The rest of the output: IsCycEq = 1 since f is (numerically) an element of ©%; sohs

cyc

is a vector of nc polynomials g; with f ~ >.gfg; = g; SDP_data is the SDP data for

I(CSOHSspp|) constructed from f.

(3) To round and project the obtained floating point solution G, feed G and SDP_data into

RprojRldlt:

>> [Grat,L,D,P,err]=RprojR1d1t(G,SDP_data,true)

This produces a rational Gram matrix Grat for f with respect to W and its LDU de-
composition PLDL'P!, where P is a permutation matriz, L lower unitriangular, and D
a diagonal matriz with positive entries. Finally, the obtained rational sum of Hermitian

squares certificate for f = Sg2(X,Y) is

4
£ Nigigi
=1
for
1 1
g = XY+ 5X2YX + ZYX3
1 1
¢ = X’YX+ gXYX2 - 6YX?’
1 .
g3 = XYX%+ %YXd
g = YX?
and 11 105
)\1:4, AQZB, )\3237 >\4:ﬂ
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4

Conclusions

In this paper we consider polynomials in noncommuting variables which can be decomposed into
a sum of Hermitian squares and commutators. Such nc polynomials are cyclically equivalent to
a sum of Hermitian squares and are trace-positive. In the first part of the paper we present a
systematic way to find such a decomposition of a given nc polynomial using computer algebra
system. The main part of the method, which is a variant of the classical Gram matrix method, is
a construction of semidefinite programming feasibility problem. We also present some examples
illustrating our results. We conclude with a demonstration of how to use the proposed algorithm
for practical problem solving implemented in the computer algebra system NCSOStools.
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Abstract: The Lovéasz theta number is a well-known lower bound on the chromatic number
of a graph G, and ¥ (G) is its impressive strengthening. We apply semidefinite programming
formulation of both functions to obtain suboptimal (matrix) solutions in a polynomial time.
These matrices carry valuable information on how to color the graph. The resulting graph
coloring heuristics utilizing these two functions are compared on medium sized graphs.
Keywords: semidefinite programming, graph coloring problem, boundary point method

Math. Subj. Class. (2010): Primary 90C22, 13J30; Secondary 14P10, 47A57, 08B20

1 Introduction

Let G(V, E) be a simple (i.e. loopless and undirected) graph, where V' denotes the set of
vertices of G, and F the set of edges of GG. Since we represent graphs by matrices, we assume
that vertex setis V = {1,2,...,n}. Symmetric matrix X is positive semidefinite (denoted by
X = 0), if all its eigenvalues are non-negative.

Map c¢: V — {1,...,C} such that

ij € E = c(i) # c(j) (1)

is a graph C-coloring. Subset S C V is stable, if no pair of vertices in S is connected by an
edge, i.e. i,j € S = ij ¢ E. Vertices colored by the same color i therefore form a stable set
¢ Y(i). So graph C-coloring forms a partition of the vertex set into C stable sets, and the graph
coloring problem is to find such a partition with the smallest cardinality x(G).

2 Some formulations of x(G) and their SDP relaxations

Given a simple graph G(V, E), V = {1,...,n}, and a C-coloring ¢ we can assign to each
stable set ¢71(i), 1 <i < C, its characteristic vector z* € {0,1}", defined coordinate-wise by

(1, ife() =i
i ) )
YT { 0, otherwise. (2)

The coloring matriz X := >, 2'(x*)" has the following obvious properties

ISupported by the Serbian Ministry of Education and Science (projects ITI 44006 and OI 174018)
Zupported by the Slovenian Research Agency (bf'lateral project no. BI-SR,/10-11-040).
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zy; € {0, 1} foralli,jeV, (3)
riyi = lforallieV, (4)
xzy; = O0forallijeFE, (5)
X = o0, (6)

and rank(X) = C. In fact any X > 0 satisfying (B)-(E]) represents a legal coloring[3].

Following standard homogenization procedure ([7, [5, 9] we rather add to the matrix X the
zeroeth row and column (which do not represent any vertex), and study the matrices

[T -E[ [T

where e denotes the vector of all ones.

Obviously X > 0. In fact, it is easy to see [3] that

el

C = rank(X) = min{¢| [ Z P

} = 0, X feasible for @3) — [{)}. (8)

Therefore

e X
X feasible for @) — (@).

5. 1. X_{t GT]H) (GCP)

Removing binary constraint (B]) yields the Lovasz © function([7, [3, [4])

©(G) = min t

= t el

t. = -

st X=[] | =0 ©)
x;; = 0forallij € E,
zy; = lforallieV,

a well-known relaxation of the chromatic number.

Let X be an optimal solution of @). Karger, Motwani and Sudan [6] defined a heuristic
with the best theoretical upper bound on the number of colors needed to legally color a graph.
A pair i,5 € V is likely to be colored by the same color by their heuristic only when x;; is
large.

A recursive variant of their heuristic performs well on medium sized graphs [3], and benefits
from strengthening SDP bound (@) toward x(G). Therefore in the next section we introduce
Ui (G), an impressive strengthening of ©(G) based on moment matrix idea[4].

3 Function Vg (G)

Let K CV be a clique, i.e. a set of pairwise connected vertices. W.l.o.g. we may assume
K ={1,...,k}, i.e. each pair of the first k vertices of V' forms an edge, for some k < n. We
define for the given coloring ¢ the moment coloring vectors y* € {0, 1}1Tntk(4n) 1 <4 < ¢
based on the clique K as follows
o T
. ahad) )

Yy = [].,ZEI,...,$n,$1,$1x1,$1l’2,...,xlwn,.

i
where 2 are from (2.
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For easier referencing to elements of y* we label components of 4° by monomials of order

2 in (commutative) variables zg := 1, 21, ..., zp:
222020,y 202, 2120, 203 2122+« ey P12y - -y 2205 ZhZLy - -+ 3 ZkZm -
0-th block 1-st block k-th block
For any n-tuple of values (z%,...,2%) we have yipzq = yiqu, 0 < p,g < n. Vectors
[2%,..., 2] have actually only 0 — 1 values and since we fix zgp = 1 we also have the following

equations for every y":
i i
yzs - yZOZp

These equations imply that several components from g’ can be deleted. In numerical imple-
mentations they need to be deleted, but here we keep them as the larger matrix ([I0) has nicer
structure making the arguments simpler.

Resembling ([7]) we can construct the matrix

C
Yo Y i) =0 (10
i=1
It has a (k+ 1) x (k + 1) block structure
YDO Y01 . YOk
YIO Yll . Ylk:
Y =
y.kO Y'kk
where blocks are actually indexed by zg,..., 2, and each block is a (n + 1) x (n + 1) matrix
(indexed again by zo,...,2,). Hence y%} denotes the zsz-th element in z,z,-th block. Notice

that Y0 = X from ().

The elements of the matrix Y satisfy the following obvious properties

v € {0, 13Vijpg i+j+p+qg#0 (11)
y}ﬁl = 1, if all the vertices in {i, j,p, ¢} bear the same color (12)
v = 0, if {i,4,p,q} contains an edge, (13)
y};{, = y;/,];, if zizjzpzg = zizjzpzg. (14)

Since the index 0 does not make a difference, we also have
YU =v¥% 1<i<k. (15)

Meanwhile the ”off-diagonal” blocks Y% = Y74 1 < i < j <k, equal 0 as ij € E since 1, j
belong to the clique K.

So Y has the following block structure:

Yo yl y? YF ]

Yyl vl o 0
y—|Y? 0 Y? 0
S 0

_yk yk_

where Y := Y = Y0,
Though Y is a large matrix the condition Y > 0 is easy to check as (due to a simple
manipulation by a certain unitary matrix [4])
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k
Y -0 <— YO—ZYiiOanint()foreachlgigk:.
i=1

After relaxing the binary constraint (like from (GCPJ) to ([@l)) we define

VUg(G) = min t

S. t. ygozt, y?l:17 VZE {].,,7’1,}
Ypg = 0,'/ whenever {7, p, ¢} contains an edge (Tg)
Yoy = y;, ¢ whenever z;2,24 = 212y 2y

YOS E Y0, Yi=ovie{l, ..k}

Now O(G) < Ux(Q) < x(Q).

Let Y be an optimal solution of (¥x]). It turns out that from the principal block Y one
can extract better information about graph coloring than from an optimal solution X of (@)).

Yet another interpretation of a large element gj;,q, 1 <i < k, inspired by (2] is that all
three vertices 7, p and ¢ should be colored by the same color.

4 Heuristics

For a given graph G(V, E) we numericaly solve semidefinite program (@J). Let X be the
computed matrix solution, and x;; its largest off-diagonal entry. Then with large probability
there exists an optimal partition of V' into x(G) stable sets such that ¢ and j belong to the
same stable set (the same element of this partition). In fact typpically there exists many such
optimal partitions. Therefore we want to color vertices ¢ and j by the same color. But finding a
coloring ¢ of the graph G(V, E) such that ¢(i) = ¢(j) is equivalent task to finding a coloring ¢ of
a graph G’ = G /5,5y With one vertex less. In the graph G/ ;) vertices i and j are merged into
new vertex i’ where the neighborhood of ¢’ s the union of the neighborhoods of vertices 7 and j.
Let ¢ be by this algorithm recursively obtained coloring of G’. We define ¢(j) := ¢(i) := ¢/ (¢)
while for all other vertices ¢ := (.

This recursive heuristic (with details and fine tuning explained in [3]) is very competitive
especially in terms of quality on medium sized graphs. It has been observed already in [3] that
it benefits from replacing (@) by its strengthening toward (GCPJ).

So we replace O(G) by Vi (G) and likewise merge the two vertices ¢ and j corresponding
to the largest off-diagonal entry gj?j in the numerical optimal matrix solution Y of ([Tg]). The
later program though quite large can efficiently be solved by a very robust boundary point

method [10] §].

Additional advantage of solving (W] is that we can also merge three vertices 1, p, g cor-
responding to the largest off-diagonal element y]l[,q in the blocks Y',1 = 1,...,k, (see (IZ)) an
approach that we plan to investigate further.

5 Preliminary numerical results

There is an extensive numerical evidence [4] that U (G) strengthens O(G) a lot when K
is a largest or an almost largest clique. It is relatively cheap to efficiently find a suboptimal
clique [1], however computational complexity increases roughly | K| times when we switch from
O(G) to ¥k (G). As in our recursive heuristic we need to compute such SDP bound on x(G)
almost n = |V| times we have investigated how the bound improves with and increase in the
size of a clique. A rough demonstration is presented in the Table 1. Notice that all our results
are obtained on eight random graphs Gy, ..., Gg with 20, 40, 60 or 80 vertices and with edge
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density 0.4 or 0.6. These graphs are exactly the toughest for a competitive interior point
method approach (see [2]).

graph | n | |E| | O(G) | Y2(G) | U3(G) | U4(G)
Gy [20] 81 | 4.9999 | 4.9999 | 4.9999 | 4.9999
Gy [20] 98 | 5.9999 | 5.9998 | 5.9999 | 5.9999
Gs 40| 304 | 6.0029 | 6.0057 | 6.0372 | 6.1217
Gy 40| 489 | 9.2509 | 9.4696 | 9.5133 | 9.5882
Gs [60] 694 | 6.9999 | 6.9880 | 7.0772 | 7.1620
Gg |60 | 1062 | 10.6542 | 10.9544 | 11.0745 | 11.1591
Gy | 801221 | 7.4595 | 7.7838 | 7.9111 | 8.0381
TABLE 1. Comparison of O(G) with Vi (G) for K a clique of size 2,3 and 4

These examples in Table 1 demonstrate that W g is indeed a significant strengthening of ©.
However, the improvements are consistent with general observations from discrete optimization:
we have to put a lot of effort for a small strengthening of such bound.

There are also time complexity issues. Computing approximate colorings by applying ¥ g
is very time consuming, e.g. applying ¥4 on G~ takes approximately 10 hours on laptop with
two 2GBh processors and 2 Gb Ram.

The Table 2 compares colorings obtained by applying © and V. Coloring small graphs by
applying the recursive variant of Karger-Motwani-Sudan’s heuristics typically finds an optimal
X(G)-coloring and on medium graphs an almost optimal one [3] - a hard to bit result. By
comparing the lower bound in Table 1 with the number of colors in Table 2 notice that the
colorings of GG1, G2 and G5 are indeed optimal, while already on the graph G7, a graph with
just 80 vertices, we were able to improve the coloring impressively by using two colors less - a
rare instance and hard to obtain result.

On the other hand notice an unusual result in Table 1 for the graph G5 where for a stronger
bound Vg (Gs) with K an edge, i.e. |K| = 2, we have computed its approximation which is
smaller then ©(G5). The problem is due to the fact that for boundary point method we do not
have a simple duality-gap-like stopping criterium. Likewise the numerical results for graphs
G5 and Gg in Table 2 where stronger bounds occasionaly produced worse colorings are just a
bit unusual. This kind of numerical unstability is not very unusual for this heuristic approach,
and it should be possible to avoid by more carefull choice of stopping criterium.

6 Conclusions

Replacing Lovész theta function ©(G) by its impressive strengthening Uy (G) can im-
prove colorings obtained by Karger-Motwani-Sudan-motivated heuristics (see [3]) impressively

graph/bound | © | Uy | U3 | Uy
Gq 51| 5 5 5
Go 6| 6| 6|6
G TLT|T
Gy 1111 11 | 11
G 9 10|10
Gg 13114 ] 13| 13
Gy 12| 11 | 11 | 10

TABLE 2. Number of colors used by heuristics depending on the bound ©
or Vg, |[K|=2,3,4
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already on quite small graphs. Tradeoff between computational complexity (size of the clique
K, stopping criteria for computing Wy by the boundary point method, number of merged
vertices (2 or 3)) versus quality of the produced coloring need to be investigated further.

As numerical evidence shows (see G5, Gg, G7 in Table 2) Uy can jump over an integer thus

improving the ® bound on the chromatic number by 1. Such improvement can to a much more
serious extent be exploited in a branch and bound algorithm for finding an optimal coloring.
Thus we plan to substantially improve the speed reported in [I1] where © was applied in a
branch and bound exact coloring algorithm.

[1]
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Abstract: Bin packing is an NP-hard optimization problem of packing items of given sizes into
minimum number of capacity-limited bins. Besides the basic problem, numerous other variants of bin
packing exist. The cardinality constrained bin packing adds an additional constraint that the number
of items in a bin must not exceed a given limit N.. The FFD, RFF and Zhang's bin packing problem
algorithms are compared to the three cardinality constrained bin packing problem specific algorithms
on random lists of items with 0%, 10%, 30% and 50% of large items. The behaviour of all algorithms
when Ny increases is also studied. Results show that all three specific algorithms outperform the
general algorithms on lists with low percentage of big items. One of the specific algorithms performs
better or equally even on lists with high percentage of big items and is therefore of significant
interest. The behaviour when Ny increases shows that all three specific algorithms can be used for
solving the general bin packing problem as well.

Keywords: cardinality constrained bin packing problem, approximation algorithms, comparison,
FFD, RFF, Zhang's algorithm.

1 INTRODUCTION

The cardinality constrained bin packing problem can be described as follows: A list I of n
items with specified size (or weight/volume/etc.) x; has to be arranged into bins of limited
capacity Cmax and maximum number of item per bin (cardinality constraint) Nyax to minimize
the number of bins m used. The minimization problem has been shown to be NP-hard [8].
The cardinality constrained bin packing problem can, for example, be applied to
optimization of the spent nuclear fuel deposition in deep repository [7]. Swedish concept of
deep repository in hard rock [3] is currently seriously regarded in Slovenia as an option for
nuclear power plant Krsko decommissioning program [6]. Motivated by this application,
several heuristics for the cardinality constrained bin packing problem with Npax =4 were
designed in [8]. The new heuristics were compared against an obvious adaptation of the first
fit decreasing (FFD) algorithm and were proven to clearly outperform the FFD algorithm on
the datasets of interest. It is well known that FFD algorithm is a good approximation
algorithm for the general bin packing problem (more precisely, it is well known [2] that FFD
always gives a solution with at most 11/9 OPT(I) + C bins, where OPT(I) stands for the value
of optimal solution). Therefore, it is natural to ask how the generalized versions of the new
algorithms behave on the bin packing problem with arbitrary cardinality constraints. A
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preliminary experimental study is presented in this report which shows that the obvious
adaptations of the new algorithms are competitive also on the general cardinality constrained
bin packing problem.

2 ALGORITHM ADJUSTMENTS

In this paper, three algorithms (referred to as Algorithm 1, 2, and 3) from Ref. [8] (see
Appendix) are experimentally compared to First Fit Decreasing (FFD) [1], Refined First Fit
(RFF) [4] and Zhang [5] algorithms. Since the latter three are designed for the original bin
packing problem, the following modifications had to be performed in order to adapt to the
additional cardinality constraint:
e For any item, the FFD algorithm chooses the first bin with both enough space
(capacity constraint) and at least 1 empty slot (cardinality constraint).
e Similarly, the RFF algorithm places each item in the first possible bin of the
suitable group.
e Zhang algorithm closes the (active or additional) bin also when the cardinality
constraint is reached.
All input data for all algorithms have been sorted by size, even though for RFF it is not
necessary.

3 EXPERIMENTAL COMPARISON OF ALGORITHMS

First, the quality of solutions, obtained by different algorithms, was experimentally compared
for different input data distributions. The main purpose of this investigation was to asses the
performance of algorithms from [8], specifically designed for the cardinality constrained bin
packing, relative to the (suitably adapted) algorithms for the general bin packing problem.
Similar experiment was already presented in [8], with two significant differences. In this
paper, RFF and Zhang algorithms were added for the comparison. Furthermore, in the present
experiments additional instances with different fractions of large items were regarded.

3.1 Experiments with fixed Npyax = 4

As in [8], default values of Nyax = 4 items per bin and capacity Crnax = 1 were adopted. Four
different types of input data of length n = 100 were used:

e lists without large items (i.e. items, larger than Cpax/2),

e lists with 10% large items,

e lists with 30% large items, and

e lists with 50% large items.
All input lists were generated by default Octave random number generator, using uniform
distribution with compositions given above. The input data distributions are shown on Fig. 1.
The experiment has been repeated 10000 times with input data generated from different
random seeds.
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———0% large itemns

10% large items
———30% large items
— ——50% large items

Figure 1: Probability density P(x) over item size x for different types of input data.

The theoretical lower bound MIN(I) for the solutions of cardinality constrained bin packing
problem can be expressed as:

X;
MIN (1) = max Cl— {—W : (1)

which is a useful and conservative approximation for the optimal solution OPT (1) > MIN(1).
The quality of the obtained solution A(l) is measured by A(1)/OPT(I) and can be estimated
by A(l)/MIN(l). The values for all algorithms, averaged over 10000 instances, are
presented in Table 1.

Table 1: Average values of the A(I) / MIN(I) ratio for selected algorithms at different lists.

A(l) / MIN(I) 0% large items 10% large items 30% large items 50% large items
FFD 1.1273 + 0.0033 1.0933 + 0.0036 1.0348 +£0.0018 1.0418 £ 0.0018
RFF 1.3318 + 0.0041 1.3199 + 0.0045 1.3251 + 0.0038 1.3323 +0.0034

Zhang 1.3606 + 0.0034 1.3530 + 0.0040 1.2680 + 0.0026 1.2581 + 0.0024

Algorithm 1 1.0262 + 0.0026 1.0698 + 0.0024 1.1421 + 0.0034 1.2059 + 0.0038

Algorithm 2 1.0493 + 0.0039 1.0552 + 0.0030 1.0504 +0.0019 1.0440 £ 0.0017

Algorithm 3 1.0256 + 0.0024 1.0571 + 0.0022 1.0992 + 0.0022 1.1434 + 0.0024

The results clearly show the influence of the fraction of large items on the quality of the
solution for individual algorithms. The Zhang and FFD algorithms work much better with
significant fractions of large items, while the opposite can be stated for Algorithm 1 and 3.
For RFF and Algorithm 2, the sensitivity of the quality of solutions on large item fractions is
insignificant.

Direct comparison between algorithms shows that Zhang and RFF in general give much
worse solutions than FFD. For RFF that kind of behavior is expected since it is (in contrast to
other five algorithms) basically an online algorithm. Worse performance of the Zhang
algorithm is probably due to linear time complexity. All three algorithms from [8] perform

111



significantly better than others for small (up to 10%) fractions of large items, whereas for
50% of large items, only Algorithm 2 is comparable to FFD. This is expected since
Algorithm 2 was designed for input data with significant fraction of large items [8] while
Algorithms 1 and 3 were designed for input data with (almost) no large items. Let us mention
at this point that Algorithm 3 is random number based [8], therefore its solution may be
improved significantly when taking advantage of multi-start mode.

3.2 Increasing the cardinality constraint

The purpose of the second experiment was to examine the behaviour of the algorithms when
increasing the cardinality constraint Nmax. When Npax 1S converged to the total number of
items n, the cardinality constraint becomes irrelevant, consequently the cardinality
constrained bin packing problem converges to the original bin packing problem in this limit.

In this experiment, list length n = 100 and capacity Cnax = 1 was used throughout. Two
different types of input data lists were used: lists without large items and with 50% large
items (Fig. 1), which were generated in exactly the same way as in the first experiment. The
cardinality constraint was changed between Npax = 2 and Npax = Nn/4 since the latter was
experimentally observed to be enough to achieve the convergence. The experiment was
repeated 1000 times with different input data, each generated with different random number
sequence. The results are shown in Figs. 2 and 3.

—FFD
RFF
Thang
Alg1
——— A2

Alg3

Figure 2: Average number of bins as a function of the cardinality constraint for lists without large items.
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Figure 3: Average number of bins as a function of the cardinality constraint for lists with 50% of large items.
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Expectedly, the number of bins used in most cases decreases with the increase of Nmax, Up to
the point where Npax No longer has impact and the capacity Cnax Of the bin becomes the
limiting factor in Eq. (1). The speed of convergence depends on the percentage of large items
in the list. When the percentage is high, the impact of Nmax is smaller, meaning faster
convergence. This is evident in lists with 50% large items (Fig. 3).

For lists without large items, all three algorithms for solving the cardinality constrained
bin packing problem perform best at Nmax = 4, which is the setting the algorithms were
developed for, and deteriorate slightly as Nmax increases. Similarly, for lists with 50% large
items, both Algorithm 1 and 3 experience unexpected swings at Nmax < 5. This behaviour can
be explained by the functioning of those two algorithms, since at small Npax, larger items are
considered first.

It is notable that the increasing of Npmax has little influence over the final number of bins
used by each algorithm. Even at the non-limiting Npax, the algorithms for solving the general
bin packing problem find no better solutions than the specific algorithms, the FFD algorithm
being the only exception and performing slightly better on lists without large items.

4 CONCLUSION

As the experiments have shown, all three (cardinality constrained bin packing problem)
specific algorithms perform better compared to the general (bin packing) algorithms on lists
without large items or with a low percentage of large items, while having a similar time
complexity. In such cases, the use of specific algorithms is recommended. In case of input
data with significant fractions of large items, the general FFD algorithm perform best, closely
followed by the specific Algorithm 2.

All specific algorithms can be generalized to the basic bin packing problem by
sufficiently increasing the cardinality constraint. Surprisingly or not, the quality of solutions
is hardly compromised. The best performer is again Algorithm 2, therefore it can be regarded
as a good alternative to the FFD algorithm even for the basic bin packing problem.
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5 APPENDIX

While FFD, RFD and Zhang’s algorithm are well known, the Algorithms 1, 2 and 3 first
appear in a very recent publication [5], and therefore we give a brief outline here.

Generic Algorithm
quicksort X;
m:=0;
while X # ¢ do begin
set aux := @; C := Cpax;
for k: = K down to 1 do begin
X := CHOOSE(X); (*)
if x is defined then X := X \{x}; C :=C - x; aux := aux U {x} endif;
endfor;

m:=m+1;
Ry = aux;
endwhile;

return R = {Ry,R2, ... ,Rn}.

The algorithms differ only in implementation of the function CHOOSE.
CHOOSE in Algorithm1:

CHOOSE(X) :=x, the largest element x of X that satisfies x < C/k;
CHOOQOSE in Algorithma2:

if k = K then CHOOSE(X) := x, the largest element of X that satisfies x < C;
if k < K then CHOOSE(X) :=x, the largest element of X that satisfies x < C/k;

CHOOSE in Algorithma3:

if k > Floor(K/2) then CHOOSE(X) :=x, a random element of X that satisfies x < C;
if k <Floor(K/2) then CHOOSE(X) := X, the largest element of X that satisfies x < C/k;

Remark: Clearly if CHOOSE is simply
CHOOSE(X) :=x, where x is largest element of X that satisfies x < C;

we have the algorithm which puts each element in the first bin in which there is enough room.
If K is large enough, this variant is equivalent to the FFD Algorithm.
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Abstract: The characteristics of a state-of-the-art outranking relation and dichotomic sorting based
aggregation-disaggregation procedure for multi-criteria negotiations are uniformly analysed with two
research methods — a simulation study and a case study. Results are compared according to a
standard holistic model for the evaluation of group decision-making methods and systems, which
consists of several key quality factors, such as ability to direct the decision-making process,
credibility of the decision, robustness, and cognitive complexity. Both studies consistently prove that
the observed approach to automated negotiations is efficient.

Keywords: Multi-criteria decision analysis, Decision support systems, Negotiations, Group decision-
making, Consensus seeking, Preference aggregation and disaggregation, Outranking relation, Sorting,
Simulation experiments, Case studies, Comparative studies

1 INTRODUCTION

To aid conflicting and opposing decision-makers in reaching consensual or compromise
solutions, many methods and decision support systems for negotiations and group decision-
making have been introduced [10]. They are based on various preference models. Among the
most widely used are the approaches that capture preferential information in the form of
pseudo-criteria to construct outranking relations on pairs of alternatives. These methods and
systems include group PROMETHEE [8], ELECTRE TRI for groups [6], ELECTRE-GD
[11] and the collective preorder inference method [9]. On the other end, state-of-the-art
approaches to negotiations and group decision-making aim at improving human-computer
interaction and efficiency of outcomes by applying the aggregation-disaggregation analysis
[13]. They are, however, mainly based on the utility function [12] and oriented graphs [7].
Recently, two methods that combine the principles of group decision-making, outranking
and aggregation-disaggregation have been introduced. The interactive dichotomic sorting
procedure for multi-agent consensus seeking is the result of our research work [4], while the
group version of the IRIS system has been developed at the LAMSADE laboratory [5].

It is necessary to determine the characteristics and efficiency of the outranking relation
based aggregation-disaggregation methods that are applied to multi-criteria negotiations and
group decision-making processes, especially in the context of convergence, autonomous
guidance, conflict resolution, robustness and cognitive complexity. For this purpose, our
consensus seeking procedure has been evaluated with a simulation study [1] and tested with
a case study [3]. However, the results of the latter have neither been assessed according to a
formal evaluation model nor systematically compared with the results of the former. The
goal of the paper is thus to:

1. uniformly analyse the results of the case study and the simulation study with regard
to a holistic model for the evaluation of group decision-making methods/systems
[2];
2. compare the results of both studies, and consequently determine, if they expose any
divergence in the characteristics of the consensus seeking procedure.
The rest of the paper is organized as follows. Section 2 provides a brief description of the
evaluated method. Section 3 presents the simulation model, while Section 4 summarizes the
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case study. In Section 5, experimental and case based results are presented, analysed and
compared. Finally, Section 6 gives a resume and some directions for further work.

2 DICHOTOMIC SORTING PROCEDURE FOR GROUP DECISION ANALYSIS

The procedure is based on the ELECTRE TRI outranking method [14], which is slightly
modified so that preferences are modelled in a symmetrically-asymmetrical manner in the
neighbourhood of the reference profile b. The purpose of the profile is to divide the set of
alternatives into two exclusive categories — all acceptable choices are sorted into the positive
class C*, while unsatisfactory ones are the members of the negative class C~. The decision-
maker has to provide six preferential parameters for each criterion x;, including the value of
the profile gj(b), the importance weight w;, and the thresholds of preference (p;), indifference
(g;), discordance (u;) and veto (v;). Additionally, he can also specify the upper and lower
allowed limits of these parameters, which constrain their automatic adjustment in the process
of unification with the common opinion of the group. In order to reduce the cognitive load
and enable a rational convergence of individual judgements towards the consensual solution,
several mechanisms are applied:

e Preferences may be specified with fuzzy variables or by holistic assessments.

e The most discordant decision-maker who has to conform to the collective opinion is
identified by computing the consensus and agreement degrees.

o Several robustness metrics reveal if preferences of an individual are firmly stated.

e The centralized agent negotiation architecture and protocol eliminate the need for a
human moderator and minimize the activity of each decision-maker.

e An optimization algorithm is implemented for the purpose of automatic preference
unification, which is based on the inference of parameter values.

3 SIMULATION STUDY

In order to evaluate the efficiency of the aggregation-disaggregation approach to group
consensus seeking with a simulation study, several independent variables have been defined:

e Number of criteria may be n e {4,7,10}. Number of observed alternatives is fixed
to m=8 because only the m:n ratio is significant. Thus, three fundamental
situations are considered: n>m, nm and n<m.

e Number of decision-makers may also be o € {4,7,10}. Situations with less than
four decision-makers are irrelevant because the experimental study focuses on
multilateral rather than bilateral negotiations.

o Preferential parameters of the decision model are obtained in the following way:

= The referential profile is sampled from the normal distribution N(50, 15).

= Thresholds are calculated relatively to the profile. The deviations are sampled
from the set of real values {0.2, 0.4, 0.6, 0.8, 1} corresponding to linguistic
modifiers {very weak, weak, moderate, strong, very strong}.

= Criteria importance weights are sampled from the uniform distribution on the
[0, 1] interval. Afterwards, they are normalized to sum to 1.

= Criteria-wise values of alternatives are sampled from the uniform distribution
on the [0, 100] interval.

= The cut-level is 1=0.5, which is the most common value.

= The sensitivity threshold is set to w=0.3.

An experimental combination is hence determined by the <n, o> pair. For each of nine
possible combinations, 20 samples have been generated. This number of simulation cases is
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sufficient to obtain statistically significant results, and is small enough to cope with a high
complexity of applied nonlinear optimization algorithms. In the original simulation study,
four dependent variables have been observed: (1.) ability to reach a compromise, (2.) ability
of autonomous guidance and conflict resolution, (3.) convergence of opinions, and (4.)
robustness of the consensual decision. For the purpose of consolidation with the case study,
additional dependent variables have been introduced according to the standard evaluation
model, as is thoroughly explained in Section 5. Consequently, post-processing and additional
synthesis of experimental data have been performed.

4 CASE STUDY

A case from the information and communications technology domain is studied. It deals
with the selection of a software development subcontractor. Five quantitative criteria are
considered: payment, time required for the realization of the project, number of successfully
finished projects in the past, experience with similar applications, and availability of suitable
technologies. There are eight alternatives (subcontractors) available. To hide their identity,
symbols a; are used. Similarly, six non-autocratic decision-makers in the group are denoted
with DMy. They have agreed on the values of two technical parameters. The cut-level, which
determines the outranking relation between two alternatives, is set to 4=0.5. The robustness
threshold, which disallows an alternative to be sorted into a different class, is set to y=0.3.
Four group members have directly specified the initial values and lower/upper limits of the
profile, thresholds and weights. Two have reduced their cognitive load in the following way:

e They have set the initial values of the reference profile only. By disregarding the
allowed limits, they have forced the optimization algorithm to search the entire
space of criteria values.

e They have uniformly specified the initial values and limits of all thresholds.

e DM has defined the limits of threshold intervals, while the initial values have been
automatically calculated as centre points.

e DM, has specified all threshold values and limitations relatively to the profile with
linguistic modifiers from the set {very weak, weak, moderate, strong, very strong}.

Each iteration of the dichotomic sorting based aggregation-disaggregation procedure for
consensus seeking consists of several steps:

1. At first, fuzzy and strict outranking relations are calculated. The former are
expressed with values on the [0, 1] interval. The latter are derived with the A-cut.

2. Robustness degrees r(a;)) are computed. Each shows to what extent the k-th
decision-maker's preferential parameters must deviate for the category of the i-th
alternative to change. The bigger adjustment that is required, the more robustly a; is
evaluated from the perspective of DMy. If the robustness exceeds the y threshold,
then the decision-maker or his agent should not be asked to conform to the majority
opinion.

3. Alternatives are rank ordered according to received votes. For a single alternative
this is the number of outranking relations stating that it is an acceptable choice.

4. Since alternatives can differ considerably with regard to compromise votes, the
group gets directed on the basis of consensus and agreement degrees. The
agreement degree ¢ k shows to what extent DMy is in concordance with the
collective opinion of the whole group. DMy with the lowest g" must generally
reconsider his preferences in order to conform to the group. However, if some of his
assessments are robust, which means that the r*(a;) > y inequality holds true for at
least one alternative, someone else is selected for conformation. The decision
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support system thus verifies for each decision-maker, whether the required

reassignment of alternatives is feasible.
In the first iteration, each decision-maker is able to sort at least one alternative with low
agreement and robustness degrees to a different category. Hence, a matrix of required strict
outranking relations is induced from the initial outranking matrix by changing the relation
either from 0 to 1 or vice versa for each alternative with £;<0.5 and r(aj) < . The most
discordant decision-maker DM is able to reassign alternatives aj, as, a4 and az, but he is not
allowed to change the category of a, because of its high robustness r’(a,) = 0.399>0.3= y.

DM, a; a, asz a, as ag az ag
Initial fuzzy relations 0.688 0.725 0.600 0.750 0.700 0.267 0.588 0.900
Initial strict relations 1 1 1 1 1 0 1 1
Robustness degrees 0.263 0.399 0.053 0.194 0.345 0541 0.288 0.724
Agreement degrees 0.200 0.400 0.200 0.000 0.600 1.000 0.000 0.600
Required strict relations 0 1 0 0 1 0 0 1
Reassignments 1 0 1 1 0 0 1 0

The optimization algorithm is now applied to reassign alternatives and to simultaneously
infer new values of preferential parameters. As these values do not violate specified interval
constraints, a new negotiation iteration is started.

The overall consensus degree rises from 0.458 to 0.625 in the second iteration, and in
the final iteration, it reaches 0.917. Seven iterations are needed to find a consensual solution.
All subsequent iterations, except the second, proceed identically as the first, which means
that the negotiation procedure operates totally automatically. Only in the second iteration,
the decision-maker's constraints are violated, so he must manually check newly inferred
values of preferential parameters and confirm their acceptability.

5 COMPARATIVE ANALYSIS OF RESULTS

The case study does not refer to the same cases as the simulation. As has been explained in
Section 3, 180 different samples (cases) have been randomly generated for nine possible
experimental combinations of the latter. On the contrary, exactly one specific case has been
defined within the scope of the former. However, the results of both studies are directly
comparable because they are analysed according to the same set of criteria that constitute a
formal model for the evaluation of group decision-making methods and systems [2]. Since
the model is holistic and complex, only a subset of its criteria and metrics is considered. It is
structured on Figure 1.

All metrics are quantitative. They can be directly applied to data of both studies. They
hence enable a consistent comparison of simulation and case study results. For most metrics,
results are Computed as scalars (M1.11 M1, M13, M23, Mas, M3 3, Ma1, Mso, Ms1, Mso, Mg 1,
Me2, M71, M72, M73, My74). Other metrics produce vectors or matrices. Where appropriate,
the comparability of results for various experimental combinations <n, 0> of the simulation
study is determined with a one-way ANOVA analysis of variance. The Ms; and Ms, metrics
are operationalized with the Kemeny-Snell distance between ordinal rank orders. Exact
definitions of metrics and general criteria are omitted. The interested reader should refer to
the related literature [1, 2].

The results of scalar metrics are listed in the table. They provide a direct comparison of
simulation and case studies. It can be stated that the dichotomic sorting based aggregation-
disaggregation procedure for multi-criteria group consensus seeking is efficient with regard
to both research methods. The following conclusions can be drawn:
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1. The best alternative is always unique. It has a large distance to the second best one,
and especially to the set of all other suboptimal choices. The distance considerably
increases when a compromise solution iteratively progresses to the final consensual
solution.

Group maintenance (ability to direct the process of group decision-making)
Ability to reach a compromise
M. ,: Percentage of cases in which the best alternative is not unique
M, ,: Distance from the best to the second best alternative
M. 3: Distance from the best alternative to the subset of all suboptimal alternatives
M 4: Average degree of compromise for the i-th best alternative
M, s: Average number of alternatives ranked in the k-th place
M 6: Average robustness of alternatives ranked in the k-th place
Ability of autonomous guidance and conflict resolution
M, ;: Progression of the compromise solution over negotiation iterations
M,,: Agreement degrees of individuals that are reached in each iteration
M, 3: Absolute increase of the calculated agreement degrees
Convergence of opinions
M3 1: Monotonous iterative progression of the consensus degree
Ms,: Improvement of the consensus degree compared to the initial compromise
M3 3: Number of iterations
Analysis
Credibility of analysis with regard to robustness
Improved richness of discriminating information (consensus versus compromise)
M,.: Difference in the distance from the best to the second best alternative
M,.,: Difference in the distance from the best alternative to all other alternatives
M, 3: Change of the average number of votes for the i-th best alternative
M, 4: Change of the average number of alternatives ranked in the k-th place
M, s: Change of the average robustness of alternatives ranked in the k-th place
Sensitivity to changes in the problem structure
Ms..: Number of rank reversals when an existing alternative is discarded
Ms.,: Percentage of rank reversal cases when an existing alternative is discarded
Sensitivity to changes in the decision-making group
Me.1: Number of rank reversals when a decision-maker leaves the group
Me.,: Percentage of rank reversal cases when a decision-maker leaves the group
Complexity of analysis
M. ,: Total number of preferential parameters
M- ,: Quantity of inputs that are required for the first negotiation iteration
M- .3: Number of manual adjustments of parameters in each subsequent iteration
M- 4: Amount of data analysed in each iteration

Figure 1: Applied criteria and metrics of the evaluation model

2. The overall agreement and consensus degrees increase drastically from the first to
the last iteration of the problem solving process. This means that opinions of
decision-makers are considerably more unified at the end than at the beginning of
negotiation. Convergence is fast, since maximally seven iterations are required to
reach unanimity with regard to the assessments of alternatives. Hence, it is unlikely
that any decision-maker would drop out of the group because of personal time
constraints, motivation or difficulties in communication.

3. Robustness of assessments of alternatives increases over subsequent iterations of
the decision-making process. Although the best alternative is already sufficiently
distant from suboptimal alternatives in the initial compromise solution, the distance
is even larger in the case of the final consensual solution.
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4. Decision analysis is unsensitive to changes in the problem structure. If an
alternative is excluded from the set of available choices, this has no effect on the
evaluation of remaining alternatives. Their rank order is thus preserved.

5. Decision analysis is not significantly sensitive to any changes in the decision-
making group. If an individual stops participating in the consensus seeking process,
this has a minor or even negligible influence on the evaluation of alternatives. Their
rank order changes only slightly, in a way that rank reversals never occur. This
means that it is impossible for the preference between two alternatives to revert
(w[aPb=bPa]). It can only happen that preference gets exchanged with
indifference (aP b= ba), or vice versa (al b= bPa). This conclusion is not only
verifiable by a formal proof, but also by observing the discrepancy between the
intensity and frequency of rank order changes (Mg 1 versus Mg ).

6. Cognitive load of participants of the negotiation process is relatively high only in
the first iteration, when initial preferences have to be set. In all subsequent
iterations, the negotiation support system operates almost automatically. In the
simulation study, no human interaction was required, while in the case study, the
decision-makers had to continuously observe just a small set of crucial parameters,
and were asked to make a minimal amount of manual adjustments.

Metric Case study Simulation study
M4 0% 0%
M, 0.333 0.276
M3 0.905 0.646
M, 3 0.295 0.386
M3, 0.459 0.399
Mss 7 (average, min, max) = (4.150,2, 7)
My 0.333 0.165
Mg, 0.548 0.131
Ms 0 0
Ms ., 0% 0%
Me 1 0.010 (0.015, 0.008, 0.026)
Ms. 19.048 % (26.081 %, 14.381 %, 31.833 %)
My 132 maximally n - (m + 18)
My, 110 maximally n - (m + 18)
M3 0.167 0
Mz, 6.194 0

The results of the simulation study and the case study are consistent. A relatively high
deviation can be observed only with regard to the M4, metric. However, even in this case it
is evident that both studies consistently detect an improvement of the consensual solution
over the initial compromise solution.

Similarly, the comparability of results for various experimental combinations <n, 0> of
the simulation study is also determined with regard to several metrics — M1, M13, Mg 1 and
Ms2. A one-way ANOVA analysis of variance returns p-values 0.611, 0.248, 0.108 and
0.292, respectively. No statistically significant difference among experimental combinations
can hence be found for the usual threshold « =0.05, nor even for the less common a=0.1.

Figure 2 shows a relatively fast monotonous increase of total consensus degrees
towards the highest possible value of 1. Although the upper limit is not utterly reached, this
is not a drawback, because rubust assignments of alternatives must prevent decision-makers
to fully conform to the collective opinion of the group. Analogous to scalar metrics, M3
reveals that the observed method exhibits similar characteristics according to both research
studies.

Figure 3 demonstrates an iterative progression of the compromise solution towards the
consensual solution in the case study. Decision-makers eventually agree on sorting six non-
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optimal alternatives into the negative category C -, and assigning the optimal alternative ag to
the positive category C*. Seven out of eight alternatives thus converge towards the upper or
lower limit of votes, respectively. Only as is not subjected to convergence because of its high
robustness. The negotiation mechanism is consequently not allowed to propose its irrational
reassignment.

For the case study, metric M, is depicted on Figure 4. It shows that agreement
degrees of individuals generally increase, yet may instantaneously fall in certain cases. This
happens when a group member adjusts his preferential parameters in order to unify with the
collective opinion of the whole group. The discordance of one or more other decision-
makers can then consequently decrease.

1 6 09

08

0.8 5
0.7

0.6 4
04 3 >
4
0.2 2 3

d 1 \
1 2 3 a 5 6 7

——Case study —m-Simulation 1 2 3 4 s [ 7 Decision-maker/iteration

o o o o
@

Agreement degree

o o o
o i N

Figure 2: Iterative increase of the  Figure 3: Progression of the Figure 4: Agreement degrees of
consensus degree compromise solution decision-makers for each iteration

Figures 5, 6 and 7 correspond to metrics M4, M1s5, M1g, My3, M4 and Mys. It can be seen
that the weak ordinal rank order of alternatives is more efficient in the last than in the first
iteration of the consensus seeking procedure. The implication is that the robustness of
assessments, as well as the discrimination among acceptable and unsatisfactory alternatives
improve. Similar results may be observed for the simulation study (above) and the case study

(below).

7
1 2 3 4 5 6 7 8

e

1 2 3 4 5 6 7 8

—4—Initial number of votes  ~l=Final number of votes —+—Initial number of alternatives  ~M=Final number of alternatives —+—Initial robustness  ~-End robustness

10
0.8
06
0.4
0.2
1 2 3 4 5 6 7 1 2 3 4 5 6 7 8

o = N ow oA o

0.0
1 2 3 4 5 6 7 8

—e—Initial number of votes  ~=Final number of votes —4—Initial number of alternatives ~=Final number of alternatives ~e—Initial robustness  ~M~End robustness

Figure 5: Number of votes for the ~ Figure 6: Number of alternatives Figure 7: Robustness of the i-th

i-th best alternative ranked in the k-th place best alternative
Metric M, , Metric M7 4 (metric M7.3)

Iter.2 | Iter.3 | Iter.4 | Iter.5 | lter.6 | Iter.7 | Total | Average
DM, n-(m+18)+2 2 2 2 2 2 2 12 2.000
DM, n-(m+1)+13 26 2 2 26 2 2 60 10.000
DM; n-(m+4)+14 2 2 2 2 2 2 12 2.000
DM, n-(m+18)+2 2 57 (1) 2 2 2 2 67 (1) | 11.167
DM; n-(m+18)+2 2 26 2 2 2 36 6.000
DMg n-(m+18)+2 2 2 2 26 2 36 6.000
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Finally, the table above gives details about metrics M7,, M73 and My 4 for each decision-
maker and each iteration of the case study. All decision-makers have to provide m-n criteria-
wise evaluations of alternatives and n values of the referential profile in the first iteration.
Other parameters vary according to the form in which preferences are expressed. In each
subsequent iteration, only two values have to be mandatory observed by the decision-maker:
the overall consensus degree and the total individual agreement degree. An active decision-
maker must additionally process m categories, robustness degrees and ranks for each choice.
If an individual is active and has to manually adjust preferential parameters, newly derived
values of parameters and violations of constraints are relevant for him as well. It should be
noted that only one manual adjustment is required throughout the negotiation process.

6 CONCLUSION

Both research methods — the simulation study and the case study — produce comparable
results. Their complementary application clearly and consistently exposes the characteristics
of the evaluated aggregation-disaggregation approach to negotiations, which is proved to be
efficient. Within the scope of further research work, a questionnaire survey will also be
performed to obtain and analyse the feedback of decision-makers on the usefulness of such
negotiation and group decision support systems.
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Abstract: This paper introduces the use of the 5Ws & H technique, for the establishing of the criteria
weights. It adapts and completes the steps of this technique based on questions to establish the
importance of criteria by the methods based on interval scale. It extends its use to the weighting step
of MCDM where synergies and redundancies among criteria are considered by using the Choquet
integral. The applicability of the proposed approach is also discussed and introduced via a practical
case — the selection of the most appropriate blade.
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1 INTRODUCTION

When solving problems with multi-criteria decision-making (MCDM) methods, decision
makers are encouraged to follow one of the MCDM procedures. The frame procedure of
MCDM for the group of methods based on assigning weights includes the following steps:
problem definition, elimination of unacceptable alternatives, problem structuring, measuring
local alternatives’ values, criteria weighting, synthesis and ranking, and sensitivity analysis
[4]. The procedure was well-verified in practice [3], but lacked the support of the problem
definition techniques. To eliminate this deficiency, in terms of prescriptive approach, we
adapted and completed the steps of the 5Ws & H technique, which is based on questions [2],
to establish the weights of criteria and of the subsets of them. The discrete Choquet integral
[5, 10] was used to consider interactions among criteria. The applicability of the proposed
approach is introduced via a practical case — the selection of the most appropriate blade.

2 WEIGHTING AND AGGREGATION TOOLS IN MCDM

The most common aggregation tool that is used in MCDM is the weighted arithmetic mean.
Under the assumption of independence among criteria, it requires the assignment of a weight
to each criterion [9]. This step is usually carried out by decision makers and thus reflects their
point of view on the multi-criteria decision problem [9]. Since, in practical applications,
decision makers very often tell the relative importance of criteria directly with difficulty, the
criteria’s importance can be expressed by using the methods based on ordinal (e.g.
SMARTER), interval (e.g. SWING and SMART) and the ratio scale (i.e. AHP) [1]. In this
paper, special attention is given to the use of the methods for establishing the judgements on
criteria‘s importance, based on the interval scale. In SMART, a decision maker is first asked
to assign 10 points to the least important attribute change from the worst criterion level to its
best level, and then to give points (> 10, but < 100) to reflect the importance of the attribute
change from the worst criterion level to the best level relative to the least important attribute
range [6]. In SWING, a decision maker is asked first to assign 100 points to the most
important attribute change from the worst criterion level to the best level, and then to assign
points (< 100, but > 10) to reflect the importance of the attribute change from the worst
criterion level to the best level relative to the most important attribute change [6]. In SMART
and SWING, the weight of the ™ criterion, w;, is obtained by [6]:
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w; = j ) (1)

where t; corresponds to the points given to the j™ criterion, and m is the number of criteria.
When the criteria are structured in two levels, the weight of the s attribute of the j™ criterion,
Wijs, is obtained in SMART and SWING by:

t.
Wjs =——, 2)

Pj
2.t
s=1

where tjs corresponds to the points given to the s™ attribute of the j™ criterion, and p; is the
number of the ™ criterion sub-criteria.

The local values of alternatives with respect to each criterion on the lowest level
(attribute) can be measured by value functions, pair-wise comparisons or directly [1]. During
synthesis, the additive model is usually used [1]. When the criteria are structured in two
levels, the aggregate alternatives’ values are obtained by [4]:

m Pj
v(Xj)= ij[Zstvjs(Xi)},for eachi=1,2,...,n (3)
j=1 s=1

where v(X;) is the value of the i alternative, and Vjs(X;) is the local value of the i alternative
with respect to the s™ attribute of the j™ criterion.

If there is interaction among the criteria, decision makers usually return to the hierarchy
and redefine the criteria. They can also use other models to obtain the aggregated alternatives’
values; it has already been delineated how to complete the additive model into the
multiplicative one [4]. Further, the concept of fuzzy measure has been introduced [10]: it is
useful to substitute to the weight vector w a non-additive set function on K allowing to define
a weight not only on each criterion, but also on each subset of criteria. A suitable aggregation
operator, which generalizes the weighted arithmetic mean, is the discrete Choquet integral.
Following [5, 10], this integral is viewed here as an m-variable aggregation function; let us
adopt a function-like notation instead of the usual integral form, where the integrand is a set
of m real values, denoted by v = (vi, ..., vi,) €R". The (discrete) Choquet integral of v eR"
with respect to w is defined by:

Cw(v) = .gl"u)[W(K(j))—W(K(j+1))]’ 4)
j=

where (') is a permutation on K — the set of criteria, such that vy < ... < v). Also, K = {(),

ey (M)}
3 THE CRITERIA WEIGHTING BASED ON QUESTIONS

In MCDM, by using the groups of methods based on assigning weights, it is assumed that
decision makers are able to express their judgments about the criteria’s importance. However,
very often decision makers are not aware of the relationships among different criteria.
Marichal and Roubens [11] have already emphasized that it is important to ask the decision
maker the kind of good questions to determine the weights of interacting criteria from a
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reference set; since questions are not evident from [11], we propose the use of the problem
definition method based on questions to determine the weights of interacting criteria.
According to Cook [2], the 5Ws & H technique is a structured method that examines a
problem from multiple viewpoints. It is based on who, what, when, where, why and how
questions. When the technique is used for problem definition, the process may be
summarized as follows [2]. We state the problem starting with 'In what ways might ... ?' and
write down the questions that are relevant to the problem. Participants answer the questions,
examine responses to each question and use them to stimulate new problem definition. Any
redefinitions suggested are written down so that one redefinition that best captures the
problem we are trying to resolve is selected.
In this paper, we propose the following process of establishing the judgments about the
criteria’s importance by the 5Ws & H technique:
1. In what ways might the criteria weights be determined?
2. The questions regarding the considered problem are put and written down.
3. The questions are answered and the weights are determined and re-determined.

4 A PRACTICAL CASE: BLADE SELECTION

This section describes the process of establishing judgments about the criteria’s importance
by using the 5Ws & H technique in decision-making about blade selection. The MCDM
model for the selection of the most suitable blade was built together with an IT company with
the aim of presenting possible solutions to their current and potential customers: medium-
sized and large companies. The blades that can be offered are described as alternatives in
Table 2. The criteria structure is presented in Table 1.

The decision maker with appropriate knowledge for the problem definition techniques
and for MCDM (in this case, the co-ordinator) asks (Q) and answers (A) the typical question
of the first step of the 5Ws & H technique process:

Q: In what ways might the criteria weights be determined?

A: Directly, by using several methods based on the interval scale (e.g. SWING, SMART),
ordinal (SMARTER) and ratio scale (AHP); individually, in groups; by assuming
independence between two criteria, by considering interactions among multiple criteria.

In the second step, the co-ordinator asked, and in the third step, answered the questions
regarding the responsibility and competency regarding expressing judgments about the
criteria’s importance. After the participants of the group for solving the problem were defined
(project manager, seller, engineers in the considered IT company, responsible for pre-sales
support, customers), they answered the questions, successively put by the co-ordinator. To
determine the first level criteria’s importance, the SWING method was used:

Q: Which criterion change from the worst to the best level is considered the most
important?

A: The change from worst to best costs.

Q: With respect to this change importance, how many points less and how many points are
given to other first-level criteria changes?

A: 20 points less, i.e. 80 points are given to the change from the worst to the best vision,
and 40 points less (i.e. 60 points) are given to the technology change.
Similar questions were asked to determine the importance of the attributes of

technology. To determine the weights of the vision attributes, the SMART method was used:

Q: Which criterion change from the worst to the best level is considered the least

important?
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A: The change from worst to best innovativeness.

Q: With respect to this change importance, how many points more and how many points
are given to other vision attributes changes?

A: 10 points more, i.e. 20 points are given to the change from the worst to the best product
development, and 15 points more (i.e. 25) are given to the market strategy change.

Similar questions were asked to determine the importance of the attributes of the costs. The
weights in Table 1 were determined by considering the above-written answers, (1) for the
weights of the first level criteria and (2) for the weights of the second level criteria.

Table 1: The criteria structure and the weights for the selection of blade.

First level criteria | Weights of the first | Second level criteria Weights of the second
level criteria level criteria
Chassis wy; = 0.138
Blade number Wi = 0.345
TECHNOLOGY w; = 0.250 Connectivity w3 = 0.207
Deployment wia = 0.103
Features wys = 0.207
Energy efficiency W, = 0.444
COSTS w, = 0.417 Purchase price Wy, = 0.333
Management Wy = 0.222
Market strategy Wy = 0.455
VISION ws = 0.333 Product development Ws, = 0.364
Innovativeness Wa3 = 0.182
Table 2: Alternatives’ data with respect to the attributes.
Data type Alternative | Alternative | Alternative | Measuring local
1 2 3 alternatives' values
Chassis Quantitative: Value function, LB:
number of choices | 5 3 2 1,UB:5
Blade Quantitative: Value function, LB:
number number 14 16 10 6, UB: 16
Connectivity | Qualitative, verbal Pair-wise
evaluation Flexible Limited Flexible comparisons
Deployment | Quantitative, MU: Value function, LB:
h 12 8 8 4,UB: 16
Features Quantitative: Value function, LB:
number 3 3 1 1,UB: 4
Energy Quantitative: in Value function, LB:
efficiency 1000 KWH 190 240 165 60, UB: 240
Purchase Quantitative, MU: Value function, LB:
price 1000 € 100 140 130 60, UB: 140
Management | Quantitative, MU: Value function,
1000 € 400 400 600 LB:400, UB: 600
Market Qualitative, verbal Pair-wise
strategy evaluation Good Very good Not enough comparisons
Product Qualitative, verbal Pair-wise
development evaluation Good Very good Good comparisons
Innovative- | Qualitative, verbal Pair-wise
ness evaluation Medium Medium Low comparisons

Symbols: MU — measurement unit, € — Euro, h — hour, kwH — kilo watt hour, LB — lower bound, UB — upper bound,
Alternative 1 — IBM BladeCenter [8], Alternative 2 — HP BladeSystem ¢7000 Enclosure [7], Alternative 3 — Oracle’s Sun
Blade 6000 [12]; Sources: [7, 8, 12]; own experience of the observed company’s pre-sales support engineers
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Table 2 shows the alternatives’ data with respect to the criteria of the lowest hierarchy level,
together with the methods that are used to measure the local alternatives’ values. The
alternatives’ values with respect to the higher level criteria and the aggregate alternatives’
values obtained by the additive model (3) are presented in Table 3. They allow us to report
that Alternative 1 is the most appropriate alternative.

Table 3: The alternatives’ values, obtained with the additive model.

Alternative 1 Alternative 2 Alternative 3
Value with respect to ‘technology’ v, 0.675 0.650 0.330
Value with respect to ‘costs’ v, 0.512 0.222 0.227
Value with respect to ‘vision’ v3 0.244 0.601 0.156
Aggregate alternative’s value v 0.463 0.455 0.229
Rank 1. 2. 3.

This is a complex MCDM process, where interactions among criteria should be considered;
the co-ordinator found that the Choquet integral as an aggregation function has proven quite
useful and convenient in this direction. Since engineers in the considered IT company, who
are responsible for pre-sales support, can evaluate the synergies and redundancies between
factors on the bases of their professional experience, detailed data from the principal, and the
project goals directly, he asked them the following questions:

Q: Which synergies should be taken into consideration?

A: The customers’ (especially top) managers that make the blade purchase decisions are
interested in the interactions among higher level criteria, in this case among
‘technology’, ‘costs’ and ‘vision’.

Q: Where are the synergies/redundancies in this model?

A: Synergy: between ‘costs’ and ‘vision,” redundancy: between ‘technology’ and ‘vision’.

Q: Why is there synergy between ‘costs’ and ‘vision” and what does it mean?

A: Appropriate vision enables better cost controlling. In the concept of the Choquet
integral this means: wy 3 > W, + ws; W, + w3 = 0.75 (Table 1), wp 3= 0.85.

Q: Why is there redundancy between ‘technology’ and “vision’ and what does it mean?

A: Because the vision determines the technology. For the concept of the Choquet integral,
this means that w; 3 < w; + ws; note that w; + ws = 0.583 (see Table 1), wy 3 = 0.45.

Considering the above-written answers, the weights were re-determined. Table 4 presents the
Choquet integrals for the selection of the most suitable blade, obtained by (4).

Table 4: The alternatives’ values, obtained by considering interactions among criteria with the Choquet integral.

Alternative 1 Alternative 2 Alternative 3
Choquet integral C 0.463 0.405 0.229
Rank 1. 2. 3.

Studying the results in Table 4 we can report that considering interactions among criteria did
not change the final rank of alternatives. However, when comparing it with the values
obtained by the additive model (Table 3), it can be concluded that redundancy between
‘technology’ and ‘vision’ decreased the value of the Choquet integral C of Alternative 2 (note
that v, < v3 < v;). Because vz < v, < v; for alternatives 1 and 3, the above mentioned
redundancy did not influence C of alternatives 1 and 3, and the synergy between ‘costs’ and
‘vision’ did not come into forefront. Although the aggregate values of alternatives 1 and 2,
obtained by the additive model (3) (Table 3), are extremely sensitive to the changes of the
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weights of ‘costs’ and ‘vision’, the redundancy between ‘technology’ and ‘vision’
considerably decreases C of Alternative 2 and thus strengthen the decision-making basis.

5 DISCUSSION AND CONCLUSIONS

The problem definition techniques based on questions (W, 5Ws & H, Why, the 5 Whys) and
visualisation (cognitive mapping, fishbone diagrams, mind mapping) are usually applied in
problem definition — the first step of the frame procedure of MCDM, based on assigning
weights, in order to find and describe a problem, relevant criteria and alternatives. However,
we illustrated that in this paper adapted and completed steps of the 5Ws & H technique
enable decision makers to consider several aspects regarding establishing the criteria weights.
The described approach requires the co-ordinator that can be a member of the decision-
making group, but has knowledge on both the considered problem definition (5Ws & H)
technique and the computer supported MCDM methods based on assigning weights (e.g.
SMART and SWING). It enables other participants to focus on professional aspects of the
considered problem without knowing the particularities of weighting and aggregation
procedures for interacting criteria. We recognize further application possibilities of the
methods based on questions in measuring the local alternatives’ values.
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Abstract: In this paper, we suggest the method for decision-making on number of functional regions.
The method considers economic variables of the average monthly gross earnings in the functional
region as well as the guidelines for the size of the regions. The method was tested in case study of
Slovenia. There are also some recommendations to improve the method.
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1 INTRODUCTION

The concept of regions is anchored deep in the history of Europe. Nowadays, the idea of
regions is often connected with the integration of European Union (EU). However, different
actors understand the very concept of a region quite differently. Administrative or statistic
regions are defined by their borders and they are required to cover whole the respective
territory and to be of comparable size. But, the functional regions of economy and/or society
are product of interrelations, they are quite diverse in terms of their size and population, and
they may overlap as well as not fully cover the territory [12].

The NUTS (Nomenclature of Territorial Units for Statistics) classification is a
hierarchical system for dividing up the economic territory of the EU for the purpose of (a)
the collection, development and harmonisation of EU regional statistics; (b) socio-economic
analyses of the regions; (c) framing of EU regional policies. For the purpose of socio-
economic analyses, three levels of regions have been established inside each EU member:
(b1) major socio-economic regions at NUTS 1 level, (b2) basic regions for the application of
regional policies at NUTS 2 level, and (b3) small regions for specific diagnoses at NUTS 3
level. For the purpose of framing of EU regional policies areas eligible under the other
priority objectives have mainly been classified at the NUTS 3 level. The current NUTS
classification lists 1303 regions at NUTS 3 level [10].

In Slovenia, there are twelve “statistical regions” at NUTS 3 level also called
“development regions”. The first version of statistical regions is from the middle of seventies
of the previous century. At that time, statistical regions were established for the purpose of
regional planning and cooperation in various fields. The first regionalization of statistical
regions was supported by exhaustive gravity analysis of labour markets, education areas and
supply markets in twelve regional and their sub-regional centres — that is the reason, why
Slovenian regions at NUTS 3 level are very stable [17].

Regions on NUTS 3 level are normally functional regions. A functional region is
characterised by its agglomeration of activities and by its intra-regional transport
infrastructure, facilitating a large mobility of people, products, and inputs within its
interaction borders. The basic characteristic of a functional region is the integrated labour
market, in which intra-regional commuting as well as intra-regional job search and search for
labour demand is much more intensive than the inter-regional counterparts [11].
Consequently, the border of a labour market region is a good approximation of the border of
a functional region [1,3,4,5,9,11,15].
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There are several approaches and methods for delimitation of functional regions; for
taxonomy and discussion about approaches see [11]. In this paper we analyse functional
regions of Slovenia by commuting zone approach using Intramax method® and suggest
model for decision-making on number of functional regions in the country.

2 MATERIALS AND METHODOLOGY

In 2009, there were a total of 390,500 labour commuters (persons in employment who
commute) between 210 municipalities of total 812,315 labour commuters in Slovenia.
Labour commuter is person in employment whose territorial unit of workplace is not the
same as territorial unit of residence. The source of data was the Statistical Register of
Employment (SRDAP), which was kept by Statistical Office of the Republic of Slovenia.
SRDAP covers persons in paid employment and self-employed persons who are at least 15
years old and who have on the basis of the employment contract compulsory social insurance
or are employed on the territory of the Republic of Slovenia. Employment can be permanent
or temporary, full time or part time [18].

To analyse economic criteria in decision-making on number of regions, set of
functional regions were modelled first using Intramax method. The method, which was
introduced by Masser and Brown in [13] and improved in [14], carries out a regionalization
of an interaction matrix. The objective of the Intramax procedure is to maximise the
proportion within the group interaction at each stage of the grouping process, while taking
account of the variations in the row and column totals of the matrix. In the grouping process,
two areas (municipalities in our case) are grouped together for which the objective function
T is maximised [2]:

maxT,

T. T

T= i T @
O, - D, Oj - D

where T is the interaction between origin location i and destination location j,

O, :ZT”. is the total of interactions originating from origin i, D, :zTu is total of
i i
interactions coming to destination j, and O, and D; >0.

The Intramax analysis is a stepwise analysis. In each step two areas are grouped
together and the interaction between the two municipalities becomes internal interaction for
the new resulting area. This new area takes the place of the two parent areas at the next step
of the analyses. So with N areas after N —1 steps all areas are grouped together into one
area (region) and all interaction become internal.

In the analysis on number of regions, the Flowmap software [2], with implemented
Intramax method, was used to delimitate functional regions of Slovenia. In Flowmap, the
outcome of an Intramax analysis is a report in table form and a dendogram which
municipalities are grouped and how. We modelled fourteen systems of two to fifteen
functional regions based on commuting data between 210 municipalities of Slovenia in
2009. This set of functional regions was used to develop economic criteria on decision-
making on number of regions in the country. Here we considered two economic criteria: (a)
the EU guidelines for the size of region, and (b) economic homogeneity of regions.

! Functional regions of Slovenia defined by labour market approach are in [6,7,8].
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There are EU guidelines for size of regions (population) on NUTS 3 level. The
thresholds in the Tab. 1 are used as guidelines for establishing the regions, but they are not
applied rigidly.

Table 1: Guidelines for establishing the regions at NUTS 3 level [10].

Level Minimum Maximum
population (EU) population (EU)
NUTS 3 150,000 800,000

On the other side, the most useful and the most often used economic criterion in different
regional development analysis is gross domestic product (GDP). Economic prosperity can be
determined in three ways, all of which should, in principle, give the same result. There are
the product (or output) approach, the income approach, and the expenditure approach. The
income approach measures GDP by adding incomes that firms pay households for the factors
of production they hire- wages for labour, interest for capital, rent for land and profits for
entrepreneurship. Normally, GDP is measured only for regions at NUTS 3 level, or higher.
There are no data for GDP at lower levels of regions. For that reason, we chose average
monthly gross earnings per person in paid employment [19] in the municipality of
destination as a measure of economic prosperity. The average monthly gross earnings were
grouped according pre-modelled functional regions of Slovenia. This economic criterion was
calculated per persons in employment as well as per capita in functional region.

Model for decision-making on number of regions in the country is based on the
variation of average monthly gross earnings per capita in the (functional) region and
variation of population in the (functional) region regarding the EU guidelines:

mKin f(K,a)
f =a-CVg (SI)+ (1—a)-CDyup (EU) )
where K is the number of regions in the country, CV ., (SI) is coefficient of variation of

average monthly gross earnings per capita in the Slovene functional region, CD,, (EU) is

coefficient of deviation of population in the region regarding the EU guidelines, a is the
weight for Slovenian criterion, respectively 1—a is weight for EU criterion, and

O,
CvV, (sh) = —GEAR
o Heear ©)

CDypop (EU) = W,iz,: D’ /(POP(EU)"“” ;POP(EU)max) "

POP < POP(EU),,, — (POR —POP(EU),,)’
D? = {POP. > POP(EU)_, — (POP —POP(EU), )’
otherwise - 0

(®)

where POP(EU) ., is the minimum population in region regarding the EU guidelines and
POP(EU),., is the maximum population in region regarding the EU guidelines.

Model (2) allows decision-makers to include domestic and/or EU preferences; i.e.
weights for domestic (a) respectively EU criteria (1—a).
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3 RESULTS

Using data on commuting between 210 municipalities in Slovenia in 2009 and Intramax
procedure in Flowmap software, fourteen systems of two to fifteen functional regions were
modelled. According the EU guidelines for regions at NUTS 3 level (see Tab. 1) the lowest
suggested system is system of five functional regions (minimum of population in functional
region is 199,011 and maximum is 821,703).

Besides EU recommendations on population in the regions, here suggested model for
defining appropriate number of (functional) regions in the country considers in addition
economic variable on average monthly gross earnings in the (functional) region. Results in
Chart 1 show that the systems of three, four, nine and fourteen functional regions are the
most interesting systems of functional regions considering solely analysed economic variable
in the region (variation of economic variable has a local minimum).
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Chart 1: Standard deviation of average monthly gross earnings in fourteen systems of two to fifteen functional
regions in Slovenia in 2009.

But, using the model (2) — i.e. considering both (Slovenian and EU) requirements — where
the weight for Slovenian criterion a is changing from 0.1 to 0.9, there are two suggestions
for the number of functional regions in Slovenia: five functional regions for 0.1<a<0.8
and seven functional regions for a=0.9. So, laying (great) stress on EU guidelines suggests
us to consider the system of smaller number of (five) functional regions (Fig. 1 on the left),
while forcing the most economically homogeneous regions (the more uniform distribution of
average monthly gross earnings per capita in the functional regions) gives us the system of
seven functional regions of Slovenia in 2009 (Fig. 1 on the right). Considering solely “local”
economic variable and the fact that EU guidelines for regions are not applied rigidly for EU
members the system of fourteen (functional) regions (Fig. 2) becomes also a candidate for
the “right” number of functionally modelled regions. The system of fourteen functional
regions is the most close to the current system of twelve statistical regions of Slovenia.

4 CONCLUSIONS
In the paper, we suggested the method for decision-making on number of functional regions
in the country. Software implementation of algorithms for delimitation of functional regions

enables modelling of many different systems of functional regions. So, the question about
the “right” number of functional regions should not be ignored. Suggested model for
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decision-making on the number of functional regions considers the average monthly gross
earnings per capita in the functional region as well as the guidelines for the size of the
regions. The model for decision-making on number of functional regions could be improved
by considering other more holistic economic parameters (i.e. GDP) or by including other
functional criterion in decision-making (e.g. travelling costs in functional region as whole or
to regional centre as future administrative centre).

In our case study of Slovenia, functional regions were delimitated by Intramax method
considering flows of labour commuters between 210 municipalities in Slovenia in 2009. The
results show that there were two (conditionally three) systems of functional regions in 2009.
But, for more adequate results, functional regions should be studied at longer time horizon.
The complex territorial organization of most EU member’s political and administrative
systems is rooted in history and tradition as well as in a strong political will. Most parts of
the provincial structure (states) and of the district structure of administration have been
already inherited from the past and reflect the administrative entities of different social
systems. But, for various motivations, the creation of a middle layer of regional government
or administration should be established in some new member states of the EU where no
intermediate level, except state and municipality level, of territorial organisation is organised
[6,8,16]. This is also the case in Slovenia. Here suggested model could help decision-makers
to decide about new level of administrative regions.

Functional regions
11 (Celie)
50 (Koper)
61 (Ljubljana)
70 (Maribor)
84 (Nova Gorica)
85 (Novo mesto)
112 (Siovenj Gradec)

®, Functional regions
oy ® 11 (Celje)

50 (Koper)

61 (Ljubijana)

70 (Maribor)

85 (Novo mesto)

Figure 2: Fourteen functional regions of Slovenia in 2009.
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Abstract: Data envelopment analysis (DEA) is a method for evaluating the relative efficiency of
decision making units (DMUSs) with multiple inputs and outputs. DEA results depend heavily on the
criteria included into analysis. Therefore the selection of adequate criteria is one of the most
important phases in DEA application. In this paper, statistical technique, Conjoint analysis is
suggested as supporting method for the selection of the criteria. Conjoint analysis determines the
relative importance of each criterion, based on stakeholders’ preference, which can be used as guide
for selection of inputs and outputs for efficiency assessment of DMUSs.

Keywords: Data envelopment analysis, criteria selection, stakeholder preferences, Conjoint analysis.
1 INTRODUCTION

Data envelopment analysis (DEA) is a linear programming-based procedure that measures the
relative efficiencies of peer decision-making units (DMUs). This special mathematical
technique was firstly introduced by Charnes, Cooper and Rhodes [4]. The DEA methodology
has been widely applied in areas such as banking [12], energy, flexible manufacturing cells,
highway maintenance, individual physician practice, and telecommunications.

For a given set of inputs and outputs, DEA produces a single comprehensive measure
of performance (efficiency score) for each DMU. Obtained results rely heavily on the set of
inputs and outputs that are used in the analysis. Therefore, one of the most important DEA
phases is criteria selection. The effort increases significantly when the available data are
growing. In the literature relatively little attention has been paid to how, in a real-world
situation, these inputs and outputs should be chosen. Many authors treat the inputs and
outputs used in their studies as simply ,,givens* and then go on to deal with the DEA
methodology.

On the other hand, statistical methods, such as a regression and a correlation analysis,
have been used in order to decrease the number of the criteria. Finally, criteria selection, as
well as proper DEA model selection, may differ depends on particular case, the objectives
and the purposes of the analysis. The aim of this paper is to show possibilities of using
Conjoint statistical techniques as support tool for DEA inputs and outputs selection.

The paper is organized as follows: Section 2 describes DEA basics and implementation
process, followed by literature survey concerning the criteria (inputs and outputs) selection.
The Conjoint analysis, including the procedure for the determining the criteria importance is
given in the Section 3. The proposed methodological framework of DEA criteria selection by
Conjoint analysis is given in the Section 4. Finally, main conclusions are summarized in
Section 5.

2 DATA ENVELOPMENT ANALYSIS
The creators of DEA [4], introduced the basic DEA CCR model as a new way to measure

efficiency of DMUSs, and since then a lot of variations of DEA models have been developed:
the BCC model [2] which assumes variable return to scale, the additive model [1]which is
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non-radial, Banker and Morey [3] model which involves qualitative inputs and outputs,
Golany and Roll [8] model in which input-output weights are restricted to certain ranges of
values.

DEA empirically identifies the efficient frontier of a set of DMUs based on the input
and output variables. Assume that there are n DMUs, and the jth DMU, produces s outputs
(Yij»r ¥g) Dy using m inputs (x;,.., X,; ). The efficiency score of the observed DMUj is given

as ratio of the virtual outputs (sum of weighted outputs) to the virtual inputs (sum of
weighted inputs). The basic CCR ratio model is as follows:

S m
max ek = Z U Yo zvi Xik
r=1 i=1

st

Zs:uryrj/zmlvixij <1 j=L1...n
r=1 i=1

u 20,r=1...,sv,20,i=1....m

(1)

where u, >0, are weights assigned to the rth outputs, r=1,...,s, and v, >0, are weights
assigned to the ith inputs, i =1,...,m in order assess DMU as efficient as possible. This basic

CCR DEA ratio model, which can easily be linearized, should be solved n times, once for
each DMU,. The index 6, shows relative efficiency of DMUy, obtained as maximum

possible achievement in comparison with the other DMUs under the evaluation.

Emrouznejad and Witte [6] suggest a complete procedure of DEA efficiency assesment.
It is a framework which can be further adapted and modified along the specific needs of the
researcher. They suggested a COOPER-framework, which involves six interrelated phases:

(1) Concepts and objectives,

(2) On structuring data,

(3) Operational models,

(4) Performance comparison model,

(5) Evaluation, and

(6) Results and deployment.

The first two phases of the COOPER-framework correspond to defining the problem
and understanding how decision making units operate. The last two phases correspond to
summarization of the results and documentation of the project for non-DEA experts.
Obviously, the phases are interrelated and affect each other.

The attention in this paper is paid to the phases 1, 2 and 3, since the objective definition
in the model (1) obviously indicated that efficiency of DMUK is crucially related to the
criteria selection. Jenkins and Anderson [10] claimed the greater the criteria, the less
constrained are the model weights assigned to the criteria, and the less discerning are the
DEA results. The number of criteria may be large, and it is not clear which one to choose.
Even worse, different selections of criteria can lead to different efficiency evaluation results.
It is obviously possible to consider all criteria for evaluation, but too many of them may lead
to too many efficient units, and it gives rise to difficulties in distinguishing truly efficient
units from inefficient ones. For this reason, the problem of selecting adequate criteria
becomes an important issue for the improvement of discrimination power of DEA.

While it is advantageous to limit the number of variables, there is no consensus on how
best to do this. Banker, Charnes and Cooper [2] suggested that the number of DMUs should
be at least three times larger than the number of criteria. As noted by Golany and Roll [8],
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few studies give an overall view of DEA as an application procedure that must focus on the
choice of data variables in addition to the methodology of DEA.

Several methods have been proposed that involve the analysis of correlation among the
criteria, with the goal of choosing a set of criteria that are not highly correlated with each
other. Unfortunately, studies have shown that these approaches yield results which are often
inconsistent in the sense that removing criteria that are highly correlated with others can still
have a large effect on the DEA results [15]. Morita and Haba [14] select criteria so as to
distinguish between two groups based on external information, where a 2-level orthogonal
layout experiment is utilized and optimal variables can be found statistically.

Ediridsinghe and Zhang [5] have proposed a generalized DEA approach to select
criteria by maximizing the correlation between the DEA score and the external performance
index. They utilize a two-step heuristic algorithm that combines random sampling and local
search to find an optimal combination of inputs and outputs.

Morita and Avkiran [13] considered the criteria selection method based on discriminant
analysis using external evaluation. They used a 3-level orthogonal layout experiment to find
an appropriate combination of inputs and outputs, where experiments are independent of each
other.

Lim [11] proposed a method for selection of better combinations of input-output
factors. It is designed to select better combinations of input-output factors that are well suited
for evaluating substantial performance of DMUs. Several selected DEA models with different
combinations of input-output factors are evaluated, and the relationship between the
computed efficiency scores and a single performance criterion of DMUs is investigated using
decision tree. Based on the results of decision tree analysis, a relatively better DEA model can
be chosen, which is expected to effectively assess the true performance of DMUS.

3 CONJOINT ANALYSIS

Conjoint analysis is a multivariate technique that can be used to understand how individual’s
preferences for products or services are developed [9]. Specifically, Conjoint analysis is used
to gain insights into how customers value various product attributes based on their valuation
of the complete product. Green and Krieger [7] pointed out the potential usefulness of
Conjoint analysis to deal with some marketing problems, in particular to develop new multi-
attribute products with optimal utility levels over other competitive products, to estimate
market shares in alternative competitive scenarios, to benefit segmentation, and to design
promotion strategies, among other uses.

Implementation of Conjoint analysis can be simply described as follows. Researchers at
first develop a set of alternative products (real or hypothetical) in terms of bundles of
quantitative and qualitative attributes through fractional factorial designs. These products,
referred to as profiles, are then presented to the customers during the survey. The customers
are asked to rank order or rate these alternatives, or choose the best one. Because the products
are represented in terms of bundles of attributes at mixed “good” and “bad” levels, the
customers have to evaluate the total utility from all of the attribute levels simultaneously to
make their judgments. Based on these judgments, the researchers can estimate the part-worths
for the attribute levels by assuming certain composition rules. The manner that respondents
combine the part-worths of attribute levels in total utility of product can be explained by these
roles. The simplest and most commonly used model is the linear additive model. This model
assumes that the overall utility derived from any combination of attributes of a given good or
service is obtained from the sum of the separate part-worths of the attributes. Thus,
respondent i’s predicted utility for profile j can be specified as follows:
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= BuXja+&, i=L..,1, j=1..,3 2)
k=1 I=1
where 1 is the number of respondents; J is the number of profiles; K is the number of
attributes; L, is the number of levels of attribute k. £, is respondent i’s utility with respect to

level | of attribute k. x, is such a (0,1) variable that it equals 1 if profile j has attribute k at
level I, otherwise it equals 0. &; is a stochastic error term.

The parameters f,,, also known as part-worth utilities, can be used to establish a

number of things. Firstly, the value of these coefficients indicates the amount of any effect
that an attribute has on overall utility of the profiles— the larger the coefficient, the greater the
impact. Secondly, part-worths can be used for preference-based segmentation. Namely, given
that part worth utilities are calculated at the individual level, if preference heterogeneity is
present, the researcher can find it. Respondents who place similar value to the various
attribute levels will be grouped together into a segment. Thirdly, part-worths can be used to
calculate the relative importance of each attribute, also known as an importance value.

Importance values are calculated by taking the utility range for each attribute separately,
and then dividing it by the sum of the utility ranges for all of the factors:

Flik= max{ﬂikl’ﬂikZ""ﬂikLk}_min{ﬂikl'ﬂikZ""ﬂikLk} ,i=1,...,|,k=1,...,K (3)

ZK:(maX{ﬂikll Pz "'ﬂikLk}_ min{ﬂikl' Pz ﬁlkLk})

where Fljy is the relative importance that ith respondent assigned to the factor k. The results
are then averaged to include all of the respondents:

FI —ZFI / =1,...K. 4)

If the market is characterized by heterogeneous customer preferences, it is possible to
determine the importance of each attribute for each of isolated market segments.

4 DEA CRITERIA SELECTION USING CONJOINT ANALYSIS

Here is a framework designed to help the selection of the criteria relevant to the analysis
and to obtain results that best reflect the research objectives. The adequate criteria selection is
especially significant in the case of non-profit sector as well as for the studies that include a
large number of categorical (discrete, intangible) variables.

The main phases of proposed framework are shown in Figure 1. In the first phase, the
research objectives and stakeholders should be defined. In the second phase, Conjoint
analysis should be conducted. Based on the objectives defined in the first stage, selection of
the key attributes and their levels are performed. After the data are collected, Conjoint
parameters estimation should be done, as described in Section 4. In the real-world
applications, the parameters obtained from Conjoint analysis shows respondents' preferences
to the particular criteria.

One of the important objectives of Conjoint analysis is to determine what combination
of a limited number of criteria is most influential on respondent choice or decision making.
Particularly, Fly, k=1,.., K, represents the importance of each criterion, which may be
starting point for DEA criteria selection (see Fig. 1).
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METHODOLOGICAL FRAMEWORK REAL WORLD APPLICATION
OBJECTIVE DEFINING Evaluation of university teachers
STOCKHOLDERS DETERMINING Students, Teachers, University representatives
CONJOINT ANALYSIS CONJOINT ANALYSIS
Attributes and attribute levels selection 9 Attributes, 1152 possible profiles
Experimental design construction Full factorial, orthogonal, design (16 profiles)
Data collection Rating approach for data collection
Parameter estimation Parameter estimation using OLS
Aomen P Avg. Importance
Criteria (Attribute) FI (%)
Clear and understandable presentation 20.56%
Methodical and systematic approach 16.96%
Attributes (Criteria) importance jismpolofilectiiies 135850
Preparedness 712%
Fl, Punctuality 8.05%
Encouraging the interaction 7.28%
Informing students about their work 8.12%
Concerning the students comments and 8.01%
answering to the questions e
Availability (at the consultation or via e-mail) 10.56%
DATA ENVELOPMENT ANALYSIS DATA ENVELOPMENT ANALYSIS
Criteria (Attribute) Avg. Il:mlr()n%lance
Criteria Selection & Clear and understandable presentation 20.56%
Division on the input and output sets Methodical and systematic approach 16.96%
Tempo of lectures 13.35%
Availability (at the consultation or via e-mail) 10.56%
DEA model selection DEA model selection
Evaluation Evaluation
Results and Deployment Results and Deployment

Figure 1: Model of criteria selection in DEA using Conjoint data

The illustrative example is given in the right part of the Fig. 1. The study is motivated by
teachers’ evaluation on the University of Belgrade, Serbia. The survey, usually, carries out
twice a year and results are meant to represent students’ standpoint. But the final estimation
of each teacher is calculated as average of mean values of 9 criteria given as attributes set up
by the University representatives. A survey, partially presented here, is conducted with 98
undergraduate students. The results obtained by Conjoint analysis shows that some criteria,
such as Clear and understandable presentation is far more significant than the others. Four
criteria, shown in DATA ENVELOPMENT ANALYSIS rectangle, are distinguished as the
most important from the students’ point of view. These criteria are going to be used as DEA
outputs, since marks are desirable to be as higher as possible.

5 CONCLUSION

The aim of each entity is to provide the most reliable, useful and inexpensive business
analysis. It can be DEA which can help the management to decrease cost, to make processes
easier and to focusing on the key business competencies. DEA is an effective tool for
evaluating and managing operational performance in a wide variety of settings. Since DEA
gives different indexes of efficiencies with different combination of criteria, the selection of
inputs and outputs is one of the most important steps in DEA.

A large number of criteria require a great effort to obtain efficiency index of each
DMU. DEA efficiency index is relative measure, depends on the number of DMUs and
number and structure of criteria included into the analysis. The criteria reduction has been
usually done by statistical methods, such as regression and correlation analysis. This paper
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has suggested using Conjoint analysis as supporting tool for more realistic criteria selection.
The stakeholders' preferences obtained by Conjoint analysis represents starting point for
making the most suitable combination of criteria used in next phase of DEA efficiency
measurement.

The described framework provides better criteria selection which is well suited to the
stakeholders and allows selection of different criteria combination suited to the different
objectives and the number of DMUs. This paper also provides some interesting and
promising lines for further research.
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Abstract: Analytic hierarchy process is a well-known approach for handling multi-criteria decision
making problems. In group decision making the main difficulty is aggregating individual preferences
into joint weights, so that the weights satisfy all decision makers as much as possible. One
possibility, when the group cannot reach a consensus on a single judgment is to express it with an
interval. In the paper a new way of constructing the interval comparison matrix from individual
judgments is proposed. The problem of generating weights from interval comparison matrices is
discussed and a numerical example from the field of natural resources management is provided.
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1 INTRODUCTION

Analytic hierarchy process (AHP) is a well-known approach for handling multi-criteria
decision making problems. It is based on pairwise comparisons. The 1-9 ratio scale is used
for expressing the strength of preference between the compared objects. Since one decision
maker is limited by his/her knowledge, experiences and perspective, group decision making
is often applied inside the AHP model. In group decision making the main difficulty is
aggregating individual preferences into joint weights, so that the weights satisfy all decision
makers as much as possible. Many approaches have been applied, including aggregating
individual judgments or priorities [1] and aggregating the base of data envelopment analysis
concepts [2].

In one decision maker’s case intervals can be used instead of the crisp values
employed in pairwise comparisons. The exact values sometimes cannot express the
subjectivity and the lack of information of decision maker, or the complexity and uncertainty
of the real world decision problems. Interval judgments are more natural in such cases.
Another possibility for interval judgments arises in group decision making when the group
cannot reach a consensus on a single judgment and expresses it with an interval [3]. Several
analysts have examined the problem of generating weights from interval comparison
matrices recently. A derived priority vector can be a vector of interval weights, the
representative vector from the assurance region or a weakly efficient vector of crisp weights
in the case when assurance region is empty [4].

In the paper we discuss the problem of combining individual judgments into group
interval judgment and provide a new concept of aggregation. For deriving the interval
weights from interval comparison matrix we employed the concept of Liu [5], which is
based on constructing two crisp matrices from the interval matrix and deriving weights from
them.

2 THE CONSTRUCTION OF GROUP INTERVAL MATRIX

Let m be the number of decision makers included in the process of evaluating n criteria (or
alternatives) according to the element on the next higher level. Let A% :(aig")) k=10

be their comparison matrices. Group intervals can be constructed using minimum and
maximum judgments for the endpoints of the intervals [6]. So the outstanding judgments

nx
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determine the group intervals. Despite eliminating outliers, the intermediate values do not
impact the endpoint of the intervals. We suggest another approach to overcome this
drawback. The lower bound of the interval should be influenced by all values that are lower
or equal to the median. Since it is the lower bound the influence should not be equal for all
values. The degree of influence should be greater for smaller values and smaller for the
values that are closer to the median. Similarly, the upper bound of the interval should be
influenced by all values that are greater than or equal to the median. The simplest way for
mathematical record of such approach is employing the Ordered Weighted Geometric
(OWG) operator [7].

Definition 1: An OWG operator of dimension m is a mapping F:R™ — R, that has
associated a weighting vector W =(w, ..., w,, ) having the properties:

€[0,1], Zw =1 and such that: F(a, Hc (1)

i=1

where c; is the ith largest value from the set {a,,...,a}.

We selected the OWG operator since it preserves reciprocity. Different vectors W
assign different weights to the values a,,...,a,. We assume that all decision makers are

equally important.
We define two vectors W, ( W, ,WL) and W, :(V\ffwfn) for the lower and

upper bounds of the intervals, respectively. The description is made separately for even or
odd number of decision makers. If m is an odd number, then 2 is the median of numbers

1,2,..,m and s,, =% js the sum of numbers from 1 to ™. Then we employ the

judgments of decision makers that are smaller than or equal to the median to influence the
lower bound of the group interval. The judgments of decision makers that are greater than or
equal to the median influence the upper bound of the group interval:

1 2 ml mil mil m-l 2 1

W = 0,..,0,—,—,...,—2,—2 |and W)* =| 2~ 2 ,...,—,—,0,...,0|. (2)
L Spa Smu Sma Spa Spa Spa Spa SM m-1
m 2 4 5 3 2 2 2 2 2

If n is an even number, then median of numbers 1,2,...,m is not an integer and s, = ™32 s
2

the sum of numbers from 1 to 3, which are smaller than median. Then

1 2 m-2 m m m-2 2 1
WLeven: 0,...,0,5—,8—,...,SL,SL and WUeven: SL,SL,...,S—,S—,O,...,O . (3)

Then the aggregated interval group matrix A%** is defined as

1 e 1) | - [Frie) £

k=1 k=1
o[ T2 T 1 ey e ]| o

144



where ¢{is the kth largest value from the set {a},...,a'} .

seey O

3 DERIVING INTERVAL WEIGHTS FROM INTERVAL COMPARISON
MATRIX

For deriving interval weights from interval comparison matrix A% we use the approach of
separating A" into two crisp comparison matrices A”® =(aj )and AS® =(aj/) [5].

Let [1;,u; = [ﬁ(ciﬂ.k) )WkL ,ﬁ(cﬁk) )WE }for ij=1,...,n. Then

L, <] Uj, 1<]
a‘ilj_: 1, i=j1 a‘iLJ"l= 1, I=J (5)
Uj, 1> ] i, 1> ]

Matrices A" and AS™" are reciprocal comparison matrices, since the OWG operator
preserves reciprocity.
The weights can be obtained from A" and A" in many ways, which are suitable

for crisp comparison matrices. We employed the eigenvector method [8], where the priority
vector, derived from a comparison matrix A, is the eigenvector belonging to the maximal
eigenvalue of matrix A. This is the most commonly used method for deriving weights in

AHP. The results are the vectors w, =(@f*,..,*) and o, =(of ... o) for matrices

n

A" and AS™", respectively. The interval weights belonging to A" are defined as
o =[a"a’ = min{a o}, max{a™, o} ]. (6)
For ranking interval weights the matrix of degrees of preference could be used:
- P, Py

P2 - A O (7)

pnl an cee —

In recent years the possibility- degree formula for p; has been used several times [9-12]:

0,0’ —w— 0, 0" — ' .
by =P >o,)= o (Z.u _Z‘Lm;}) o it i (®)
i I J J

The preference ranking order is provided using row-column elimination method [10].

4 CASE STUDY

Natura 2000 is a European network of ecologically significant areas of nature, as specified
on the basis of the EU Bird and Habitat Directives. The Slovenian Decree of special
protected areas [13] directed that the Natura 2000 sites will be managed only throughout
sectorial management plans. The agricultural priorities are outlined in the Rural
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Development Programme of the Republic of Slovenia 2007 — 2013 [14] and the objectives
are divided on four axes:
1. Axis 1 —improving the competitiveness of the agricultural and forestry sector
The activities under the first axis should support modernization and innovations and
raise the qualification and competitive position. They should contribute to improved
employment possibilities, increased productivity, and added value in agriculture and
forestry.
2. AXis 2 — improving the environment and rural areas
The activities under the second axis should contribute to environmental and water
resource protection, conservation of natural resources, and implementation of nature
friendly technologies in agriculture and forestry. They should provide sustainable
development of rural areas and ensure a favorable biodiversity status and the
preservation of habitats in the Natura 2000 sites.
3. Axis 3 — the quality of life in the rural areas and diversification of the rural
economy
The activities under the third axis promote entrepreneurship and raise the quality of
life in rural areas through enhanced employment opportunities, rural economic
development, and natural and cultural heritage conservation.
4. Axis 4 — LEADER initiative
LEADER is a bottom - up method of delivering support for rural development
through implementing local development strategies. The activities under the fourth
axis should stimulate the cooperation and connection of local action groups (LAS).
To assure the best results for the Natura 2000 sites we should rank these four aims and seek a
balance between them. The weighting depends on the view of the objectives which differ
among stakeholders. With an objective of incorporating different perspectives, we identified
three main stakeholders for the Natura 2000 sites: representatives of environmental
protection, representatives of farmers, and the government. The pairwise comparisons of the
four objectives and results are represented by matrices A, B and C for environmental,
farmer, and government views, respectively.

1112 1311 11338
A |t L2 3’52% 11 %’sz 1 4 6
3112 1312 1113
73 o7 1 1251 i 5 3 1
The priorities of the three stakeholders, gained by the eigenvector method are presented in

Table 1.

Table 1: The priorities and the ranking of the four axes for three stakeholders.

A environmantalist B farmer C government

priorities  ranks | priorities ranks | priorities ranks
axis1 | 0.1397 3 0.3015 2 0.3372 2
axis 2 | 0.4647 1 0.1100 4 0.4832 1
axis 3 | 0.2799 2 0.3584 1 0.1265 3
axis4 | 0.1156 4 0.2301 3 0.0531 4

The ranking differs between the stakeholders. The environmentalist prefers axis 2, which is
the most favors nature protection. Farmers favor rural economic development, which is
reflect by axis 3 and 1, which are the highest evaluated. The government weights indicate
that it is focused on sharing funds for particular objectives.
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The comparison matrices A, B and C are aggregated in the A" (4) according to the
OWG operator (1). The associated lower and upper weighted vectors (2) are defined as

W, =(0,4,%) and W, =(%,4,0). The intervals in the matrix A®**(9) are presented on four

decimals.

1 [0.3150,1.6510] [0.4807, 2.0801] [1.2599, 5.0397]
[0.6057,3.1748] 1 [0.6057,3.1748] [0.9086,4.7622]
[0.4807, 2.0801] [0.3150,1.6510] 1 [2.0000, 2.6207] 9)
[0.1984, 0.7937] [0.2100,1.1006] [0.3816, 0.5000] 1

group __

The interval weights arising from the A% are composed from the eigenvectors belonging
to the maximal eigenvalues of matrices A" and A" by the equation (6):

[0.158,0.414]
[0.281,0.355]
“~|[0.161,0.368]
[0.071,0.193]

(10)

Ranking of interval weights (10) has been done over the matrix of degrees of preference (7)

— 0403 0.547 0.909

0.597 - 0.692 1 . ) 59.7%  54T%  90.2%
P= , Which presents the ranking @, > @, > @, > ,.
0453 0308 -  0.902

0091 0 0098 -

The final ranking sets axis 2 — the protection of nature - as the most important aim in
managing Nature 2000 sites. This objective is expected to be the most vital. The second most
significant aim is axis 1. Improving the competitiveness of the agricultural and forestry
sectors will indirectly contribute to improved environmental, water, and air quality through
new technologies and renewable energy sources [14]. Axis 3 is third in importance, but close
to axis 2 and should upgrade, complement, and refine the effects of axes 1 and 2 [14]. Axis 4
is ranked last but should be included in implementing the other three axes.

5 CONCLUSIONS

In the paper we discussed the problem of aggregating individuals’ judgments into group
interval judgments, deriving interval weights from the interval comparison matrix, and the
ranking of interval weights. The case study indicates that the group approach with interval
matrices could be appropriate and contributes to managing group decision problems from
different areas.

Additional issues must be addressed however:

e We assumed that all decision makers are equally important for our analysis. It will
be interesting to construct a vector W in the OWG operator (1) that considers
weights reflecting the importance of the various decision makers.

e The concept of acceptable consistency which is important in AHP should be
included.
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e Finally, if every decision maker in the group provides an interval comparison
matrix, their aggregation is even more complicated as in the case of crisp matrices.
Some approaches have already been offered for this issue [15-16] but here still a
lot of space remains for new ideas.
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Abstract: Ranking of commercial banks based on seven proposed criteria is performed by using goal
programming, in which the goal of every bank is the best business performance (evaluated with
multiple criteria), and which is represented by a Score. The Score is obtained by calculating weights as
a solution of a goal programming problem. Profitability indicators are the most important indicators
for the five observed Croatian banks. Other indicators, for credit risk and productivity, are far less
important for the final ranking of the chosen banks.
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1. INTRODUCTION

Banks play an extremely important role in each country's economy, particularly in countries
with a rather less developed financial system, as is the case with the Republic of Croatia. The
banking sector in the Republic of Croatia consists of thirty banks that are mostly owned by
foreign proprietors, generally by Italian, Austrian, French, and Hungarian banks. The
dominant position, based on their total assets and the size of equity, is occupied by two largest
Croatian Banks, Zagrebacka banka d.d. and Privredna banka Zagreb d.d. In addition to these,
the top ten Croatian banks also include Erste & Steiermarkische bank d.d., Raiffeisenbank
Austria d.d., Hypo-Alpe-Adria-bank d.d., Societe Generale - Splitska banka d.d., Hrvatska
postanska banka d.d., OTP banka d.d., Volksbank d.d., and Podravska banka d.d. The scope
of this study encompasses the following five banks: Erste & Steiermarkische bank (ERSTE),
Raiffeisenbank Austria (RBA), Hypo-Alpe-Adria-bank (HYPO), Hrvatska poStanska banka
(HPB) and Podravska banka (POBA).

These banks were chosen primarily because of their comparability with regard to the
criteria of total assets and size of equity, as well as for the online availability of their annual
reports with financial statements for the year 2010. Moreover, because of the fact that only
one out of the five - HPB bank has domestic (Croatian) ownership, these five banks represent
a representative sample for the Croatian banking sector. The two largest banks that participate
in over 50% of the Croatian banking sector are excluded from analysis since their results
would not be comparable with the financial position of the other banks studied. Particular
emphasis will be put on the interpretation of the results relating to the HPB Bank, since it is
the only large bank in Croatia owned by domestic capital, i.e. mainly a state-owned bank. The
results of the analyses will imply certain conclusions and recommendations for the purpose of
repositioning the HPB bank, but also other banks covered in the study, on the Croatian
banking market.
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A mathematical multicriteria decision making model will be used, that will consist of
seven individual criteria classified into three basic groups - profitability, credit risk, and
productivity. Multicriteria business performance of each bank will be evaluated using a score
calculated as the weighted sum of relative values of individual indicators. There is an
assumption that each bank goal is the maximum score that they wish to obtain. The score is
dependent on the weights assigned to individual indicators. The deviation from the goal will
be measured using two distance functions. The formulated mathematical model uses goal
programming to determine the weights and the score for each bank. This approach is used in
paper [6]; however, in that paper the goal of each bank is the score closest to the performance
of all indicators, which will not be the case here.

The rest of this paper is presented in the following manner. All seven criteria are
presented in the second section, followed by formulation of the multicriteria optimalisation
model in the third. The approach to solving this kind of a model is illustrated in the fourth
section on the basis of the examples that include five banks and seven selected attributes
(criteria). The closing considerations are presented in the final section of this paper.

2. SELECTION OF CRITERIA

Ranking of commercial banks is a classic problem of multicriteria decision-making. In the
first place, it is necessary to select the criteria on the basis of the ranking of the banks in a
descending order (from the best to the worst). In this paper seven individual criteria have been
chosen, categorized in three fundamental groups (profitability, credit risk, and productivity) as
follows:

1. Return on average assets — ROAA represents one of the most well-known
indicators of profitability that is often used not only in the banking sector, but also in
the real sector. The value of this indicator is obtained from the next relation:

X; = Return on average assets (ROAA) = profit before taxation / average assets of
the bank (1)

Profit before taxation can be found in the Income statement (P&L), while the average
assets of the bank are calculated as the arithmetical mean of the balance sheet's
positions on the asset side for two consecutive business years (in this case for the
years 2009 and 2010). The obtained values are expressed as percentages, and are
desirable to be as high as possible for each bank.

2. Return on average equity — ROAE also represents a well-known profitability
indicator, as well as Return on average assets. The value of this indicator is obtained
as follows:

X, = Return on average equity (ROAE) = profit after taxation / average equity of
the bank 2)

Profit after taxation is the final entry of the Income statement, while the average
equity of the bank is calculated in the same way as the average assets of the bank
(arithmetical mean of the balance sheet's positions of the equity for the two sequential
business years). The obtained values are also expressed as percentages, and are
desirable to be as high as possible for each bank.
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3. Income from interest bearing assets and expenses on interest bearing liabilities
represents a specific indicator of profitability that is solely applied to the banking
sector. The value of this indicator is obtained as follows:

X3 = Income from interest bearing assets and expenses on interest bearing
liabilities = (interest income / average interest bearing assets) / (interest expenses /
average interest bearing liabilities) 3)

Interest income and interest expenses represent the initial positions in the Income
statement of every business bank because they define the financial result that is
derived from basic banking activity - receiving deposits and lending loans. Interest
bearing assets are the total of all positions on the asset side of the balance sheet that
represent the ground for calculating active interest, by which banks’ income is
generated. On the other hand, interest bearing liabilities are the total of all positions on
the liability side of the balance sheet as the ground for calculating passive interest that
make banks’ expenditures. The obtained values are expressed as absolute values and it
is desirable that the obtained results of this ratio be as high as possible in order to
confirm the profitability of banks dealings.

4. Coverage represents the indicator commonly used in banks for credit risk
evaluation. The value of this indicator is obtained as follows:

X4 = Coverage = (total of investments impairment + provisions) / (total of
investments + contingent liabilities) 4

The numerator of the ratio consists of the total of investments impairment and
provisions, where the impairment stands for the cumulative of all recognized losses
for bad and doubtful loans that are not expected to be repaid, that is reimbursed, while
the term provisions refers to the balance sheet position on the liability side that is
recognized in the banks expenses as future observed and estimated liabilities (for
example provisions for legal actions, that is lawsuits filed against the bank). The
denominator of the ratio consists of the total of investments comprised divided by the
total of all balance sheet positions on the asset side of the bank that represent the basis
for generating income, and the other part of the denominator relates to contingent
liabilities that are, as a rule, booked on the off-balance sheet, and consist of given
guarantees and open letters of credit as typical banking affairs. The obtained values
are expressed as percentages, and it is desirable that the obtained results of this ratio
should be as high as possible, which implies that the bank management is aware of
possible credit risk in business activities and of the necessity for its anticipation.

5. Quality of investments represents an indicator that pertains to the credit risk
assessment, as well as coverage, because it assesses the percentage of bank
investments that can be reimbursed. The value of this indicator is obtained as follows:

X5 = Quality of investments = (1 — (total of investments impairment / total of
investments)) &)

The equation listed above puts in ratio two positions from the asset side of the bank’s

balance sheet. The obtained values are expressed as percentages and their maximum
value is 100%, which means that all the bank’s investments can be repaid and that
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there is no need for investment impairment. Taking into account the existing risk when
making credit investments, this situation should not be expected to be realistic.

6. Assets per employee is a typical banking indicator that belongs to the category of
productivity indicators because it represents the ratio of the realized output (total of
assets, i.e. total bank’s property) against actors in bank business operations (which
means all bank's employees). The value of this indicator is obtained as follows:

X6 = Assets per employee = total assets / total number of employees (6)

The values in this equation are obtained from the balance sheet and the notes
accompanying financial statements (information about the number of employees). The
obtained values are expressed as absolute values, i.e. money units, and are desirable to
be as high as possible.

7. Interest income per employee represents the banking indicator that also belongs to
the category of productivity indicators. The value of this indicator is obtained as
follows:

X7 = Interest income per employee = Interest income / total number of employees

(7

The numerator of the ratio is obtained from the Income statement, while the
denominator consists of the number of employees that can be found in the notes
accompanying financial statements. The obtained values are also expressed as
absolute values, i.e. money units, and are desirable to be as high as possible, just as
with all the previous indicators.

Based on the former formulas, the calculated values of all seven individual criteria (Xj,...,X7)
for the five selected banks, and all the obtained results are presented in the following
decision-making table ( Tab. 1):

Table 1. The values of seven individual indicators (X, X», X3, X4, X5, X¢ and X7),
categorized into three basic groups (profitability, credit risk, and productivity) for the five
selected banks (ERSTE, HPB, HYPO, POBA and RBA).

PROFITABILITY: CREDIT RISK: PRODUCTIVITY:

X X, X, X X5 Xs X7

1. ERSTE 1,52% 10,55% 2,26 4,37% 95,65% 26,17 1,51
2. HPB 0,40% 5,55% 2,05 5,44% 94,10% 14,61 0,81
3. HYPO 0,72% 3,56% 1,77 5,71% 93,90% 22,82 1,24
4. POBA 0,58% 3,52% 2,20 5,58% 94,53% 9,11 0,54
5. RBA 1,13% 6,77% 2,17 2,85% 96,97% 17,44 0,97

All obtained results of individual indicators are positively directed, but the benefit criteria are
not displayed in the same measurement units. Therefore the next step is the transformation of
the positively directed criteria values. The percentage transformation is used here as it leads to
proportional changes in the results. The obtained results are presented in Table 2.
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Table 2. The transformed values of seven individual criteria (X;, Xs, X3, X4, X5, X6 and X7)
as part of the three basic groups (profitability, credit risk, and productivity) for the five
selected banks (ERSTE, HPB, HYPO, POBA and RBA).

PROFITABILITY: CREDIT RISK: PRODUCTIVITY:
X X, X3 X Xs Xs X7
1. ERSTE 0,3508 0,3522 0,2163 0,1825 0,2013 0,2903 0,2979
2. HPB 0,0912 0,1854 0,1964 0,2271 0,1980 0,1621 0,1597
3. HYPO 0,1663 0,1189 0,1692 0,2383 0,1976 0,2531 0,2436
4. POBA 0,1326 0,1176 0,2108 0,2329 0,1989 0,1011 0,1071
5. RBA 0,2591 0,2259 0,2072 0,1191 0,2041 0,1934 0,1918

3. MULTICRITERIA PROBLEM AND GOAL PROGRAMMING

The weighted sum model is the most frequently used approach for the estimation of
multicriteria performance of specific alternatives that are also used in this paper. To each bank
i we assign score S; based on the values of individual indicators (attributes) and weights
assigned to them. The weights w; of indicators j determine the score and by varying different
weight different scores can be obtained for the same bank. Since the score of the alternative is
its multicriteria value, it is assumed here that the goal of each bank is the maximum value of
the score. In that sense the goal programming problem will be formulated. The notations in
the model are as follows:

i-Bank i=1,...n.

Jj — Indicator (Attribute), j = 1,...,p.

w; —Weight of Attribute j, j = 1,...,p.

x;j — Value of Indicator j of Alternative i.

Si - Score Alternative i, S; = wiXi; + ...+ Wy Xjp.

As it was mentioned earlier, the goal for every bank i is the highest score, and therefore it is
valid to define:

gi=max {S; (W): wi +...+wp=1, w,...,w, =0} (8)
If d = (d,,...,d,) represents a vector whose components d; are deviations from components g;
of the goal g = (gy,...,gx), and S is vector S = S(w) = (S,,...,S,), the problem (GP) that we are
solving is as follows:

(GP) Min lIg-S(w))ll,, 9)

With limitations: S(w)+d=g, d>0

Wi+ +wp=1

Wi,...,Wp=>0
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The solution of the problem depends on the selection of the norm i.e. on the values of the
weights (w;) of the goal programming problem (GP).
4. IMPLEMENTATION

The problem is solved for the five selected banks and the seven individual indicators. In this
paper, the norm suggested by Dinckelbach and Isermann is used, as the first one:

II'g-S(w) llg =l g-S(w) llo + (1/a)ll g-S(w) Il;, a>1 (10)

The problem is solved for a = 1, 10 and 100. For all mentioned values of parameter o, the
same solution is obtained. The following weights for every individual criterion are obtained:

wi =0.3951, wp, =0.2235, w3 =0, wy = 0.3783, ws =0, wg = 0 and w7 = 0.032.
The banks scores are (S; — ERSTE, S, — HPB, S;— HYPO, S; — POBA, S5 — RBA):
S1=0.2855, S, =0.1655, S5 =0.1855, S4 = 0.1665, S5 = 0.2001.
Apart from using the Dinckelbach and Isermann's norm, the problem is also solved using the
Euclid's norm in which the sum of square deviations is the smallest. The following weights
are obtained for every individual criterion:
wy;=0.24, w,=0.22, w3 =0.19, ws = 0.22, w5 =0, wg = 0 and w7 = 0.13.
The banks’ scores are (S; — ERSTE, S, — HPB, S;— HYPO, S; — POBA, S5 — RBA):
S1=0.28,S,=0.17,S3=0.19, S4 = 0.16, S5 = 0.20.

The results are rounded up to two decimal points, unlike the previous problem, since this is a
square programming problem.

The final ranking list of the five selected banks for both norms we used is as follows:

I. Dinckelbach and Isermann's norm: II. Euclid's norm:
ERSTE (S)) ERSTE (S))
RBA (S5) RBA (Ss)
HYPO (S3) HYPO (S3)
POBA (S4) HPB (S»)
HPB (S») POBA (S,)

As one can see from the obtained results, the score (S;) of every bank is approximately
the same regardless of the norm used in the model, and the ranking is approximately the same
in both cases. The only difference in the ranking is between the two banks with the lowest
rank (HPB and POBA); their rank changes according to the norm used.

Furthermore, in both cases the largest weights are assigned to profitability indicators
(over 60%) while the weight of the fifth indicator equals zero because all the banks have
approximately the same values of that indicator (quality of investments). Moreover, the
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weight of the sixth indicator (assets per employee) equals zero because its values are
approximately the same as the values of the seventh indicator from the list of indicators
(interest income per employee).

The first place of the ranking list is taken by a bank with moderate risk in business
activities (ERSTE), while the bank with the highest risk in business activities (RBA) sits in
the second place

On the other hand, HPB has small risk and small productivity, and therefore has small
profitability, which puts the bank in the last or next to the last place in the total ranking (it
changes places with POBA depending of the norm used). HYPO bank in both observed cases
firmly holds the third position.

S. CONCLUSION

The commercial bank ranking problem can be efficiently solved with goal programming. The
first step is to determine the criteria in advance, as the basis for executing multicriteria
ranking and find the best business performance of the selected banks accordingly. The second
step consists of using a goal programming mathematical model, in which the decision maker
has the choice of using different norms. Two norms (Dinckelbach and Isermann, and Euklid's
norm) are used in this paper, and the obtained results, weights, and scores are approximately
the same in both cases. The obtained results for the five proposed banks suggest that the most
important indicators in the model are profitability indicators, whose weights prevail in
relation to the remaining two groups of indicators — credit risk and productivity — that have far
less importance for the final bank ranking. This conclusion exclusively applies to the banking
sector in the Republic of Croatia, while results might be different for some other countries and
their banking markets [6].

Having analyzed the obtained score values for every bank selected in the model, it is
beyond question that the two banks with the best score (ERSTE and RBA) have the adequate
ratio for accomplished profitability and productivity, related to embedded risk in the business
process. On the other hand, the same cannot be said for HPB and POBA that achieve just the
opposite results, while HYPO is somewhere in between, which means there is room for
improvement. HPB bank needs to improve its productivity and increase embedded risk in the
business process. In that way, the bank ought to strengthen its market share in the Croatian
banking sector, which would eventually lead to its repositioning regarding other banks. An
alternative solution for HPB bank, as the only large bank in Croatia owned by domestic
capital, would be referring to the possible recapitalization from its strategic partner, which
should lead to necessary restructuring of its current business activity.
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Abstract: Reducing the share of manufacturing industry in gross domestic product, even in the years
of higher rates of economic growth, leads to a decrease in competitiveness of Croatian economy.
Therefore, this paper investigates the trends in the wood processing industry and furniture
manufacturing, as one of the oldest industries in Croatia. Using the econometric models, we estimate
which macroeconomic indicators influence sectorial production. According to the multiple linear
regression analysis results, one can conclude that production is affected by both real gross domestic
product growth rates and unit labour costs. Real export values also play an important role.

Keywords: wood processing, manufacture of furniture, regression analysis, Croatia.
1 INTRODUCTION

As we slowly emerge from the first global recession since World War 11, governments and
businesses share an overarching aim — to steer their economies toward increasing
competitiveness and growth [3]. In this effort, long-term economic growth and development
of the country depend, among others, on the competitive performance of individual
industries. The efficacy and competitiveness of these industries in turn depend on the relative
wealth (and hence cost) of resources, as well as the actions and possibilities to use them in a
seminal and sustainable way. Therefore, analysing specific sectors is the key to
understanding competitiveness and growth.

Within this context, the issue of manufacturing production, as an important source of
attractive jobs and export revenue, has frequently been addressed in the analysis of the
Croatian economy. Nonetheless, numerous questions relating to the forest-based industries
have not been adequately explored empirically (with the exception of [4] and [5]). The issue
of scarce empirical analysis is even more pronounced since reducing the share of gross value
added of manufacturing industry in gross domestic product (GDP), even in the years of
higher rates of economy growth, leads to a decrease in Croatian economy competitiveness
(see Figure 1).
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Source: Croatian Bureau of Statistics — CBS (at the end of 2010 CBS released revised annual GDP data for period from
1995 to 2007).

Figure 1: The share of gross value added of manufacturing industry in gross domestic product, in period 1996-
2007.
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In that sense, a detail analysis of wood processing industry and furniture manufacturing,
rather than looking at the aggregate macroeconomic level, will reveal notable insights. The
study highlights the patterns and trends of the observed Croatian industries and shows the
importance of these sectors, their major characteristics and level of international
competitiveness. Furthermore, in order to address its driving factors, the current study on
sectorial growth drivers aims to identify the key determinants of Croatian wood-based
industries. Namely, many determinants, e.g. macroeconomic stability, affect industrial
sectors and vary considerably between them, defining the environment within which
industries operate. Therefore, it is important to focus on industry performance of output,
because an industry analysis can contribute to the understanding of forces underlying
competitiveness.

The following regression analysis fills the gap in literature on the determinants of
industrial production and shows the importance of the forest-based industries in Croatian
economy. Using the econometric models, we estimate which macroeconomic indicators (e.g.
economic activity, unit labour costs and international trade) influence sectorial production
and to what extent. The results show that these models explain the dependent variable quite
well.

The remainder of this paper is organized as follows. In the next section we briefly
discuss relevant characteristics of selected industries, addressing some important issues and
general aspects of the wood-based industries. Third section provides a structural overview of
the sectors. Fourth section gives a description of all variables used in models, as well as the
analysis and interpretation of the estimated models. Finally, section five concludes.

2 WOOD PROCESSING INDUSTRY AND FURNITURE MANUFACTURING IN
CROATIA

Almost 48% of Croatian territory is covered by woods and forests. As one of the oldest
industry in Croatia, the wood processing is labour-intensive, low-technology sector
dominated by small and medium-sized companies. Although it is a relatively small sector of
the Croatian economy, it is a large employer. Furthermore, wood processing industry is the
significant consumer of forestry products and supplies its products mainly to the furniture
and the construction industry. On the other hand, as demonstrated by the advanced European
Union countries, modern furniture industry is becoming more of a capital-intensive sector.

In general, wood processing and manufacture of furniture have always been significant
export-oriented parts of Croatian economy. These sectors have been developed on high
quality of forest raw material, long wood-processing tradition and good quality of human
resources. In spite of tradition and prerequisites such as available infrastructure, long-term
principle of sustainable management, labour and raw potential, past years show negative
economic trends in certain macroeconomic indicators. These sectors should be competitive,
profitable and internationally important, with high degree of post-processing products
(especially in furniture), and with high share of value added. However, although the crisis
started in the financial sector, its impact on the ‘real economy’ has now materialised; it has
spread throughout the whole economy as all sectors are interconnected. Yet, this industry has
been showing signs of deteriorating competitiveness even before the crisis started. In this
respect, many governments are tempted to focus on emerging, innovative sectors as the key
to their economies’ future competitiveness. Boosting the competitiveness of such sectors is
not sufficient to sustain economy-wide growth in large, diversified economies [3]. Therein is
the potential for enhancing the competitiveness of forest-based industries.

This study covers forest-based activities regarding the Manufacture of wood and of
products of wood and cork, except furniture; manufacture of articles of straw and plaiting
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materials (refer to Section C — Manufacturing, Division 16) and the Manufacture of furniture
(refer to Section C — Manufacturing, Division 31). The activities are classified according to
NACE Rev. 2, the statistical classification of economic activities which has been in force
since 2007 in Croatia.

3 SECTORIAL PERFORMANCES

The evolution of Croatian production indices for wood and wood products manufacturing on
the one hand, and furniture on the other, were relatively similar in the ten years through until
2007. For both of these activities, output growth was relatively strong in the period between
2000 and 2007 (albeit with a temporary fall in the output of furniture in 2005). The growth in
output over the ten year period through until 2010 averaged 1.9% per annum for wood and
wood products and 3.0 % per annum for furniture.

The workforce trends in wood processing register more than 19.000 workers in both
industrial sectors, accompanied by increasing labour productivity and decreasing unit labour
costs. However, in the nineties as well as before the global crisis, that number was about
28.000 workers (in 1997). Namely, the global financial crisis continued to significantly
impact the Croatian forest sector in 2009 and 2010.

Furthermore, global demand shrank tremendously, including the demand for Croatia’s
forest products exports. As exports are important to its economy, Croatia’s forest sector
faced great challenges. According to data, we had the highest coverage of import by export
for wood products in 2000 (204.6%). But, in 2007, 2008 and 2009 exports of most forest
products have been seriously affected by the economic downturn (133.6, 129.0 and 134.8%).

Moreover, in the past few years, total exports exceeded imports owing to the increased
export of raw wood and wood products, while the import of furniture still exceeds exports.
In 2010, the most important export markets for wood products were Italy, Slovenia and
Egypt to which more than 50% of product value has been exported. Although the Italy
remained the largest export market for Croatian wood products (accounting for a 36% share
of Croatian exports) in 2010, this share recorded a sharp decrease relative to the
corresponding value for the year 1997 (i.e. 57%). On the other hand, the most important
export markets for furniture products were Germany, Italy and Slovakia (in 2010).

The indicators presented encompass key dimensions of industrial performance and the
relevant characteristics of wood processing and manufacture of furniture in Croatia.

4 EMPIRICAL ANALYSES

Since there has been conducted only a few research on macroeconomic drivers of sector
growth, we adjust the list of variables to be considered to include those that will be relevant
for a wood processing and manufacture of furniture growth study. The general idea is to
concentrate on three measures — economic activity, unit labour costs and international trade.
Furthermore, we expect to find that two variables (real GDP growth rate and export) boost
industrial production in wood processing and manufacture of furniture, while an increase of
unit labour costs (as a proxy for cost competitiveness) is expected to have negative impact
on production.

4.1 Data and Methodology

Data used in the analysis encompass the period from the first quarter 2000 to the second
quarter 2010, providing altogether 42 observations. The source of the data and thus the
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construction of the variables are based on official data as published by the Croatian Bureau
of Statistics [1].

In a small open economy in transition, such as Croatia, performance in international
trade plays an important role. The value of exports was deflated using the exchange rate.
Data for unit labour costs were obtained by multiplying the average gross wage and the
number of persons employed in observed industries, and then divided by industrial
production. Economic activity is proxied by real GDP growth rate. All variables are
expressed in indices, 2000=100 (except the real GDP growth rate).

The described approach enables us to investigate the microeconomic dynamics behind
growth in observed sectors and to analyze the impact of different macroeconomic variables
on industrial production. All series are seasonally adjusted and expressed in logarithms
(except real GDP growth rate). Before the regression was specified, in order to avoid
spurious regression, all of the time series were tested for the presence of the unit root. If the
mean and variance are constant over time, then the series is stationary. On the other hand, if
the mean and variance change over time, the series is non-stationary and it should be
transformed to stationary ones by taking the first difference. A series that has stationary first
differences is 1(1) or integrated of order 1. In order to analyze the observed data, an
augmented Dickey-Fuller test [2] (ADF test) is applied. Table 1 presents the results of the
ADF test on the presence of the unit root. The results of ADF test in levels and first
differences, suggest that all series are 1(1). This means that the transformation of the original
series by using first differences in the model is sufficient to obtain stationary series.

Table 1: Test Values for ADF test, in levels and in differences.

. In levels/in first ADF test statistic
Name of the variable differences Intercept ;::?gets;
LIND_WOOD in levels -1.631649(1) -3.427235(0)
DLIND_WOOD in first differences -9.290167(0)* -9.220420(0)*
LIND_FUR in levels -2.465237(2) -3.751371(2)
DLIND_FUR in first differences -4.421063(0)* -5.038612(7)*
GDP_GR in levels -1.208661(0) -1.898058(0)
DGDP_GR in first differences -6.119240(0)* -6.083650(0)*
LULC_WOOD in levels -3.480046(0) -3.844119(0)
DLULC_WOOD in first differences -7.006564(0)* -6.898132(0)*
LULC_FUR in levels -3.328738(2) -3.479316(2)
DULC_FUR in first differences -6.059656(0)* -5.955493(0)*
LEX_ WOOD in levels -1.093496(0) -1.441408(0)
DLEX WOOD in first differences -6.069704(0)* -5.975776(0)*
LEX_FUR in levels -1.811743(0) -0.890117(0)
DLEX FUR in first differences -5.244475(0)* -5.533666(0)*

Note: IND_WOOD, IND_FUR - value of the industrial production of wood processing and manufacture of furniture;
GDP_GR - value of real GDP growth rate; ULC_WOOD, ULC_FUR - unit labour costs of wood processing and
manufacture of furniture; EX_WOOD, EX_FUR - value of export of wood processing and manufacture of furniture. L and
D denote natural logarithm and first differences respectively. Numbers in the brackets are the lag length (automatic based
on SIC, MAXLAG=9). *Null hypothesis on the existence of unit root rejected at the 1 percent significance level.

Source: Author’s calculations.

162



4.2 Estimation Results

The next step is a multiple linear regression analysis. We estimate two regressions, with the
industrial production index for both industries as dependant variables. As explanatory
variables we use real GDP growth rate, and industry specific data on unit labour costs and
real exports. The results of the regression analysis are presented in Table 2 and Table 3.

Table 2: Results of a time series regression for Division 16.

Dependent Variable: DLIND_WOOD
Included observations: 41 after adjustments

Variable Coefficient ~ Std. Error t-Statistic Prob.
DGDP_GR 0.011167 0.005156 2.165.966 0.0368**
DLULC WOOD -0.772018 0.129237 -5.973.667 0.0000*
DLEX_WOOD 0.324378 0.144652 2.242.471 0.0310**
C 0.005394 0.008258 0.653138 0.5177

R-squared = 0.567393; Adjusted R-squared = 0.532317

F-statistic = 1.617598; Prob(F-statistic) = 0.000001
Breusch-Godfrey Serial Correlation LM Test:
F-statistic = 1.684259; Prob. F(3,34) = 0.1888
Obs*R-squared = 5.304714; Prob. Chi-Square(2) = 0.1508
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic = 0.768821; Prob. F(1,38) = 0.5188
Obs*R-squared =2.405838; Prob. Chi-Square(1) = 0.4925
Jarque-Bera Test = 1.831706; Probability = 0.400175

Variance Inflation Factor = 2.31 Tolerance = 0.43

Note: *p-value less than 0.01; **p-value less than 0.05; ***p-value less than 0.1.
Source: Author’s calculations.

Table 3: Results of a time series regression for Division 31.

Dependent Variable: DLIND_FUR
Included observations: 41 after adjustments

Variable Coefficient ~ Std. Error t-Statistic Prob.
DGDP_GR 0.003711 0.002177 1.705.201 0.0965***
DLULC FUR -0.299460 0.056020 -5.345.625 0.0000*
DLEX_FUR 0.060623 0.039675 1.527.981 0.1350
C 0.007238 0.003618 2.000.849 0.0528***

R-squared = 0.469493; Adjusted R-squared = 0.426479
F-statistic = 1.091486; Prob(F-statistic) = 0.000028
Breusch-Godfrey Serial Correlation LM Test:
F-statistic = 0.988891; Prob. F(2,35) = 0.3821
Obs*R-squared = 2.192913; Prob. Chi-Square(2) = 0.3341
Heteroskedasticity Test: Breusch-Pagan-Godfrey
F-statistic = 0.181084; Prob. F(1,38) = 0.9086
Obs*R-squared =0.593271; Prob. Chi-Square(1) = 0.8980

Jarque-Bera Test = 0.567908; Probability = 0.752801

Variance Inflation Factor = 1.88 Tolerance = 0.53

Note: *p-value less than 0.01; **p-value less than 0.05; ***p-value less than 0.1.
Source: Author’s calculations.
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Both models satisfy all diagnostic tests (autocorrelation, heteroskedasticity, normality and,
multicollinearity), which are shown below the tables. Ramsey’s RESET Test shows that
there is no evidence of specification error in any of the models. Furthermore, the CUSUM
and CUSUM of Squares tests clearly indicate stability in both equations during the observed
period (because the cumulative sum of the recursive residuals and the cumulative sum of
squares are within the 5% significance lines). The results of the regression analysis indicate
that real GDP growth rate and unit labour costs are statistically significant in both models,
and have the expected signs. More specifically, the coefficient -0.772 (in Table 2) means
that: on average, holding DGDP_GR and DLEX_WOOD fixed, an increase of one index
point of unit labour costs is predicted to decrease industrial production by 0.772 index
points. Hence, an increase in the unit labour costs has a negative impact on production in
both industries while an increase in real GDP growth rate has a positive and statistically
significant impact on production in wood processing and manufacture of furniture.
Furthermore, real exports has statistically significant and positive coefficient only in wood
processing industry, suggesting that an increase in export leads to the increase in output. This
is in line with basic characteristics of analysed industries.

5 CONCLUDING REMARKS

Strong and healthy forest-based industries with high levels of export competitiveness are
essential in order to fully exploit the Croatia's potential for growth and to enhance and
sustain its overall economic development. The economic importance of the domestic wood
industry will increase in the future, with its primary influence in both its export orientation
and its existing raw material potential.

As industry-specific results are of interest, the analysis is conducted for each industry
separately. Regression on macroeconomic variables presents similar stories: for the wood
processing and furniture manufacturing, real GDP growth rates and unit labour costs play an
important role. For wood processing industry model, real export is also statistically
significant and has theoretically plausible sign. The models proved their adequacy in terms
of various diagnostic tests. This empirical investigation leads to the conclusion that the main
possibilities for the Croatian wood industry to maintain and enhance its competitiveness lays
in export-oriented production and lower unit labour costs.
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Abstract: The purpose of the paper is applying the Box-Jenkins approach in developing an
appropriate ARIMA model with the aim to analyze and forecast the total energy consumption in
Croatia as a most important variable in the field of sustainable development. The analysis was
conducted for the period since 1992 up to 2008 and forecasts values were determined up to 2014.
There are two ARIMA models selected as representative: ARIMA (1,1,0) and ARIMA (1,1,1).

Keywords: sustainable development, total energy consumption, Box-Jenkins approach, ARIMA
model, ADF test.

1 INTORODUCTION

Macroeconomic forecasting is a vital element of the total economic policy in a certain
country or a region. The variables of interest usually are: gross domestic product,
unemployment rate, industrial production etc. In this paper, the justification and motivation
for analysing and forecasting total energy consumption in Croatia is its relevance in recent
years, its impact on economic development and its significant role in the formation of
macroeconomic policies in the state. The importance of this impact was recognized even
fifty years ago, because of increasing scarcity of energy. During this time a growing need
has been detected of developing a suitable forecasting model that would be able to predict
energy consumption trends in the country.

2 THE CONCEPT OF SUSTAINABLE DEVELOPMENT

The concept of sustainable development becomes a relevant issue during the 1970s. At that
time people began to realize that it is very difficult to have a healthy society and a growing
economy in a world with so much poverty and environment degradation. In accordance with
this direction, one should develop a model of economic development that will not be as
detrimental for environment and social development. There exist different understandings of
the sole concept of sustainable development; therefore it is very difficult to determine its
unique definition. A large number of such definitions are based on the report of Burtland
(1987), which says that sustainability means "meeting the needs of present generations
without compromising the ability of future generations to meet their own needs". In the
context of such an understanding, Goddland and Ledec (1984) comprehend the concept of
sustainable development as a model of social and structural-economic transformation that
displays economic and social benefits of now living people, without compromising the
benefits of future generations. On the other hand, Ress (1988), as well as Robbinson and
Tinker (1995), see sustainability in the context of merging economic, social and ecological
systems, emphasizing the importance of limited ecological capacity. Despite the differences
in perception of the concept of sustainable development, in general we can say that it is a
process towards achieving a balance between economic, social and environmental
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requirements to ensure "meeting the needs of present generations without compromising the
ability of future generations to meet their own needs".

Croatia has adopted the "Resolution on Environmental Protection” already in 1972. In
1992, after the World conference in Rio de Janeiro, where the Declaration was adopted,
Croatia elect for sustainable development. But only since 2000, the topic of sustainable
development becomes a current issue of public and economic interest. In February 20009,
pursuant to article 44 paragraph 4 of the Environmental Protection Act (Official Gazette, No.
110/07) the Strategy for Sustainable Development of the Republic of Croatia has been
adopted in the Croatian Parliament. It is a document that focuses on the long-term Croatian
economic and social development and environmental protection to ensure sustainable
development. In order to raise awareness of sustainable development, in this paper the
variable of interest is the total energy consumption in Croatia. In the past few decades, the
role of energy in economic growth is becoming increasingly important and a very common
scientific topic of many authors. It is very clear that the role of energy in economic
development should be given more attention. Since October 2009, when the Croatian
Parliament adopted the Strategy of Energy Development, Croatia has a strategic document
that relates to energy development. In accordance with this, the Strategy is not only
important in terms of energy but also in terms of political and socially important documents
because the energy situation in one country "spills over" to other very importance areas.

3 BOX-JENKINS (ARIMA) METHODOLOGY AND DATASET

The Box-Jenkins methodology is an iterative approach of identifying, fitting and checking
ARIMA models with time series data (Hanke and Wichern, 2009). The chosen model can be
used for forecasting. Forecasts follow directly from the form of the fitted model. In this
paper the dataset of total energy consumption in Croatia is used. The yearly data cover the
period from 1992 to 2008 and are taken from the Croatian Bureau of Statistics
(http://www.dzs.hr)?.

Phenomena in nature do not behave deterministically; there is indeed a wide variety of
different influences acting on the observed variables. In this case we should use the
appropriate analytical model that expresses the correlation of the time series with itself,
lagged by 1,2, or more periods. In such model, values of the observed series with a shift in
time take the role of independent variables. It is necessary to find an appropriate analytical
expression (model) that can express the dependence of the current value of the phenomena of
its lagged values (Sogi¢, 2006). Consequently, an economic phenomenon can be defined as a
stochastic process {Y,, t = 0,+1,42,...}.

Time series of economic and energy variables often have nonstationarity problem that
can be resolved through appropriate procedures.’

One of the reasons why the time series of these variables have the characteristics of
nonstationarity may be constant changes in legal and technical principles and rules which
certainly affect economic relations that have implications for changes in the time series of
variables from this area. ARIMA(p,d,q)models are used to analyze processes with

nonstationary components, in other words, they are used to model the processes that contain
a periodic variation in time. The mentioned models are often used to describe the dynamics
of a large number of economic variables. Precisely because of these reasons they are also
suitable for the analysis of total energy consumption in Croatia.

! The data used in paper are the newest available.
2 Differentiation of time series of original value.
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ARIMA (p,d,qg) can be expressed as follows:

d)( B)(]-_ B)d Yt = G(B)St ) 1)

where ¢(B) indicates an autoregressive polynomial of order p, and &6(B)represents the
moving average polynomial of order g, assuming that zero points of these polynomials all

lie outside the unit circle and the polynomials have no common zero point. d is a positive
number and indicates the order of differencing (Bahovec and Erjavec, 2009). In other words,
d numerically represents how many times a time series is differentiated to eventually become
stationary.

4 EMPIRICAL RESULTS

This paper first presents the results of unit root tests, Dickey-Fuller and Augmented Dickey-
Fuller tests which are used to identify the order of integration for the variable total energy
consumption (TCE) in Croatia. After unit root tests result, further follows an ARIMA model
in the analysis of mentioned variable using Box-Jenkins approach to model selection and
forecasting selected model. The forecast follows directly from the form of the fitted model
(Hanke and Wichern, 2009).
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Source: http://www.dzs.hr and authors” calculation

Figure 1: Total energy consumption (TCE) and first differences of total energy consumption (DTCE) in
Croatia (expressed in petajoule)

The time series shown in Figure 1 indicates the presence of an upward trend in total energy
consumption in Croatia for the observed period. This means that the total energy
consumption in Croatia (TCE) for the observed period has the characteristics of
nonstationarity.

If the series is nonstationary, it can often be converted to a stationary series by
differencing. That is, the original series is replaced by a series of differences (Hanke and
Wichern, 2009). To eliminate the nonstationarity of the time series, the first differences
(DTCE) were calculated. A series of first differences is tested and it has been found to be

® Same conclusion is made by analyzing the correlogram, and based on the results of Ljung-Box test. Results
are available upon request to the authors.
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stationary”. It is concluded that the time series of total energy consumption in Croatia is
integrated order of 1, 1 (1) .

Stationarity was also noticed from the Sample autocorrelation function (SACF) and
Sample partial autocorrelation function (SPACF) for time series D(TCE)®°. Both functions
have a tendency to decrease. In the identification phase, the initial models were chosen:
ARIMA(1,1,0) and ARIMA(1,1,1) with estimated parameters, as shown in tables 1 and 2.

Table 1. Estimation of ARIMA(L,1,0) model

Variable Coefficient ~ Std. Error t-Statistic Prob.

C 452,4773 77,73031 5,821119 0

AR(1) 0,920802 0,063305 14,54558 0

R-squared 0,937936 Mean dependent var 370,2412
Adjusted R-squared 0,933503 S.D. dependent var 37,7843
S.E. of regression 9,743446 Akaike info criterion 7,507535
Sum squared resid 1329,086 Schwarz criterion 7,604109
Log likelihood -58,06028 F-statistic 211,5739
Durbin-Watson stat 2,398034 Prob(F-statistic) 0

Source: Authors' calculations (in EViews 5.0)

ARIMA(1,1,0) with the backward shift operator can be expressed as:
(1-0,92B)(1-B)Y, =¢, )]

p-value for the AR parameter is 0,0000 which leads to the conclusion that the AR parameter
is significant in the observed model. It is known that the AR (p) process has the property of

invertibility by definition; therefore it is not necessary to examine the conditions for
satisfying this property. AR (p) process is stationary if it has MA (q) representation, or an

AR (1) process is stationary if |¢| <1. In table 1 the AR parameter is ¢ =0,92 which is less

than 1. This means that the ARIMA model satisfies the property of stationarity.
ARIMA(1,1,1) with the backward shift operator can be expressed as:

(1-0,935B)(1- B)Y, = (1—0,940B)e, 3)

* p-value is less than the significance level a =0,05. ADF test results are available upon request to the authors.
® Results are available upon request to the authors.
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Table 2. Estimation of ARIMA(1,1,1) model

Variable Coefficient ~ Std. Error t-Statistic Prob.

C 487,1824 46,27584 10,52779 0.0000

AR(1) 0,935301 0,025053 37,33249 0.0000

MA(1) -0,940203 0,056029 -16,78054 0.0000

R-squared 0,959462 Mean dependent var 370,2412
Adjusted R-squared 0,953225 S.D. dependent var 37,7843
S.E. of regression 8,171812 Akaike info criterion 7,206619
Sum squared resid 868,1206 Schwarz criterion 7,351479
Log likelihood -54,65295 F-statistic 153,842
Durbin-Watson stat 1,623505 Prob(F-statistic) 0

Source: Authors' calculations (in EViews 5.0)

Empirical level of significance (p-value) for all three parameters is equal to 0.0000 which is
less than any conventional theoretical significance level. As values of AR and MA
parameters are less than 1, this means that the ARIMA(1,1,1) model has the property of both
stationarity and invertibility. At the phase of diagnostic checking the following criteria are
used: adjusted R square (R2), residual sum of squares (Rrsg) and information criteria.
Since the model is used for forecasting purposes, to select the most appropriate model,
measures of predictive efficiency can also be used. Forecasting errors that are often
compared are: Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute
Percent Error (MAPE) and Mean Absolute Error (MAE).

Table 3. Comparison of criteria for ARIMA(1,1,0) and ARIMA(1,1,1) models

Criteria ARIMA(1,1,0) ARIMA(1,1,1)
R? 0,933503 0,953225
SR 1329,086 868,1206

AIC 7,507535 7,351479
RMSE 9,320695 9,598116
MAPE 2,242391 2,192870
MAE 8,164889 7,836630

Source: Authors’ calculations (in EViews 5.0)

In table 3 we can see a comparison of measures of representativeness that were used in the
evaluation of selected models. Between those two models, ARIMA(1,1,0) and
ARIMA(1,1,1), there are very small differences when we take into account the adjusted R
square and Akaike information criterion (R?) is slightly larger and AIC is slightly smaller
for ARIMA(1,1,1) than for ARIMA(1,1,0). If we compare the predictive efficiency of
models, MAPE and MAE are smaller for ARIMA(1,1,1) model, while RMSE is slightly
greater than the RMSE for the ARIMA(1,1,0) model®.

After comparing the two potentially "good" models with the selected criteria, it is
difficult to draw conclusions on the selection of the final model. Although, looking at the
relations between values of selected criteria, more of them are in favour of the
ARIMA(1,1,1) model. But differences are almost minimal. As the art of selecting the model

® In the selected models, there is no residual autocorrelation up to the fourteenth lag.
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depends on experience and the ability of analysts, we decided to employ both models in
forecasting future values of total energy consumption in Croatia.

5 FORECASTING AND CONCLUDING REMARKS

Using the selected models, prognostic values for the next 6 years were found (see figure 2.)
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Source: Authors' calculations

Figure 2. Actual and prognostic values of time series variable total energy consumption in Croatia for the
models ARIMA (1,1,0) and ARIMA (1,1,1)

Although the two selected forecasting models are almost equally representative, planning
and forecasting, besides the quantitative part, also contains the judgmental approach. So in
conditions in which the Croatian economy came (high energy prices and insufficient
orientation to renewable energy sources and prediction of the recession conditions in the
next three years) it is expected for the ARIMA(1,1,0) to be more appropriate forecasting
model than the model ARIMA(1,1,1) because it predicts a slightly lower level of total energy
consumption in Croatia up to 2014.
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Abstract: In this paper, we analyse the distance regression and neuro-fuzzy distance functions in
internal inter-regional migration flows of EU and candidate countries. The significant impact of time
distance on internal migration flows is presented. To analyse the perception of distance by analysed
countries, we introduced neuro-fuzzy modelling approach.

Keywords: migration, distance function, regression analysis, fuzzy logic, neuro-fuzzy, NUTS 2, EU.
1 INTRODUCTION

Migrations, and periodical commuting, are regarded as the most important factors
influencing the demographic and socio-economic compositions of regions at different levels.
For the general process of regional changes, an understanding of inter-regional migrations
(and daily or weekly commuting) is vital. As Codwallader (1992) and many other
researchers (e.g. Anjomani, (2002) and Chun (1996)) have pointed out, policy-makers have
become increasingly aware of the role of migrations as migration of the human resources for
any production or services and in the context of any other socio-economic issues, especially
as regional growth. The growth of regions relates closely to population growth, which is
mostly a result of migrations.® In this paper, we analyse the distance function in inter-
regional migration for twenty EU and candidate countries in 2006 using regression-neuro-
fuzzy approach. From Tab. 1 it is evident that the most active population in migration were
in Turkey and United Kingdom, but Poland and Slovakia were the less active countries.

2 MODEL OF INTERNAL INTER-REGIONAL MIGRATION IN EU COUNTRIES

Data for internal inter-region migrations in analysed EU and candidate countries in 2006
were obtained from EUROSTAT (2010). For those countries which did not reported for
internal inter-regional flows for analysed year of 2006, geometric mean of data for 2004,
2005 and 2007 was calculated. In the regression analysis of the parameters in the gravity

model, time distance function W(d(t);) was analysed where d(t); describes time spending

distance by car between regional centres on NUTS 2 level.? Time distance function
W(d(t);) was later considered by neuro-fuzzy reasoning. Data on road network in 2005

were obtained from JRC-IPTS (2010). Using data on roads, we constructed network models,

! The migration between regions can be slowed down by daily commuting, which is becoming a surrogate for
migration, if the commuting is bringing higher social well-being than any migration (Nijkamp, 1987).

2 The NUTS (Nomenclature of Territorial Units for Statistics) classification is a hierarchical system for
dividing up the economic territory of the EU. Regions at NUTS 2 level are used for the application of
regional policies.
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which were the basis for calculation of optimal (shortest) time-spending distances between
regional centres on NUTS 2 level.

Table 1: Population and number of internal inter-regional migrants on NUTS 2 level in EU countries in 2006
(source: (EUROSTAT, 2010) and own calculation; * Slovenia is analysed for NUTS 3 regions).

Country | Number of NUTS Population Migrants
1D Country code 2 regions (in 1000)

Number Percentage
1 Austria AT 9 8282 89,677 1.08%
2 Belgium BE 11 10,548 147,469 1.40%
3 Bulgaria BG 6 7699 49,999 0.65%
4 Croatia HR 3 4442 17,684 0.40%
5 Czech Republic cz 7 10,269 73,985 0.72%
6 Denmark DK 5 5437 107,518 1.98%
7 Finland Fl 5 5266 75,573 1.44%
8 France FR 26 63,438 731,312 1.15%
9 Germany DE 39 82,376 1,437,174 1.74%
10 | Hungary HU 7 10,071 166,713 1.66%
11 | ltaly IT 21 58,942 335,643 0.57%
12 | The Netherlands NL 12 16,346 265,057 1.62%
13 | Poland PL 16 38,141 113,348 0.30%
14 | Romania RO 8 21,588 89,454 0.41%
15 | Slovakia SK 4 5391 16,110 0.03%
16 | Slovenia* Sl 12 2007 8499 0.42%
17 | Spain ES 19 44,116 533,128 1.21%
18 | Sweden SE 8 9081 164,755 1.81%
19 | Turkey TR 26 71,553 2,099,033 2.93%
20 | United Kingdom UK 37 60,596 1,729,963 2.85%

2.1  Regression model

Gravity models, based on classical physics, posit that the flow of migrants between two
nodes will be proportional to the population at both nodes, and inversely proportional to the
distance between them (Sen and Smith, 1998). In our previous work for case studies of
Slovenia (Bogataj, Drobne and Bogataj, 1995; Bogataj and Drobne, 2005; Drobne, Bogataj
and Bogataj, 2008) we proved that there is correlation between gross migration and daily
commuting. For this reason, we used time-spending distance between regional centres to
analyse the impact of distance on migration flows.®> The gravity model that has been
analysed for twenty countries is

My =a-P% P w(d(),) =a-PA P d(); &)

where we denote with i the region of origin and with j the region of destination, M is the
number of inter-regional migrants, P, and P, are the populations in the region of origin
respectively destination, d(t); is travel time between the region of origin and region of

destination, « is the intercept, and £, B,, 7 are the powers. Intercept and the powers were
estimated in the regression analysis. Tab. 2 shows the results of the inter-regional migrating
gravity model (1) between regions on NUTS 2 level by analysed country for 2006. The most
reliable gravity models were estimated for those countries where adjusted R? is high and
(intercept and) powers are significant; those countries are: Austria, Denmark, France,
Germany, Hungary, Italy, The Netherlands, Poland, Spain, Sweden, Turkey and United
Kingdom. We got estimators of less reliable models for Belgium, Bulgaria, Croatia, Czech

¥ We assume that in internal inter-regional migrations barriers like institutional and language barriers do not
exist or do not play significant role.
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Republic, Finland, Romania and Slovakia. Note that regression analysis for Slovenia was
done for NUTS 3 regions (while there were only two NUTS 2 regions in Slovenia) and that
there are only three regions on NUTS 2 level in Croatia.

Table 2: Powers (exponents) of the inter-regional migrating gravity model (1) between regions on NUTS 2
level by country in 2006 (parentheses denote intercept and/or powers which significance is bad, P-value>0.1; in
the most of other cases the significance is very good, 0.01<P-values; * denotes that regression analysis for
Slovenia was done for regions at NUTS 3 level).

ID | Country ngggy er:gggrngf Adj. R? (%) | Intercept a [gli] [Iﬁ;zi] [d ();)”]
1 Austria AT 72 82.9 0.01 0.99 0.96 -1.41
2 | Belgium BE 110 34.8 (0.09) 0.77 0.56 -2.32
3 | Bulgaria BG 30 39.3 1E-03 0.69 1.38 (-0.49)
4 | Croatia HR 6 69.4 (3E-08) (0.37) 3.13 (-0.25)
5 | Czech Republic cz 56 67.0 (0.32 1.03 (0.26) -1.39
6 | Denmark DK 20 83.3 1E-03 1.12 1.24 -1.62
7 Finland Fl 20 92.7 1E-05 143 147 (-0.18)
8 France FR 462 79.4 3E-03 0.93 0.87 -0.91
9 | Germany DE 1482 2.7 8E-04 0.94 1.05 -1.41
10 | Hungary HU 42 76.5 2E-04 1.22 1.33 -1.53
11 | ltaly IT 418 83.9 1E-04 1.04 0.99 -0.38
12 | The Netherlands NL 132 85.0 (0.38) 0.65 0.64 -2.03
13 | Poland PL 240 71.0 2E-03 0.71 1.13 -1.49
14 | Romania RO 56 47.5 8E+04 (0.31) (-0.65) -1.05
15 | Slovakia SK 12 546 (992.41) (0.54) (-0.31) -1.47
16 | Slovenia* Sl 132 72.7 0.05 0.68 0.83 -2.38
17 | Spain ES 342 79.9 4E-03 0.84 0.84 -0.19
18 | sweden SE 56 75.7 (2.92) 0.48 0.66 -0.61
19 | Turkey TR 650 63.3 9E-04 1.10 0.95 -0.59
20 | United Kingdom UK 1332 70.2 0.16 0.72 0.59 -1.04

The powers in Tab. 2 and on Fig. 1 shows that travel distance between regions has
significant influence on migration flows (the power is high and the estimator is significant)
in Austria, Belgium, Czech Republic, Denmark, France, Germany, Hungary, The
Netherlands, Poland, Romania, Slovakia and United Kingdom (conditionally in Sweden and
Turkey). Travel distance doesn’t play significant role (powers are low) in decision on
migration in Italy and Spain. For Bulgaria, Croatia and Finland estimators of regression
coefficient for travel distance are not significant. Comparing the results on the map (Fig. 1),
one can find more significant impact of time distance on migration flows for countries in the
centre of Europe. The differentiation of the impact of travel distance on migration flows
derived by regression analysis led us to investigate the role of travel distance by countries
deeper using neuro-fuzzy approach.

Regression coefficient

e
'11’ -l, population of origin
population of destination

travel time
countries not analysed

o PN, ':. 1' e P
Ve,
S P

Figure 1: Statistical significant regression coefficients of internal inter-regional migration flows on NUTS 2
level in analysed EU countries in 2006.
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2.2 Neuro-fuzzy approach

Fuzzy logic is used as a complementary tool to determinate the distance perception in
decision on internal inter-regional migration between regions on NUTS 2 level in Europe.
The approach is described with simple “if-then” relations based on input linguistic variables
and output linguistic variable all described with three terms (low, medium, high). This
permits to find quickly a good solution, but in our case there was a limitation: the knowledge
which allows the formulation of fuzzy system was deep hidden in data sets. So we decided
use neuro-fuzzy approach to derive the structure of the model from the data sets of internal
inter-regional migration flows. Neural nets can learn from data sets while fuzzy logic
solutions are easy to verify and optimize (Rajasekaran and Vijayalakshmi Pai, 2004).

The structure of the fuzzy system was defined by the program FuzzyTECH 5.72d* that
permeated us to improve the outcome of the model with the experience of the authors and
the Neuro Fuzzy software tool. The algorithm included the following steps (von Altrock,
1995): (1) Creating a Fuzzy Logic System, (2) Obtain Training Data, (3) Define the Neuro
Fuzzy Learning, (4) Training Phase, (5) Optimization and Verification.

On the base of the experience acquired in this field (Bogataj, Tuljak Suban and
Drobne, 2011; Bogataj, Drobne and Tuljak Suban, 2011) we defined a fuzzy inference
structure consisted of three components (Shing and Jang, 1993): (1) the rule block, which
was composed of 27 rules, (2) the database or dictionary that defined the membership

functions of three input linguistic variables (time_hours [d(t)ij] , pop_orig [P,] pop_dest
[Pj J) and of the output linguistic variable (mig [M ijJ) that are used in the fuzzy rules, and (3)
the reasoning mechanism, which performed the inference procedure upon the rules and
computed a plausible output. The explanation of input and output linguistic variables is:
time_hours is time distance (travel time) d(t); between regions on NUTS 2 level in the

country in hours, pop_orig is the population in the region of origin P, pop_dest is the
population in the region of destination P, , and mig is the number of inter-regional migration

flow in the country M; . All accessible information from a designer’s experience on rules

formulation and about training data quality were included in the fuzzy inference system. In
the next step, we selected the parts of the system that the Neuro Fuzzy Module may modify.
This is a major advantage of a neural net, since it lets to control the learning process. We
opened for learning only the membership functions since the rules had been defined on the
base of previous experiences (Bogataj, Drobne and Tuljak Suban, 2011). The learning

process was done in random sequence on the data sets. The effects of corrections were
measured by the estimation of R%. and R?,,, where R is R* derived in regression

analysis and R2,,, is R? derived in neuro-fuzzy analysis.

The results of neuro-fuzzy approach are comparable with those obtained by the
regression analyse. Even more, in some simulations where the size of training sets was
appropriate (~50 data) and included “good” information, the fuzzy model was better than the

regression one; i.e. R’ (CzechRepublic) =0.6702 and R?Z,,, (Czech Republic) = 0.6931,
RZ.; (Romania) =0.4752 and R?,,, (Romania) =0.5164, RZ. (Sweden) =0.7569 and

RZ,,, (Sweden) = 0.7570, etc. Additionally, the results of neuro-fuzzy model allow us to
analyse the perception of distance — i.e. to determine the points of discontinuity of the

* FuzzyTECH 5.72d is the copyright of INFORM GmbH and Inform Software Corporation.
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distance function — in internal inter-regional migrations. Tab. 3 shows the perception of
distance for internal inter-regional migrants by analysed countries in EU in 2006. In the

presented fuzzy model the range of time distance functions d(t); is uniform in all
simulations, d(t); €[0.28,60.28]. Minimum and maximum d(t); are time distances
between the nearest, respectively the farthest, analysed regions on NUTS 2 level in the
country, and low, medium and high d(t); are the breakpoints of distance function in the
country, where the value of the terms membership functions become different from one. In
these breakpoints the perception of distance changes.

Table 3: The perception of time distance in inter-regional migration and minimum and maximum time
distances between regions on NUTS 2 level in EU and candidate countries (in hours).

ID | Country Country NﬁrS.kl)_gr;f Minimum Maximum Low Medium High
code regions d(t); d(t); d(t); d(t); d(t);

1 Austria AT 9 0.8 5.92 0.79 3.66 442
2 Belgium BE 11 0.37 2.29 0.94 1.48 11.50
3 Bulgaria BG 6 1.88 5.36 1.17 3.60 14.74
4 Croatia HR 3 2.53 3.57 0.76 4.05 13.98
5 Czech Republic Ccz 7 0.31 4.83 0.93 4.59 14.74
6 Denmark DK 5 13 4.23 3.29 6.04 13.89
7 Finland Fl 5 5.34 19.93 10.75 10.79 10.81
8 France FR 26 1.08 17 3.80 18.17 18.32
9 Germany DE 39 0.59 7.44 3.06 23.72 24.73
10 | Hungary HU 7 1.62 5.28 321 3.57 13.98
11 Italy IT 21 124 15.49 0.90 3.82 5.90
12 The Netherlands NL 12 0.76 3.35 1.35 7.96 14.15
13 | Poland PL 16 1.6 9.92 3.08 13.29 1451
14 Romania RO 8 0.4 9.06 1.77 6.54 14.12
15 Slovakia SK 4 1.77 4,79 0.75 2.28 14.13
16 | Slovenia Sl 2 N/A N/A N/A N/A N/A
17 | Spain ES 19 1.6 60.28 2.06 5.39 6.07
18 Sweden SE 8 161 21.35 1.02 7.52 19.20
19 Turkey TR 26 2.32 20.91 4.48 8.58 27.04
20 | United Kingdom UK 37 0.28 11.36 0.76 5.33 11.46

From Tab. 3 we can see that the perception of migration distance vary a lot across analysed
countries. The longer distances are more acceptable in Germany and Turkey, where the same
distance is assumed to be low while in other countries is taken to be medium or high. For
Finland distance is not the meter of concern. The perception of low time distance between
regions of migration varies from Slovakia, Croatia and United Kingdom with the lowest
perception to the Finland with the highest perception of low time distance. But, the lowest
perception of high time distance for migrations is in Austria, Italy and Spain, and the highest
(internal inter-regional migrants are the most tolerant for the distance) is in Turkey and
Germany.

4 CONCLUSIONS

In this paper, we analysed the distance function in internal inter-regional migration flows in
twenty EU and candidate countries using regression-neuro-fuzzy approach. We found out
more significant impact of time distance on migration flows for the countries in the centre of
Europe than for the countries on the border of the analysed area — this is typical for Bulgaria,
Croatia, Italy and Spain. Using neuro-fuzzy modelling approach, we analysed the distance
function for migrants in the analysed countries as step function of low, medium and high
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value. The results show that the perception of migration distance varies a lot across analysed
countries — but, in general, internal inter-regional migrants are the less tolerant for the
migration distance in Austria, Italy and Spain and the most tolerant migrants are in Turkey
and Germany. Regression-neuro-fuzzy approach to analyse migration flows was used for the
year of 2006 (according to the most recent availability of data in EUROSTAT and ESPON
databases). But, for more reliable results, here suggested methodology can be tested for data
on wider time horizon. In the analysis we assumed that in internal inter-regional migrations
barriers like institutional and language barriers did not play significant role.
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Abstract: The paper discusses short run determinants of personal consumption in Croatia which is
analyzed in traditional way using multiple regression model. The results of the analysis showed that
wages and interest rates on housing loans play the most important role in determining personal
consumption. Besides wages and interest rates, regression model results reveal that in Croatia total
loans to households and housing price are also important for explaining personal consumption, but to
lesser degree than wages and interest rates on housing loans.

Keywords: personal consumption, income, housing markets variables, total loans to households,
multiple regression analysis

1 INTRODUCTION

From the beginning of development of economic thought, scientists have studied the theory
of consumption and the theory of growth. Household decision about consumption is a
microeconomic question, since it refers to the decisions of individuals. Consumption
decisions are important for short-term macroeconomic analysis because of its impact on
aggregate demand. Moreover, decisions of households can be the causes of economic
shocks. Also, the marginal propensity to consume determines the fiscal policy multiplier
[18]. Furthermore, consumption decisions are essential for long-term macroeconomic
analysis because of its role in economic growth [11]. The main scientific problem outlined in
this research is how housing market variables, namely: house price, interest rate on housing
credits and housing loans, combined with income and total loans to households affect
personal consumption in Croatia. The research hypothesis is that housing market variables
together with income and loans to households impact personal consumption in Croatia.
Besides determinants which have been elaborated in economic theory for years, this paper
includes housing market variables in analyzing personal consumption. Since household
consumption in Croatia in 2010 accounts for about 60% of gross domestic product [6], it is
obvious that consumption has a significant impact on economic activity. Therefore,
understanding the determinants of households’ consumption represents important
macroeconomic policy issue.

Keynes consumption theory defines personal consumption as a function of current
income including autonomous consumption:

C=¢,+c (Y -T), @

where C represents current consumption, Y is current income and T denotes taxes. Therefore,
Y-T represents disposable income. Moreover, Cq is autonomous consumption, and Cq is

marginal propensity to consume. Keynes states that other determinants of consumption
cannot be covered qualitatively; therefore they are not included in consumption function
[16]. Despite the fact that the classical economists before Keynes thought that a higher
interest rate leads to a reduction in consumption, Keynes did not think that the interest rate
can theoretically affect the savings. However, he held that the effect of short-term interest
rates on consumption is secondary and relatively unimportant [4]. According to Fisher's
theory based on consumer preferences, change in real interest rates can reduce or increase
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personal consumption. The increase in real interest rates increases the demand in the second
period, but in the first period could theoretically lead to a reduction as well as to an increase
in consumption [18]. Regarding consumption theories, it is important to note that decision
about lifelong consumption is complex, since the individual should take into consideration
income, investment strategies, macroeconomic trends and risks over a longer period of time.
It is difficult for the average individual in this situation to be perfectly rational and in that
sense to maximize ones utility [3].

Concerning determinants of personal consumption, income and total loans to
households are included into the model among variables that affect household consumption
and saving decisions, which is in line with economic theory and relevant empirical research
(see, for example, [5], [10], [12], [14], [15]).

Besides income and total loans to households, changes in house prices, interest rates
on housing credits and housing loans are also included in the analysis in order to quantify the
effect of housing market variables on personal consumption.

Personal consumption of a household comprises natural and financial consumption of
products and services used for meeting existential needs of household members. Basic
characteristics of household consumption and household income in Croatia are provided in
Household Budget Survey. The Survey is last conducted in 2009 using random sample of
households’. In 2009, consumption expenditures by household amounted on average 76,188
kuna. The largest share of consumption expenditures belongs to the food and non-alcoholic
beverages, more precisely 32.06%. This expenditure group is followed by housing and
energy consumption, which represents 14.39% of total household consumption. Transport
accounts for 10.98%, followed by other goods and services (8.45%), clothing and footwear
(7.29%), recreation and culture (5.99%), and expenditures for furnishing, household
equipment and routine maintenance as well as communication with a share of about 5%. All
other groups in the consumption expenditures had a share of less than 5% and the lowest
share in consumption expenditures was recorded in education (1.00%) and health (2.77%)

[6].

For the purpose of the empirical analysis in this research, personal consumption time
series is taken from quarterly gross domestic product (GDP) estimate. Quarterly GDP data
are shown by using basic expenditure categories and activity sections: final consumption
expenditure which is divided into household consumption and government consumption,
gross fixed capital formation, changes in inventories and net exports of goods and services.
Real personal consumption in Croatia shown in Figure 1 follows growth trend from first
quarter 2001 to first quarter 2008. In first quarter 2008 it reaches its peak and afterwards it
continuously decreases up to second quarter 2009 as a result of global financial crisis. After
one quarter of slight recovery, it diminishes again up to first quarter 2010.

Financial crisis can have a lasting notable effect on economic activity when they
reflect the unwinding of financial imbalances that funded real sector imbalances [9]. Clearly,
housing developments are intertwined with and integral to the crisis that has gripped
financial markets since August 2007 and then escalated to a near complete paralysis of credit
flows in late 2008 [9]. There is substantial amount of contributing factors and lesson to be
learned from that crisis, far too many to review in this study (for more details see, for
example [1], [13]).
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Figure 1: Real personal consumption in Croatia for the period Q1 2002 to Q12010 in
million kuna (Source: Croatian Bureau of Statistics)

2 DATA AND METHODS

According to availability of data and existing literature that deals with modeling personal
consumption, for the purpose of empirical analysis in this paper the following variables were
chosen: household consumption, wage, house price, interest rate on housing credits, (total)
loans to households and housing loans [7]. The analysis is conducted using quarterly data
ranging from first quarter 2002 to fourth quarter 2010 of original time series. All series were
deflated using Consumer price index and first differences were calculated in order to make
variables stationary. In table 1 data description and sources are given.

Table 1: Data description and sources

Variable Description Source

Household Millions of national currency, chain-linked Statistical Office of the European

consumption
(PC)

volumes, reference year 2000

Communities (Eurostat)

Wage (W) Average net nominal wages of the employees | Croatian Central Bureau of
in legal entities, in national currency Statistics
House price Average market prices per square meter of Real Estate Exchange database
(HP) dwellings, in national currency, total for
Croatia
CPI deflator Derived using Consumer price index International Financial Statistics

Interest rate on
housing credits

(R)

Weighted averages of monthly interest rates
in % on annual basis

Croatian national bank

Total loans to
households
(TC)

Millions of national currency on annual basis

Croatian national bank

Housing loans
(HC)

Millions of national currency on annual basis

Croatian national bank
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Analysis was conducted using statistical software EViews 7 (Econometric Views developed by
Quantitative Micro Software (QMS)) and Statistica 9 (a suite of analytics software products and
solutions developed by Stat Soft Inc.). Although in relevant literature on modeling personal
consumption error correction model is usually used [16], in this paper Multivariate
regression analysis using Ordinary Least Square Method is conducted due to unavailability
of adequate length of relevant time series.

Multiple regression analysis makes possible to discriminate between the effects of the
explanatory variables, allowing for the fact that they may be correlated. The regression
coefficient of each independent variable provides an estimate of its influence on dependent
variable, controlling for the effects of all the other independent variables. So, estimators are
unbiased if the model is correctly specified and the assumptions relating to the regression
model are fulfilled [8]. This is shown in section 3, namely the empirical analysis of personal
consumption in Croatia. More detailed explanation of multiple regression models can be
found in [2], [17], [19].

3 EMPIRICAL ANALYSIS OF PERSONAL CONSUMPTION IN CROATIA

In order to investigate which factors have the largest influence on personal consumption in
Croatia, multiple regression model with four independent variables was estimated, namely:
wage (which was proxy for income), interest rate on housing credits, house price and total
loans to households. The aim of the analysis was that all the variables of interest were
statistically significant on 5%, there for housing loans were excluded from the analysis.

The following multiple regression model of personal consumption was estimated:

APC =-194.2305 + 70.59549AW —1698.879AR —1.159511AHP —0.427214ATC 2
(468.9306)  (6.6954) (295.6287) (0.6610) (0.2329)
[-0.4142] [10.5439] [-5.7467] [-1.7541] [-1.8339]

AdjR?=0.8124  F=33.4756 DW=2.3237,

where numbers in parentheses denote standard error of estimate and numbers in brackets
denote t-statistics.

According to estimated regression model, all the coefficients have meaningful
economic interpretation, since their signs are in line with economic theory and relevant
research. Namely, when change in wages rises for 1000 kuna, with all the other variables
held constant, the regression value of change in personal consumption rises for 70.60
millions of kuna, whereas the coefficient next to first independent variable is statistically
significant on any reasonable significance level. Further, if change in interest rate on housing
credits rises for 1 percentage point, with all the other variables held constant, according to
the regression model, change in personal consumption decreases for 1698.88 millions of
kuna. Coefficient next to second independent variable is also statistically significant on any
reasonable significance level. Also, if change in house price rises for 1000 kuna, with all the
other variables held constant, the regression value of change in personal consumption
decreases for 1.16 thousand kuna. Coefficient next to third independent variable is
statistically significant at 4.5% significance level. Finally, if change in total loans to
households would rise for 1 000 000 kuna, with all the other variables held constant, then the
regression value of change in personal consumption would decrease for 0.427 millions of
kuna with the coefficient being statistically significant on 3.5% significance level.

According to the adjusted coefficient of determination 81.24% of total variation in
personal consumption is explained by this model. Ljung-Box test of autocorrelation of
higher order resulted in not rejecting the null hypotheses of no autocorrelation to order k on
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every usual significance level. The Jarque-Bera test of residuals resulted in not rejecting the
null hypothesis that error terms are normally distributed on every reasonable significance
level. Furthermore, the error terms were tested for serial correlation using Breusch-Godfrey
serial correlation LM test which also resulted in not rejecting the null hypothesis of no
autocorrelation of order 4 on every usual significance level. The model was also tested for
heteroscedasticity using Breusch-Pagan LM test and White heteroscedasticity test and both
tests resulted in accepting the null hypothesis on homoscedasticity of variance on every
usual significance level.

Since the model was satisfactory according to conducted regression diagnostics, the
parameter stability tests were applied. According to standardized cumulative recursive
residual (CUSUM) and standardized cumulative recursive residual of squares (CUSUMSQ)
tests of residuals on structural stability of the tested model, regression equation was stable
since test statistics did not cross the 5% significance border lines. Results of CUSUMSQ test
on 5% significance level is showed in Figure 2.
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Figure 2: The results of CUSUMSQ test of residuals (EViews 7)

Conducted multivariate regression analysis resulted with unbiased estimators of personal
consumption since all the model assumptions were fulfilled and the parameters of the model
showed stable. The signs of all the regression coefficients are in line with the economic
theory. Empirical analysis conducted in this paper suggests that wages and interest rates on
housing credits have greatest influence on personal consumption in Croatia, while total loans
to households and housing price have less, but still significant influence on personal
consumption.

4 CONCLUSION

The aim of this article is to analyze the short run determinants of personal consumption in
Croatia. Multiple regression analysis showed that wages and interest rates on housing loans

181



play the most important role in determining personal consumption. Besides wages and
interest rates, regression model results reveal that in Croatia total loans to households and
housing price are also important for explaining personal consumption, but to lesser degree
than wages and interest rates on housing loans.

However, this paper leaves space for further research. First of all, additional housing
market explanatory variables should be included in econometric analysis. Also, a different
approach to modeling personal consumption could also be used to analyze the short-run
determinants of personal consumption in Croatia for instance vector autoregression
framework could be applied.

References:

[1] Acharya, V. V., Schnabl, P., 2009. How banks played the leverage game. In: Acharya, V.V.,
Richardson, M. (Eds), Restoring Financial Stability: How to Repair a broken System, Wiley

[2] Bahovec, V. i Erjavec, N.,2009. Uvod u ekonometrijsku analizu, Element, Zagreb

[3] Bernheim, B. D., Scholz, J. K., 1993. Private saving and public policy, Tax Policy and the
Economy 7

[4] Cibari¢, 1., 2010. Analiza odrednica private §tednje u Republici Hrvatskoj primjenom modela
vektorske autoregresije, Postgraduate specialist paper, Faculty of Economics and Business
Zagreb

[5] Corbo, V., Schmidt-Hebbel, K.S., 1991. Public Policies and saving in Developing Countries,
Policy, Research and External Affairs Working Papers, World Bank

[6] Croatian Bureau of Statistics, www.dzs.hr (1st March 2011)
[7] Croatian National Bank, www.hnb.hr (1st March 2011)
[8] Dougherty, C., 2006. Introduction to Econometrics, 3rd ed., Oxford University Press

[9] Duca, J. V., Muellbauer, J., Murphy, A., Housing markets and the financial crisis of 2007-2009.
Lessons for the future, Journal of Financial Stability 6 (2010), 203-217

[10] Dumi¢i¢, K., Cibari¢, 1., 2010. The Analysis of Household Savings in Republic of Croatia Using
Cointegration Approach, The Business Review, Cambridge, Vol. 15, No. 1, pp. 220-226. ISSN:
1553-5827.

[11] Gartner, M., 2006. Macroeconomics, 2nd ed, Prentice Hall: Financial Times, Harlow etc.

[12] Hussein, K.A., Thirlwall, A.P., 1999. Explaining differences in the domestic savings ratio across
countries: A panel data study, The Journal of Development Studies 36

[13] IMF, 2009.Global financial stability report: responding to the financial crisis and measuring
systemic risks, April 2009, http//www.imf.org/external/pubs/ft/gfsr/2009/01/index.htm

[14] Jappelli T., Pagano, M.,1998. The Determinants of Saving: Lessons from Italy, Centre for
Studies in Economics and Finance Working paper, Department of Economics, Universita di
Salerno (lItaly)

[15] Loayza, N., Schmidt-Hebbel, K., Serven, L.. 2000. What Drives Private Saving Across the
World?,Review of Economics and Statistics 82(2)

[16] Lovringevi¢, Z., 2000. Analiza agregatne potrosnje u Hrvatskoj, PhD thesis, Faculty of
Economics and Business Zagreb

[17] Maddala, G. S., 2006. Introduction to Econometrics. 3rd ed., Wiley
[18] Mankiw, N.G., 1997. Macroeconomics, 3rd Ed., New York: Worth Publishers

[19] Wooldridge, J. M. ,2008. Introductory Econometrics: A modern approach, 4th ed., South-
Western College Pub

182


http://www.dzs.hr/
http://www.hnb.hr/

IMPACT OF APPLIED ACCEPTANCE SAMPLING PLAN
ON DECISIONS IN QUALITY MANAGEMENT

Ksenija Dumicic and Berislav Zmuk
Department of Statistics, Faculty of Economics and Business, University of Zagreb
Trg J.F. Kennedy 6, HR-10000 Zagreb, Croatia
{kdumicic, bzmuk}@efzg.hr

Abstract: The goal of the research presented in this paper is to recognize whether an acceptance
sampling plan applied, single or double, may influence quality costs, and a quality manager’s
decision about accepting or rejecting an inspected lot. At the same AQL and LTPD, using reasonable
sample sizes, both plans allow the same probabilities of the lot fraction defective, with no statistically
significant difference. With a lack of the lot quality, intentional manipulations by decision makers
using a certain acceptance sampling plan based on reasonable sample sizes are not possible.

Keywords: acceptance sampling plan, lot, alpha risk, beta risk, OC curve, AQL, LTPD
1 INTRODUCTION

Products should usually be inspected to ensure that they have an appropriate level of quality
which is determined by certain quality standards. This inspection would be unnecessary if
the process itself would ensure achieving those quality standards. In general, there are three
approaches to lot inspection [4]. The first approach implies acceptance of a lot without
inspection. This approach is recommended when a supplier’s process provides no defective
units, and is used when no economic justification to make an inspection exists. The second
approach includes a 100% inspection. Inspecting every unit in a lot and removing all
defective units, if any would be found, would be recommended when defective units might
result in a considerably high failure costs for the buyers, or when it is known that a supplier’s
processes do not meet a certain level of quality standards. The third approach implies an
acceptance sampling in which samples of units in every lot are inspected.

In this paper, the focus is on acceptance sampling, which is not providing any direct
form of quality control, but which is used for inspecting a sample from each lot. Acceptance
sampling is used: when testing of units is destructive; when costs of the 100% inspection are
very high and the inspection requires too much time for conducting; when there are too
many units in a lot which can therefore result in inspection errors in the 100% inspection;
when the supplier has an excellent quality history and there is no need to make a 100%
inspection [5]. Even if all lots are of the same quality, it could happen that, because of
sampling, some lots will be accepted and some will be rejected. For this reason, it must be
observed that there are risks of accepting “bad” lots and rejecting “good” lots. The risk of
rejecting “good” lots is known as alpha or supplier’s risk and the risk of accepting “bad” lots
IS known as beta or buyer’s risk. A major classification of acceptance sampling is by
variables and attributes [5]. Here the variables are quality characteristics that are measured
on a numerical scale. Attributes are quality characteristics that can obtain only two values
implying that an inspection leads to a binary result (e.g. a good-bad lot). There are different
types of acceptance plans to choose from: single, double, multiple, sequential and skip lot
sampling plans [6].

The aim of this paper is to investigate how usage of different acceptance sampling
plans could lead to different conclusions and decisions about a lot’s quality. Both single and
double sampling plans and three different cases are considered. Parameters for the single
sampling plan are held constant, while parameters for the double sampling plan are changed.
Inference is based on a statistical test for the difference in proportions. When the test shows
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that the difference is statistically significant, the decision maker could lower quality costs
easily by choosing one of the observed sampling plans. The paper is emphasizing the
probability of this fraud and misleading of customers.

2 DATA, METHODS AND ANALYSIS

2.1 Single sampling plan

A single sampling plan is the basic plan for conducting inspections of lots. In this plan n
units for inspecting are randomly chosen from the lot. This paper analyses only the single
sampling plan for attributes, so, in this case, an acceptance limit or the number of ¢ defective
units which can be tolerated must be set. That means, if the number of defective units in the
chosen sample of n units is equal or smaller than c, the lot will be accepted. Otherwise, the
lot will be rejected. The way of reaching a conclusion is shown in Figure 1.
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Figure 1: Decision Making and the OC Curve of a Single Sampling Plan

An important measure of performance of an acceptance sampling plan is the operating
characteristic (OC) curve. The general shape of the OC curve for a single sampling plan is
shown in Figure 1 [3]. An OC curve shows the discriminatory power of the sampling plan.
This means that the OC curve shows the probability that a lot, submitted with a certain
fraction defective, will be either accepted, or rejected [5]. The lot fraction of defective units
representing the proportion (or probability) of defective units that are made in a certain
process and denoted as p is shown on the x- axis. The probability of acceptance of a certain
lot is denoted as P, and it is shown on the y-axis. If the lot size N is large enough to be
declared as infinite, the distribution of the number of defectives x in a random sample of n
units will be binomial with parameters n and p. In this case, the probability of observing
exactly x defectives is:

P{xdefectives } = f(x)=n!/[x! (n—x)}]p* (1 p)"™ 0
From that, the probability of acceptance or probability that x is less than or equal to ¢ is:
P =Pix<cf= 37 on/[xt(n—x)]p (- p)™ @)

The OC curve contains some specific points. The first specific point is the acceptable quality
level (AQL) and represents the poorest or minimum level of quality of supplier’s process
that the buyer would consider to be acceptable as a process average [5]. The decision of
accepting or rejecting the observed lot is made through the AQL. Even if the supplier’s
process has a smaller lot fraction defective than it is defined by the AQL, the probability of
rejecting a lot still exists because the chosen sample can show that there is a higher lot
fraction defective than it is allowed by AQL. This probability is called supplier’s risk or
alpha risk. On other side, buyer’s risk or beta risk is the probability that the buyer will accept
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a lot of poor quality. The lot tolerance percent defective (LTPD) is the minimum quality
level that the buyer is willing to accept, and in Figure 1 it is marked as P;. Between the AQL
and P; points there is an area of indifference. The point P, shows the neutral quality level
which means that in this point there is probability of 0.5 that the lot will be accepted and
probability of 0.5 that it will be rejected. Dumi¢i¢, Bahovec and Kurnoga Zivadinovié [1]
have observed the movements of the OC curve if one of the parameters is changed and
others are kept at the same level.

2.2 Double sampling plan
A double sampling plan implies conducting inspections of lots in which, when it is

necessary, two samples of units from the lot are taken. The procedure of a double sampling
plan is shown in figure 2.
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Figure 2: Decision Making and the OC Curve of a Double Sampling Plan

The first step of conducting the sampling plan is to form a sample of n; units from the
observed lot. Usually, that sample is smaller than the sample which would be used if a single
sampling plan was performed. This is the main advantage of the double over the simple
sampling plan, the advantage is obvious only if this first sample leads directly to the
conclusion to accept or reject the lot. The lot will be accepted if the number of defective
units (x1), found in the first sample (n;), is smaller than the acceptance level for the first
sample (c1). The lot will be rejected if the number of defective units (x;), found in the first
sample (ny), is bigger than the acceptance level for both samples (cy). It is assumed that the
rejection number on the first sample (ry) is equal to the rejection number for both samples
(r2) and it is equal to c,+1. If the number of defective units (x;), found in the first sample
(n1), is bigger than the acceptance level for the first sample (c;), but not bigger than the
acceptance level for both samples (c), the second sample from the lot must be chosen. The
second sample contains n; units and is usually equal to the first sample or twice the first [7].
If the overall number of defective units in both samples together (x;+x2) is found to be bigger
than the acceptance level for both samples (c;), then the lot will be rejected.

The OC curve for a double sampling plan is shown in Figure 2 [2]. It is more complex
to construct than the one for a single sampling plan. The curve A in Figure 2 shows the
probability of acceptance on the first sample, and the curve B describes the probability of not
rejecting the lot on the first sample. The difference between the two curves is the probability
of taking a second sample. The final OC curve is the curve C which describes the probability
of accepta