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Abstract: In semiautonomous mobile sensor networks, since human operators may be involved in the control loop,
particular improper actions may cause accidents and result in catastrophes. For such systems, this paper proposes a
command filtering framework to accept or reject the human-issued commands so that undesirable executions are
never performed. In the present approach, Petri nets are used to model the operated behaviors and to synthesize
the command filters for supervision. Also the command filter could be implemented using agent technology by
associating an filter agent for every robot. An application to a mobile wireless surveillance system is provided to
show the feasibility of the developed approach. It is believed that the technique presented in this paper could be
further applied to large-scale wireless mobile sensor networks.
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 1 Introduction

Sensor networks (SNs) have recen-
tly received significant attention in
the areas of networking, embedded
systems, pervasive computing, and
multiagent systems due to its wide
array of real-world applications (e.g.
disaster relief, environment monito-
ring) [10]. In the last few years, there
has been an increasing emphasis on a
developing wide-area distributed wi-
reless sensor networks (WSNs) with
self-organization capabilities to cope
with sensor failures, changing envi-
ronmental conditions, and different
environmental sensing applications
[1, 7, 16]. In particular, mobile sensor
networks (MSNs) hold out the hope

to support self-configuration mecha-
nisms, guaranteeing adaptability,
scalability, and optimal performance,
since the best network configuration
is usually time varying and context
dependent. Mobile sensors can physi-
cally change the network topology,
reacting to the events of the enviro-
nment or to changes in the mission
planning. References [3, 10] points
out the advantages of sensor mobili-
ty and several algorithms for network
self-organization after the occurrence
of predetermined events are also pro-
posed. Petriu et al. [13] have studied
the networks of autonomous robotic
sensor agents for active investigation
of complex environments. However,
most of the MSN literature focuses on
a sensory system of fully-autonomous
mobile robots without human inter-
vention.

In real applications, human operators
may use semiautonomous robots, as
shown in Figure 1 (a) [9], to 1) further
investigate conditions if several static

sensors launch an alert, 2) maintain
network coverage for both sensing
and communication, 3) charge the
static sensors, or 4) repair, replace,
or remove the static sensors. For such
“human-in-the-loop” systems, human
errors have a significant influence on
system reliability, at times more than
technological failures. Research re-
sults indicate that the vast majority of
industrial accidents are attributed to
human errors. However, the literature
classifies human errors and provides
few solutions for reducing or elimi-
nating that possibility. Lee and Hsu
[5] proposes (for the first time using
Petri nets (PNs)) a technique to design
supervisory agents for preventing ab-
normal human operations from being
carried out. This supervisory approa-
ch was also applied to human-com-
puter interactive systems [6]. PN has
been developed into a powerful tool
for modeling, analysis, control, op-
timization, and implementation of
various engineering systems [8, 11,
18]. Lee and Chung [4] proposed a
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PN-based localization scheme on a
discrete event control framework for
indoor service robots.

In practical applications, some requi-
rements (typically for safety consi-
derations) have to be obeyed for the
overall system operations. Therefore,
a supervisory framework is needed to
facilitate the human control so as to
guarantee that undesirable executi-
ons never occur.

From the high-level point of view, an
human-in-the-loop system is inheren-
tly a discrete-event system (DES), i.e.,
a dynamic system with state changes
driven by occurrences of individu-
al events. Supervisory control the-
ory provides a suitable framework
for analyzing DES [14]. Figure 1(b)
adopts the supervisory framework [5,
6], to an MSN system composed of
several static sensors and semiauto-
nomous mobile robots regulated by
human operators through a wireless
network. According to the status fe-
edback from both the sensors and ro-
bots, the supervisors provide permit-
ted commands for human operators
by disabling the actions which violate
specifications. The human operator
can then trigger only limited com-
mands based on the observed status.
However, the supervision is from an
active viewpoint to enable or disable
the commands in advance and leads
to limited human actions. In addition,
the MSN system requires a fast sam-
pling rate with low-latency commu-
nication to provide supervisors with
an up-to-date status to make the de-
cision. Furthermore, each supervisor
and the MSN system is based upon a

client/server architecture with centra-
lized communication, which is not an
ideal topology for distributed sensor
network systems.

In this paper, instead of using a client-
server architecture, distributed peer-
to-peer (P2P) communication betwe-
en mobile robots is applied [9]. The
advantages of P2P include increased
scalability (capacity scales with po-
pularity), robustness (no single point
of failure), fault tolerance, resilience
to attack, and better support and ma-
nagement in distributed cooperative
environments. Moreover, from a pas-
sive point of view, a command filter
[8] is proposed to avoid improper
control actions from being carried
out as the robot receives the human
commands.

As shown in Figure 2 [9], the human
operator sends command requests to
the mobile robot through a wireless
network. Inside the robotic computer,
the command filter acquires the sy-

stem status via distributed P2P com-
munication and makes the decision
to accept or reject the commands so
as to meet the specifications, e.g., the
collision avoidance among robots.
The role of a command filter is to in-
teract with the human operator and
the mobile robot so that the closed
human-in-the-loop system satisfies
the requirements and guarantees that
undesirable executions never occur.

In such a scenario agents could be
used for modeling both the robots
and the sensors and could interact
with others to obtain perfect behavi-
ors. Also with an user interface pro-
gram, agents could also interact with
human operators. Human operator
could influent the decision process
of the agents. There are also special
agents for network integration [15].

Supervisory (centralized) – control
techniques have been studied to
overcome the inherent limitations of
decentralized approaches, including
lack of the ability to provide fast and
globally optimal solutions. Some si-
gnificant results in a supervisory con-
trol have been obtained using PNs.
In this paper, PNs are used in desi-
gning the command filters, yielding
a compact and graphical model for
the MSN. Basically, the PN design of
the filters is identical to the design of
the supervisors in [5] and [6], except
for the implementation framework as
shown in Figures 1(b) and 2. To de-
monstrate the feasibility of the propo-
sed filtering framework, an applicati-
on to a mobile wireless surveillance
system is illustrated in this paper. Du-

Figure 1. (a) Human-involved MSNs. (b) Applied supervisory framework for 
such MSN systems

Figure 2. Command fi ltering framework for MSNs 
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ring system operation, our approach
ensures that remote commands from
the human operator meet the given
collision-avoidance requirements.
Note that the research work presen-
ted in this paper is conducted in an
office-like environment.

The organization of the paper is as fol-
lows. Section 2 briefly introduces the
PN-based modeling scheme. Next, a
systematical design procedure of the
command filter synthesis is described
in Section 3. Then, in Section 4, an
example of a mobile wireless surveil-
lance system is illustrated to show the
feasibility. Finally, Section 5 gives the
conclusions.

 2 Petri Net – Based System 
Modeling

Most existing methods for supervi-
sory control system design are based
on automata models. However, the-
se methods often involve exhaustive
searches of overall system behavior
and result in state-space explosion
problems. One way of dealing with
these problems is to model the DES
with PNs. PN modeling normally has
more compact syntactical represen-
tation than the automata approach.
Also, from a semnatic point of view,
the effect of the state-space explosi-
on problem can be reduced using the
structural analysis to investigate the
system properties. In addition, PN has
an appealing graphical representation
with a powerful algebraic formulati-
on and is better suited for modeling
systems with parallel and concurrent
activities. This section first introduces
the basic PN concept, and then sho-
ws the modeling of human-involved
MSNs.

2.1 Basic Concepts of PN 

A PN is identified as a particular kind
of bipartite directed graph populated
by three types of objects. They are
places, transitions, and directed arcs
connecting places and transitions. In
order to study dynamic behavior of
the modeled system, in terms of its
states and their changes, each place
may potentially hold either none or
a positive number of tokens, pictured
by small solid dots. The presence or

absence of a token in a place can in-
dicate whether a condition associa-
ted with this place is true or false, for
instance. For a place representing the
availability of resources, the number
of tokens in this place indicates the
number of available resources. At any
given time instance, the distribution
of tokens on places, called PN mar-
king, defines the current state of the
modeled system. Formally, a PN can
be defined as [12]:

),,,,( 0MOITPG = , (1)

where: },,,{ 21 mpppP K= is a fi-
nite set of places, where 0>m ;

},,,{ 21 ntttT K= is a finite set
of transitions with ∅≠TP U ,
and ∅=TP I , where 0>n ;

NTPI →× )(: is an input function
that defines a set of directed arcs
from P to T, where },2,1,0{ K=N ;

NPTO →× )(: is an output function
which defines a set of directed arcs
from T to P; NPM →:0 is the initial
marking.

By changing distribution of tokens on
places, which may reflect the occur-
rence of events or execution of ope-
rations, for instance, one can study
dynamic behavior of the modeled
system. The following rules are used
to govern the flow of tokens:

Enabling Rule: A transition t is said to
be enabled if each input place p of t
contains at least the number of tokens
equal to the weight of the directed arc
connecting p to t.

Firing Rule:
a) An enabled t transition may or

may not fire depending on the
additional interpretation, and

b) A firing of an enabled transition
t removes from each input place
p the number of tokens equal to
the weight of the directed arc con-
necting p to t. It also deposits in
each output place p the number
of tokens equal to the weight of
the directed arc connecting t to p.

As a mathematical tool, a PN model
can be described by a set of linear al-
gebraic equations, or other mathema-
tical models reflecting the behavior
of the system. This opens a possibility

for the formal analysis of the model.
This allows one to perform a formal
check of the properties related to the
behavior of the underlying system,
e.g., precedence relations amongst
events, concurrent operations, appro-
priate synchronization, freedom from
deadlock, repetitive activities, and
mutual exclusion of shared resources,
to mention some.

Some important PN properties in-
clude a boundedness (no capacity
overflow), liveness (freedom from
deadlock), conservativeness (conser-
vation of nonconsumable resources),
and reversibility (cyclic behavior).
The concept of liveness is closely
related to the complete absence of
deadlocks. A PN is said to be live if,
no matter what marking has been re-
ached from the initial marking, it is
possible to ultimately fire any transi-
tion of the net by progressing through
further firing sequences. This means
that a live PN guarantees deadlock-
free operation regardless of the firing
sequence. Validation methods of
these properties include reachability
analysis, invariant analysis, reduction
method, siphons/traps-based approa-
ch, and simulation [12, 18].

2.2 Modeling of 
Semiautonomous MSNs

PNs have been used to model,
analyze, and synthesize control laws
for DES. Zhou and DiCesare [17],
moreover, addressing the shared re-
source problem recognized that mu-
tual exclusion theory plays a key role
in synthesizing a bounded, live, and
reversible PN. In mutual exclusion
theory, parallel mutual exclusion con-
sists of a place marked initially with
one token to model a single shared
resource, and a set of pairs of transiti-
ons. Each pair of transitions models a
unique operation which requires the
use of the shared resource. In this pa-
per, we adopt mutual exclusion the-
ory to build the PN specification mo-
del. Moreover, in semiautonomous
MSNs, human behavior can be mo-
deled using the command/response
concept. As shown in Figure 3, each
human operation is modeled as a task
with a start transition, end transition,
progressive place and completed pla-
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ce. Transitions drawn with dark sym-
bols are events controllable by the
remotely located human through the
network. Note that the start transition
is a controllable event as “command”
input, while the end transition is an
uncontrollable event as “response”
output. On the other hand, nonhu-
man actions can be simply modeled
as a single event transition.

 3 Petri Net-Based 
Command Filter Design

3.1 Specifi cation Types

The objective of a command filter is
to ensure the reaction of human-issu-
ed commands contained within the
set of admissible states, called the
specification. In this paper, two main
types of specifications are considered
and described as follows:

1. Collision-avoidance movements:
This specification presents the
physical constraints of the limited
resources, such as the rooms and
hallways. Each room limits the
number of mobile robots that
enter or stay avoid collisions.

2. Deadlock-free operations: This
specification ensures that a given
command will not lead the system
to a deadlock state at which no
further action is possible. This
specification can be preserved by
deadlock avoidance policies.

The liveness of a PN is closely rela-
ted to the complete absence of dea-
dlocks. A PN is said to be live if, no
matter what marking has been re-
ached from the initial marking, it is
possible to ultimately fire any transi-
tion of the net by progressing through
further firing sequences. This means

that a live PN guarantees deadlock-
free operation regardless of the firing
sequence.

During the system operation, the pro-
posed command filter enforces these
specifications by accepting or rejec-
ting human-issued commands.

3.2 Synthesis of Command Filters

Definition 3.1: Considering two Pe-
tri nets ),,,,( 0111111 MOITPG = and

),,,,( 0222222 MOITPG = , the syn-
chronous composition of two mar-
ked Petri nets 1G and 2G is a net

),,,,( 0MOITPG = :

21 GGG ⊗= , (2)

where: 21 PPP U= ; 21 TTT U= ;
),(),( tpItpI i= if })2,1{( ∈∃i ,
][ ii TtPp ∈∧∈ , else 0),( =tpI ;

),(),( tpOtpO i= ; if })2,1{( ∈∃i ,
][ ii TtPp ∈∧∈ , else 0),( =tpO ;

)()( 010 pMpM = if 1Pp ∈ , else
)()( 020 pMpM = .

In this paper, an agent that specifies
which events are to be accepted or
rejected when the system is in a gi-
ven state is called a command fi lter.
For a system with plant model G and
specification model H, the filter can
be obtained by synchronous compo-
sition of the plant and specification
models:

HGF ⊗= , (3)

where the transitions of H are a subset
of the transitions of G, i.e., GH TT ⊂ .
Note that F obtained through the abo-
ve construction, in the general case,
does not represent a proper filter,
since it may contain deadlock states
from which a final state cannot be
reached. Thus, the behavior of F sho-
uld be further refined and restricted
by PN analysis. The design procedure
of PN-based command filters consists
of the following steps:
Step 1) Construct the PN model of

the human commands and
system responses.

Step 2) Model the required specifi-
cations.

Step 3) Compose the system and
specification models to sy-

nthesize the preliminary
command filter.

Step 4) Analyze and verify the pro-
perties of the composed
model.

Step 5) Refine the model to obtain
a deadlock-free, bounded,
and reversible model ac-
cording to the defined speci-
fications.

3.3 Implementation Using Agent 
Technology

Agent technology is a new and im-
portant technique in recent novel
researches of artificial intelligence.
Using agent technology leads to a
number of advantages such as sca-
lability, event-driven actions, task-
orientation, and adaptivity [2]. The
concept of an agent as a computing
entity is very dependent on the appli-
cation domain in which it operates.
As a result, there exist many defini-
tions and theories on what actually
constitutes an agent and the sufficient
and necessary conditions for agency.
Wooldridge and Jennings [15] depicts
an agent as a computer system that is
situated in some environment and is
capable of autonomous actions in this
environment to meet its design objec-
tives. Agents are similar to software
objects but they must run continuo-
sly and autonomously. The distribu-
ted multiagent coordination system is
defined as the agents that share the
desired tasks in a cooperative point
of view and are autonomously execu-
ting at different sites. This properties
confere inteligence to the agents and
togheter they are able to execute tasks
that individualy they don’t have skills.
For command filtering this represent
a very important quality that make
agent technology very useful for de-
sired task.

For our purposes, we have adopted
the description of an agent as a soft-
ware program with the capabilities of
sensing, computing, and networking
associated with the specific function
of command filtering for the MSN
systems. A filtering agent is imple-
mented to aquire the system status by
autonomously sensing and the P2P
(peer to peer) networking abilities, af-
ter which computing is performed to

Figure 3. Modeling of human be-
havior using the command/response 
concept
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accept or reject the associated com-
mands so that desired specifications
are satisfied. This implementation is
made in JADE [19] because this de-
velopment tools is very versatile and
could be very well integrated with
others development tools (like Pro-
tégé-2000 and Java [20]). Also JADE
is an open source FIPA (Foundation
for Intelligent Physical Agents) com-
pliant Java based software framework
for the implementation of multiagent
systems. It simplifies the implemen-
tation of agent communities by offe-
ring runtime and agent programming
libraries, as well as tools to manage
platform execution and monitoring
and debugging activities. These su-
pporting tools are themselves FIPA
agents. JADE offers simultaneously
middleware for FIPA compliant multi-
agent systems, supporting application
agents whenever they need to explo-
it some feature covered by the FIPA
standard (message passing, agent life
cycle, etc), and a Java framework for
developing FIPA compliant agent
applications, making FIPA standard
assets available to the programmer
through Java object-oriented ab-
stractions. The general management
console for a JADE agent platform
(RMA), like in Figure 4, acquires the
information about the platform and
executes the GUI (Graphic User Inter-
face) commands to modify the status
of the platform (creating new agents,
shutting down containers, etc) throu-
gh the AMS (Agent Management Sy-
stem). The agent platform can be split
between several hosts (provided that
there is no firewall between them).
Agents are implemented as one Java
thread and Java events are used for ef-
fective and lightweight communicati-
on between agents on the same host.
Parallel tasks can be still executed by
one agent, and JADE schedules the-
se tasks in a more efficient (and even
simpler for the skilled programmer)
way than the Java Virtual Machine
does for threads. Several Java Virtual
Machines (VM), called containers in
JADE, can coexist in the same agent
platform even though they are not
running in the same host as the RMA
agent. This means that a RMA can be
used to manage a set of VMs distri-
buted across various hosts. Each con-
tainer provides a complete run time

environment for agent execution and
allows several agents to concurrently
execute on the same host. The DF,
AMS, and RMA agents coexist under

the same container (main-container)
togheter with the filtering agents, as it
is shown in Figure 4.

Figure 4. Graphic User Interface of JADE development tool, used for manage 
the agents

Figure 5. Defi ning ontologies for fi ltering class, using Protégé-2000
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To facilitate message reply, which, ac-
cording to FIPA, must be formed ta-
king into account a set of well formed
rules such as setting the appropriate
value for the attributes in-reply-to,
using the same conversation-id, etc.,
the method createReply() is defined in
the class that defines the ACL (Agent
Communication Language) message.
Different types of primitives are also
included to facilitate the implemen-
tation of content languages other than
SL, which is the default content lan-
guage defined by FIPA for ACL messa-
ges. This facility is made with Protégé
as depicted in Figure 5.

From JADE point of view, the filtering
agent of each robot would run the de-
veloped PN model as a state machi-
ne and have capabilities with position
location (room number in our case).
Each room is equipped with a sensi-
ng and communication device, such
as an RFID (Radio-Frequency IDenti-
fication) reader or a ZigBee module,
to provide the vacancy information to
the robot which would enter a parti-
cular room. On the other hand, as it
mentioned before, the robot may also
communicate with other robots to ob-
tain their locations.

 4 Example: A Mobile 
Wireless Surveillance System

4.1 System Description

The semiautonomous MSN system in
Figure 2 can be applied to a mobile
wireless surveillance system, which
is composed of many static sensors
and several human-controlled mobi-

le robots. In this
example, five
mobile robots
are placed on a
floor with eight
rooms, as shown
in Figure 6. Each
robot can move
to each room ac-
cording to indi-
cated directions.
To avoid possi-
ble collisions,
the number of
robots from each
room is limited.
So in the rooms

R1, R2, R5 and R6 can work only one
robot; rooms R3 and R4 admits two
robots during the surveillance period,
and in the rooms R7 and R8 can stay
three respectively five robots. Initially
all the robots are in the room R8.

4.2 PN Modelling

By applying the command/response
concept and based on the system de-
scription, the PN model of the human-
controlled mobile robots is construc-
ted as shown in Figure 7. It consists of
22 places and 28 transitions, respec-
tively. Corresponding notation of the
PN model is described in Table 1.

4.3 Command Filter Design

The eight rooms represent the resour-
ces shared by the five mobile robots.
Since more than one robot may requi-

re access to the same room and each
room has a limited number of robots
collisions and deadlocks may occur.
Hence, the objective is to design a
command filter to ensure the whole
system against these undesired situa-
tions. The required five specifications
are formulated as follows:
Spec-1) Robot moving to Room i is

allowed only when Room i
is empty, where i = 1, 2, 5,
6. Thus, we have four sub-
specifications denoted as
Spec-1.1 to Spec-1.4.

Spec-2) Robot moving to Room i is
allowed only when Room i
has no more than one robot,
where i = 3, 4. Thus, we
have two subspecifications
denotes as Spec-2.1 to Spec-
2.2.

Spec-3) Robot moving to Room 7 is
allowed only when Room
7 has no more than two
robots. Thus, we have one
subspecification Spec-3.1.

Spec-4) Robot moving to Room 8 is
allowed only when Room
8 has no more than four
robots. Thus, we have one
subspecification Spec-4.1.

Spec-5) Liveness, i.e., no deadlock
states, must be enforced
throughout system opera-
tion.

In the specification model, Spec-1
to Spec-4 are enforced by using the
mutual exclusion theory with limited
tokens. The composed PN model of

Figure 6. Mobile wireless surveillance system with fi ve 
robots

Figure 7. PN model of the human-controlled mobile robots
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both the systems are specifications is
shown in Figure 8. The filtering pla-
ces Pf1-Pf8 are drawn thicker and the
filtering arcs are shown with dashed
lines. A filtering place is modelled as
an input place of the transitions that
need such a resource, and as an ou-
tput place of those transitions that re-
lease this resource. Take an example
of Pf1 that physically means Room
1 being available. Because only one
robot can work in Room 1 after the
firing of the transition t5, it cannot be
executed again until t6 is given to si-
gnal that Room 1 is available again.
Thus, only one robot is allowed to be
in Room 1 at any time, thereby avoi-
ding any collision.

The filtering places Pf1 to Pf8 (for
Spec-1, Spec-2, Spec-3 and Spec-4)
are used to prevent undesired human
operations that lead to resource con-
flicts on the part of the system. The
corresponding notation for the filte-
ring places is described in Table 2.

4.4 Analysis and Verifi cation

At this stage, due to its ease of mani-
pulation, support for graphics import,
and ability to perform structural and
performance analysis, the software
package MATLAB PN Toolbox [11]
was chosen to verify the behavioral
properties of the composed PN mo-
del using reachability analysis.

The validation results reveal that the
present PN model is deadlock-free,
bounded, and reversible. The dea-
dlock-free property means that the sy-
stem can be executed properly without
deadlocks (Spec-5), boundedness indi-
cates that the system can be executed
with limited resources, and reversibili-
ty implies that the initial system confi-
guration is always reachable.

For the human-controlled robot in
the proposed command filtering fra-
mework, the human commands are
accepted or rejected to satisfy the spe-
cifications so that collisions are avoi-
ded during the surveillance period. As
shown in Table 3, without command
filtering, the state space is 1540 with
undesirable collision states. By using
the filtering approach, the state space

Place Description Place Description
p1 Robot in R1 p12 Moving to R7
p2 Robot in R2 p13 Moving to R2
p3 Robot in R3 p14 Moving to R7
p4 Robot in R4 p15 Moving to R3
p5 Robot in R5 p16 Moving to R7
p6 Robot in R6 p17 Moving to R7
p7 Robot in R7 p18 Moving to R4
p8 Robot in R8 p19 Moving to R7
p9 Moving to R8 p20 Moving to R5
p10 Moving to R7 P21 Moving to R7
p11 Moving to R1 p22 Moving to R6
t1 Re: end moving to R8 t15 Re: end moving to R7
t2 Cmd: start moving to R7 t16 Cmd: start moving to R6
t3 Cmd: start moving to R8 t17 Re: end moving to R1
t4 Re: end moving to R7 t18 Cmd: start moving to R7
t5 Cmd: start moving to R1 t19 Re: end moving to R2
t6 Re: end moving to R7 t20 Cmd: start moving to R7
t7 Cmd: start moving to R2 t21 Re: end moving to R3
t8 Re: end moving to R7 t22 Cmd: start moving to R7
t9 Cmd: start moving to R3 t23 Cmd: start moving to R7
t10 Re: end moving to R7 t24 Re: end moving to R4
t11 Re: end moving to R7 t25 Cmd: start moving to R7
t12 Cmd: start moving to R4 t26 Re: end moving to R5
t13 Re: end moving to R7 t27 Cmd: start moving to R7
t14 Cmd: start moving to R5 t28 Re: end moving to R6

Table 1. Notation of the PN places and transitions in Figure 7

Place Description
Pf1 Spec-1.1: R1 admits one robot
Pf2 Spec-1.2: R2 admits one robot
Pf5 Spec-1.3: R5 admits one robot
Pf6 Spec-1.4: R6 admits one robot
Pf3 (2-bound) Spec-2.1: R3 admits two robots
Pf4 (2-bound) Spec-2.2: R4 admits two robots
Pf7 (3-bound) Spec-3.1: R7 admits three robots
Pf8 (5-bound) Spec-4.1: R8 admits five robots

Table 2. Notation of the fi ltering places in Figure 8 

Figure 8. PN model with command fi ltering functions
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is reduced to 413. Over 74% of states
would be avoided during the surveil-
lance period, i.e., improper actions
that violate Spec-1 to Spec-5 and lead
to these undesired states would be su-
ccessfully filtered.

In this approach, the command filter
consists only of places and arcs, and
its size is proportional to the number
of specifications that must be satisfied.
Thus, it is believed that the presented
technique could be further applied to
large-scale wireless MSNs. However,
the specifications designed in this pa-
per lead to limitations for office-like
structured environments. New specifi-
cations for applications to unstructured
environments and large-scale networks
should be investigated in the future.

 5 Conclusions

In this paper, a framework to develop
a command filter for semiautonomous
MSNs with the human-in-the-loop has
been presented. The command filter
is systematically designed and imple-
mented using PN modeling and agent
technology. Agents are implemented
with JADE and ontologies are defined
with Protégé 2000. To demonstra-
te the practicability of the proposed
approach, an application to the mobi-
le wireless surveillance system is illu-
strated. According to state acquisition
via distributed P2P communication,
the developed command filter ensu-
res the specifications by accepting or
rejecting human-issued commands.

Compared with previous work [5,
6] which, from an active viewpoint,
sought to enable or disable actions
leading to limited human comman-
ds, this paper has proposed another
scheme, from a passive viewpoint,
to accept or reject the actions as the
robot receives the human comman-
ds. Hence, in the proposed filtering
framework, human operators could
request unrestricted commands, and
the command filters would make re-
al-time decisions based on an event-
trigger and on-demand P2P networ-

king. Future work will attempt to in-
tegrate both the active supervisor and
passive filter into a single framework
to provide a double protection sche-
me for semiautonomous MSNs.
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Petri net models Places Transitions Arcs State space
Unfiltered syst. 22 28 56 1540

Filtered syst. 30 28 82 413

Table 3. Comparison of the unfi ltered and fi ltered frameworks 
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NADZORNO VODENJE

Nadzorno vodenje semiavtonomnih mobilnih senzorskih omrežij: pristop z naÏrtovanjem 
Petrijevih mrež

Razširjeni povzetek 

Pri obravnavanih semiavtomatskih mobilnih senzorskih omrežjih se lahko pri posebno neugodnih akcijah zgodijo
nesreïe ali celo katastrofe, saj so v regulacijsko zanko lahko vkljuïeni tudi operaterji. V prispevku za takšne sisteme
predlagamo ustrezen naïin filtriranja, ki sprejme ali zavrne ïloveške ukaze, tako da nikoli ne pride do izvajanja
neželenih oz. neprimernih ukazov. V predstavljenem pristopu smo uporabili Petrijeve mreže za modeliranje obna-
šanja operaterjev in za sintezo ukazov filtriranja za nadzor. Nadzorni filter je mogoïe implementirati tudi ob uporabi
agentne tehnologije za vsakega od robotov. Opisana je realizacija brezžiïnega mobilnega sistema, da bi ilustrirali
izvedljivostne možnosti razvitega pristopa. Verjamemo, da je predstavljeno tehniko mogoïe uporabiti tudi na velikih
brezžiïnih mobilnih senzorskih omrežjih.

KljuÏne besede: agent, ukazni filtri, mobilni roboti, mobilna senzorska omrežja, Petrijeve mreže, nadzorno vodenje,
brezžiïna senzorska omrežja


