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23" European Young Statisticians Meeting

Preface

This booklet contains basic information about the 23 European Young Statisticians Meeting (23" EYSM)
which was held virtually, in the organization of Statistical Society of Slovenia from Monday, September 11"
to Friday, September 15", 2023.

There were twenty five European countries participating at the 23 EYSM. The International Organizing
Committee (I0OC) was responsible for invitation of at most two young scientists from each country whose
research interests were from pure probability theory to applied statistics. Here the term »young scientist«
refers to scientists who are less than thirty years of age or have two to eight years of research experience.

The scientific part of the Conference was organized as follows:

» six eminent scientists from the field of mathematical statistics and probability held 60-minutes keynote
lectures

+ fourty seven invited young scientists held 20-minutes lectures.

Following the tradition of European Young Statisticians Meetings, there were no parallel sessions. The
lectures of invited young scientists were divided into thirteen sessions (two or three sessions per day), nine
of them having four lectures, and four of them three lectures each. Sessions were set in such manner that
lectures inside one session have belong roughly to the same research area, or at least have something
in common. However, the sessions were not named since in some cases it was unlikely to find a title that
would suit all the lectures within the session.

The topics presented included, but were not limited to:

- Applied statistics in economics, finance, biology, etc.
- Applied stochastic models

- Bayesian statistics and computation

- Causal inference

- Central limit theorem and asymptotics
- Dependent data

- Design of experiments

- Directional data analysis

- Distributional topics

- Econometrics

- Functional data analysis

- High-dimensional statistics

- Nonparametric statistics

- Random matrix theory

- Robust statistics

- Schramm-Loewner evolution

- Spatial data

- Statistical learning

- Stochastic differential equations

- Stochastic processes
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All invited young scientists had an opportunity to publish a short paper, i.e., extended abstract of their
lectures, in the Proceedings of the 23 EYSM. The review process for short papers was organized by the
I0C, in the way that the IOC representatives personally acted as referees or proposed reviewers for papers
of participants they invited.

This booklet, beside all important information about the Conference, contains the scientific program,
abstracts of all lectures that were given at the 23 EYSM and the list of participants together with their
affiliations and contact information. Abstracts of all contributors are given in order following the schedule of
lectures from the scientific program.

More details about the 23 European Young Statisticians Meeting could be found at the Conference
website https://sites.google.com/view/eysm2023.


https://sites.google.com/view/eysm2023
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Organizers
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10:30 - 11:00

11:00 - 12:40

12:40 - 14:00

14:00 - 15:15

15:15 - 15:40

15:40 - 16:40

16:40 - 17:00

17:00 - 18:40

Scientic Program

Monday, September 11

OPENING CEREMONY

Session 1 — Chairman: Federico Camerlenghi

11:00 - 11:25 Balint Horvath
Constructing Nonparametric Simultaneous Confidence Bands for
Band-Limited Functions
11:25 - 11:50 Kimon Nfotsis
Exploring Nonlinear Associations between Features: A Tool for
Capturing Complex Relationships
11:50 - 12:15 Mathieu Sauvenier
Multivariate Multiscale model for Locally Stationary Processes
12:15-12:40 Mario Beraha
Frequency and cardinality recovery from sketches: a statistical viewpoint

Mid-day Break

Session 2 — Chairman: Aliaksandr Hubin

14:00 - 14:25 Matej Benko
Bayesian Estimation of the Battery State of Charge Model Parameters
14:25 - 14:50 Jon Lachmann
Subsampling MCMC for Bayesian Variable Selection and Model
Averaging in Bayesian Generalized Nonlinear Models
14:50 - 15:15 Francesca Romana Crucinio
Divide-and-Conquer sequential Monte Carlo with applications to high
dimensional filtering

Short Break 1

Keynote Lecture 1, Chairman: Federico Camerlenghi

Aad VAN DER VAART
Delft University of Technology, The Netherlands
Nonparametric Bayesian uncertainty quantification: a review and some open problems

Short Break 2

Session 3 — Chairman: Hrvoje Planinic

17.00 - 17:25 Predrag Pilipovic

Parameter Estimation in First and Second-Order Nonlinear

Stochastic Differential Equations using the Strang Splitting Scheme
17:25-17:50 Peira Lazic

Subgeometric ergodicity of regime-switching diffusion processes
17:50 - 18:15 Miha Bresar

Lower bounds for convergence rates of ergodic strong Markov processes
18:15-18:40 Zhongwei Zhang

Extremal Dependence of Stochastic Processes Driven by

Exponential-Tailed Lévy Noise



VIl

23" European Young Statisticians Meeting

11:00 - 12:40

12:15 - 13:40

13:40 - 15:20

15:20 - 15:40

15:40 - 16:40

16:40 - 17:00

17:00 - 18:40

Tuesday, September 12

Session 1 — Chairman: Jan Vavra

11:00 - 11:25 Lidia Andre
Joint modelling of the bulk and tail of bivariate data
11:25 - 11:50 Aoife Hurley
Joint Species Spatial Modelling of Deer Count Data
11:50 - 12:15  Tiia-Maria Pasanen
A Bayesian Spatio-Temporal Analysis of Markets During the Finnish
1860s Famine
12:15-12:40 Ana Martins
On the theory of space-time models for counts

Mid-day Break

Session 2 — Chairman: Chengchun Shi

13:40 - 14:05 Sarah Pirenne
Approximate Post-Selection Inference For Variables Selected
by Adaptive and Group Lasso
14:05 - 14:30 Marouane Il Idrissi
Cooperative game theory and importance quantification
14:30 - 14:55 Vlad Raul Constantinescu
Interpolation property of shallow neural networks
14:55 - 15:20 Lars Henry Berge Olsen
Estimating Conditional Shapley Values in Model Explanation

Short Break 1

Keynote Lecture 2, Chairman: Andrej Srakar

Mihael PERMAN
University of Ljubljana and University of Primorska, Slovenia:
Kolmogorov’s statistic and point processes

Short Break 2

Session 3 — Chairman: Andrej Srakar

17:00 - 17:25 Katarina Halaj
On diagnostic tests for circular regression models

17:25 -17:50 Qin Fang
On the Modelling and Prediction of High-Dimensional Functional
Time Series

17:50 - 18:15 Jaakko Pere
On extreme behavior of multivariate and infinite dimensional
observations

18:15-18:40 Alessia Caponera
Functional estimation of anisotropic covariance and autocovariance
operators on the sphere
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11:00 - 12:15

12:15 - 13:40

13:40 - 15:20

15:20 - 15:40

15:40 - 17:20

17:20 - 17:40

17:40 - 18:40

Session 1 —
11:00 - 11:25

11:25 - 11:50

11:50 - 12:15

Mid-day Break

Session 2 —
13:40 - 14:05

14:05 - 14:30

14:30 - 14:55

14:55 - 15:20

Short Break 1

Session 3 —
15:40 - 16:05

16:05 - 16:30

16:30 - 16:55

16:55 - 17:20

Short Break 2

Wednesday, September 13

Chairman: Dario Azzimonti

Alexandre Lecestre

Robust estimation in finite state space hidden Markov models
Carlos de la Calle-Arroyo

Design augmentation: a tool for experimenters

Henrik Imberg

Optimal Subsampling in Measurement-Constrained Experiments

Chairman: Jakob Peterlin

Erika Lettrichova

Stochastic modeling of age-specific fertility rates

Ana Zalokar

Optimal switching among hedging strategies in equity-linked products
with guarantees

Razvan-Cornel Sfetcu

Ordering Awad-Tsallis Quantile Entropy and Applications to Some
Stochastic Models

Zikica Lukic

On a Novel Two-Sample Test for Matrix Distributions and Application
in Finance

Chairman: Alexandre Jacquemain

Sophia Loizidou

A data-adaptive algorithm for multiple change-point detection
Victor Gallego

Fast Adaptation with Bradley-Terry Preference Models in
Text-To-Image Retrieval and Generation

Jonathan Henderson

Using Spatial Point Process Models to Understand Cell Loss in
Glaucoma

Tomasz Skalski

Pattern Recovery by SLOPE

Keynote Lecture 3, Chairman: Anne van Delft
Daniela M. WITTEN

University of Washington, United States

Data thinning and its applications
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11:00 - 12:00

12:00 - 13:40

13:40 - 14:55

14:55 - 15:20

156:20 - 16:20

16:20 - 16:40

16:40 - 18:20

Thursday, September 14

Keynote Lecture 4, Chairman: Dario Azzimonti

Viadimir BATAGELJ
University of Ljubljana, Slovenia
Analysis of bibliographic networks

Mid-day Break

Session 1 — Chairman: Hrvoje Planinic

13:40 - 14:05 Diana Avetisian
Parameter estimation in stochastic heat equations driven by fractional
and mixed fractional Brownian motion

14:05 - 14:30 Tomislav Kralj
CLT for the perimeter of the convex hull spanned by two independent
random walks

14:30 - 14:55 Tobias Overgaard
Adding unit clauses to the random 2-SAT problem

Short Break 1

Keynote Lecture 5, Chairman: Andrej Srakar

Nina HOLDEN

Courant Institute of Mathematical Sciences, New York University, United States
Random curves and surfaces

Short Break 2

Session 2 — Chairman: Marija Cuparic
16:40 - 17:05 Arianna Casanova Flores
Desirability: some developments and applications
17:05 - 17:30 Maftgorzata tazecka
Resampling methods in conditional independence testing
17:30 - 17:55 Marianna Lakatos-Szabo
Parametric post-processing of dual-resolution precipitation forecasts
17:55 - 18:20 Saifuddin Syed
Non-reversible parallel tempering on optimized paths
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11:00 - 12:15

12:15 - 13:40

13:40 - 14:55

14:55 - 15:20

156:20 - 16:20

16:20 - 17:00

Friday, September 15

Session 1 — Chairman: Christina Parpoula

11:00 - 11:25 Spiros Dafnis
Weak Runs in Multistate Trials and Applications in Statistical Process
Monitoring

11:25 - 11:50 Shauna Mooney
Using service statistics to inform modern contraceptive prevalence
estimates for all women of reproductive age

11:50 - 12:15  Maria Nareklishvili
Feature Selection for Personalised Policy Analysis

Mid-day Break

Session 2 — Chairman: Andrej Srakar

13:40 - 14:05 Mykyta Yakovliev
Asymptotic Properties of Parameter Estimators for Mixed Fractional
Brownian Motion with Trend

14:05 - 14:30 Martina Petrakova
Some notes about Poisson—Laguerre tessellation with unbounded
weights

14:30 - 14:55 Jana Reker
Multi-Point Functional Central Limit Theorem for Wigner Matrices

Short Break

Keynote Lecture 6, Chairman: Alexandre Jacquemain

Davy PAINDAVEINE
Université Libre de Bruxelles, Belgium
Inference in principal component analysis under weak identifiability

CLOSING CEREMONY
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Functional estimation of anisotropic covariance and
autocovariance operators on the sphere

Alessia Caponera'

! Department of Economics, Management and Statistics (DEMS), University of Milano-Bicocca

Abstract

In this talk we present nonparametric estimators for the second-order central moments of possibly
anisotropic spherical random fields, within a functional data analysis context. We consider a measurement
framework where each random field among an identically distributed collection of spherical random fields
is sampled at a few random directions, possibly subject to measurement error. The collection of random
fields could be i.i.d. or serially dependent. Though similar setups have already been explored for random
functions defined on the unit interval, the nonparametric estimators proposed in the literature often rely on
local polynomials, which do not readily extend to the (product) spherical setting. We therefore formulate our
estimation procedure as a variational problem involving a generalized Tikhonov regularization term. Using
the machinery of reproducing kernel Hilbert spaces, we establish representer theorems that fully characterize
the form of our estimators. We determine their uniform rates of convergence as the number of random fields
diverges, both for the dense (increasing number of spatial samples) and sparse (bounded number of spatial
samples) regimes. A preliminary exploration of climate data will also be discussed.

Based on joint works with Victor M. Panaretos, Julien Fageot, Matthieu Simeoni, and Almond Stocker.

Keywords: functional data analysis, measurement error, representer theorem, sparse sampling, spherical
random field.

AMS subject classifications: Primary 62G08; secondary 62M.
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Robust estimation in finite state space hidden Markov models

Alexandre Lecestre!

! University of Luxembourg

Abstract

We consider stationary hidden Markov models (HMMs) with finite state space and aim at estimating
the different parameters in a robust way. It is possible to deduce them from the stationary law P, of L
consecutive observations, for L large enough. Therefore we build a robust estimator of Pr. This means we do
not assume the observations to be generated by a hidden Markov model and consider possible contamination
or outliers. The p-estimators developed by Baraud et al. [1] and Baraud & Birgé [2] are quite general and
are proven to be robust in the independent setting. Our strategy is to extend their framework to handle
dependent observations without losing the robustness properties. We select a subset of the observations that
should be almost independent. This is possible because under weak assumptions HMMs are mixing with
exponential decay rate. We prove a non-asymptotic risk bound on the squared Hellinger distance between
our estimator and the target distribution. This general result is free of any assumption on the data. We
can derive convergence rates with a posteriori assumptions. This method can be applied more generally to
processes with Markovian and similar mixing properties. We briefly consider the estimation of the invariant
distribution of a diffusion process.

Keywords: robust estimation, dependent observations, hidden Markov models, diffusion process.
AMS subject classifications: 62MO05

Acknowledgements: This project has received funding from the European Union’s Horizon 2020 research
and innovation programme under grant agreement N° 811017.

References

[1] Baraud, Y., Birgé, L. and Sart, M. (2017). A new method for estimation and model selection: p-
estimation. Inventiones mathematicae. 207, 425-517.

[2] Baraud, Y. and Birgé, L. (2018). Rho-estimators revisited: General theory and applications. The Annals
of Statistics. 46, 3767-3804.
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On the theory of space-time models for counts

Ana Martins', Manuel G. Scotto?, Christian H. Weif3? and Sénia Gouveia'*

Unstitute of Electronics and Informatics Engineering of Aveiro (IEETA) and Department of Electronics,
Telecommunications and Informatics (DETI), University of Aveiro, Aveiro, Portugal.

2Center for Computational and Stochastic Mathematics (CEMAT), Department of Mathematics, IST,
University of Lisbon, Lisbon, Portugal.

3 Department of Mathematics and Statistics, Helmut Schmidt University, Hamburg, Germany.
4 Intelligent Systems Associate Laboratory (LASI), Portugal.

Abstract

This work introduces a new class of statistical models for the analysis of space-time series of counts. The
new class is addressed as space-time ARMA (STINARMA), and hold clear connections with existing classes
of models based on the ARMA framework, since it constitutes an integer counterpart of the STARMA class
of Pfeifer and Deutsch, 1980 [1] based on the binomial thinning operator (BTO hereafter) of Steutel and
Van Harn, 1979 [2]. Moreover, it can be seen as a spatio-temporal extension (STARMA-type) of the popular
integer-valued ARMA (INARMA) class.

The probabilistic and the statistical properties of the STINARMA model are discussed in detail. Specif-
ically, the theoretical first- and second- order moments, as well as the space-time autocovariance and au-
tocorrelation functions are derived. Furthermore, estimation approaches based on method of moments,
conditional least squares and conditional maximum likelihood are proposed, with their finite-sample perfor-
mance being evaluated through a simulation study. Finally, the STINARMA models were applied to the
analysis of space-time count data consisting of the daily number of hospital admissions over time in different
Portuguese locations.

Keywords: spatio-temporal models; STINARMA; STARMA; integer-valued models; INARMA; binomial
thinning operator.

AMS subject classifications: 62M10, 62H11, 62H12.

Acknowledgements: AM acknowledges a PhD grant from the FCT (SFRH/BD/143973/2019). This work
was partially funded by the Foundation for Science and Technology, FCT, through national (MEC) and
European structural (FEDER) funds, in the scope of the research projects UIDB/04621/2020 (CEMAT/UL)
and UIDB/00127/2020 (IEETA/UA).

References

[1] Pfeifer P. E., Deutsch S. J. (1980). A Three-Stage Iterative Procedure for Space-Time Modeling, Tech-
nometrics, 22 (1), 35-47.

[2] Steutel, F. W., Van Harn, K. (1979). Discrete Analogues of Self-Decomposability and Stability, The
Annals of Probability, 7 (5), 893-899.
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Optimal switching among hedging strategies in equity-linked
products with guarantees

Ana Zalokar!' and Mihael Perman!?

L University of Primorska, Slovenia

2 University of Ljubljana, Slovenia

Abstract

Equity-linked insurance policies are one of the most widespread insurance products. In many cases such contracts
have guarantees like a minimum return over the lifetime of the policy [1]. Liabilities arising from such guarantees
must be hedged by suitable investments [2,3]. There are restrictions on hedging strategies in many jurisdictions but
with the more flexible regulatory framework of Solvency 2 there are alternative ways to hedge certain guaranteed
products using derivative securities [4]. In this talk we investigate when it is optimal to switch to hedging liabilities
with derivative securities in the framework of the Cox-Ross-Rubinstein model. This leads to optimal stopping
problems that can be solved explicitly. Mortality is also incorporated in the model. The results may indicate the level
of reserves necessary to meet obligations with the desired level of confidence. In particular the strategy may be
applicable in adverse market conditions.

Keywords: equity-linked products, hedging, optimal stopping
AMS subject classifications: 60G40, 91G30, 62P05.
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Joint Species Spatial Modelling of Deer Count Data

Aoife K Hurley!, Ruth F Carden? and James Sweeney!

! Department of Mathematics and Statistics, University of Limerick, Ireland

2School of Archaeology, University College Dublin, Ireland

Abstract

Accurately predicting the populations and spatial distribution of wild species is important from both a
management and conservation perspective. Data on wild species can be collected in various ways including;
tracking devices, motion activated cameras as well as conducting site surveys. Site survey data is generally
collected at a fine spatial resolution (along a predefined path or within a 10KM square) as collection is
limited by human sense (vision and hearing) and the costs of collecting data itself. In conjunction with the
survey data, other informative data, such as land cover covariates or cull data from a hunting season may be
available, though at a different spatial resolution, creating issues of spatial misalignment in the data sources.

In the Republic of Ireland, there are four main species of deer in the wild, with the main three being
Fallow, Red and Sika. Previous studies have looked at the distribution and abundance of these species in
the Republic of Ireland [1, 2], but neither account for the correlation between these species nor the effect
of different land coverings on their spatial distribution. We aim to jointly model the three species of deer
using both observational and cull data, allowing the borrowing or pooling of information across the species,
to estimate the impacts of some land coverings, and create species distribution maps across the Republic of
Ireland.

Keywords: Joint Species Modelling, Spatial Statistics, Spatial Modelling
AMS subject classifications: 62H11
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Desirability: some developements and applications

Arianna Casanova Flores!

LIDSIA USI-SUPSI Istituto Dalle Molle di studi sull’intelligenza artificiale, Lugano, Switzerland
arianna.casanova@idsia.ch

Abstract

Desirability is an extension of de Finetti’s Bayesian theory [4] specifically developed to handle imprecision
in probabilities. This formalism offers several advantages. Firstly, it encompasses, but it is at the same time
easier to work with, most of the generalisations of probability proposed in the literature, including lower and
upper probabilities and previsions, convex sets of distributions, belief functions, possibility measures, and
more [7]. In particular, it can deal more effectively than other models with the problem of sets of measure
zero [6]. Additionally, it permits to simultaneously deal with considerations of beliefs and values and to
consider any domain and possibility space [8].

The objective of this presentation is to further enhance the modeling capabilities of desirability by
exploring additional developments and applications of this formalism.

We begin by investigating its applicability as a general formalism for aggregating opinions [3]. Subse-
quently, we analyse its connections with information algebras [5, 2], general algebraic structures introduced
to manage information and inference at an abstract level. Finally, we discuss relaxations of some of its basic
assumptions [1].

Keywords: imprecise probabilities, coherence, opinions aggregation, information algebras, monetary scale
AMS subject classifications: 60A99.
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Constructing Nonparametric Simultaneous Confidence Bands
for Band-Limited Functions

Balazs Csanad Cs4&jil? Balint Horvath!s3

Unstitute for Computer Science and Control (SZTAKI), E6tvés Lordnd Research Network (ELKH),
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3Institute of Mathematics, Budapest University of Technology and Economics (BME), Budapest, Hungary

Abstract

In this work, we study the task of constructing simultaneous and nonparametric confidence bands for
band-limited functions. Our method is based on Paley-Wiener kernels [1] and uses a finite sample of in-
dependent and identically distributed (i.i.d.) input-output pairs. It is distribution-free in the sense that
only mild statistical assumptions are required for the measurement noises: we only assume that their joint
distribution is invariant with respect to a group operation [2]. Since the data is i.i.d., the permutation group
is a suitable choice. Here, for simplicity, we also assume that the distribution of the inputs is apriori known.

First, we study a noise-free variant, when there are no measurement noises affecting the outputs, only the
inputs are random. This allows us to provide an intuitive explanation for the proposed construction, which
leads to solving convex optimization problems. Then, the problem is generalized to the case of measurement
noises, where the solution also builds on gradient perturbation methods [3], which can construct confidence
intervals at observed inputs. In both cases, our algorithms provide nonasymptotic guarantees for the inclusion
of the true regression function in the confidence band, simultaneously for all possible inputs.

Finally, we show that our approach is strongly uniformly consistent, as well, where the case of having no
measurement noises is discussed in detail. A related result for the case of measurement noises is also stated,
and numerical examples are shown for both cases, demonstrating the proposed constructions.

Keywords: confidence bands, convex optimization, reproducing kernel Hilbert spaces, nonlinear system
identification, Paley-Wiener spaces, band-limited functions, randomized algorithms

AMS subject classifications: 46E22, 62G15, 68Q32
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Design augmentation: a tool for experimenters

Carlos de la Calle-Arroyo', Mariano Amo-Salas?, Jestis Lépez-Fidalgo' and Licesio J.
Rodriguez-Aragén?

! Instituto de Ciencia de los Datos e Inteligencia Artificial (DATAI), Universidad de Navarra
2Instituto de Matemdtica Aplicada (IMACI), Universidad de Castilla-La Mancha

Abstract

Experimentation has been the reliable path for scientific discovery. However, statistical bases for it were
set fairly late by Fisher [3]. In this work, model dependent design of experiments, called optimal experimental
designs, are considered. In particular, designs viewed as a probability measure, approximate designs [4].

Optimal experimental designs usually have too few points and tend to have some very extremal observa-
tions, with points lying on the boundary of the design space. Often times the number of different points is the
same as the number of parameters to be estimated for models, specially for models with a single explanatory
variable. In this scenary, proper model adequacy testing is not possible. Due to this and other experimenter
concerns, such as constraints, particular domain practice or need for robust estimation, optimal designs are
not directly used in experimentation. They; therefore, are often used as a reference to measure how efficient
are the designs used in practice.

In this work a methodology for design augmentation [1] is proposed as an alternative to simply rely on
optimal as a benchmark. Based on the General Equivalence Theorem [5], the procedure allows to control
the efficiency when adding points to a given design. The experimenter can then, starting from the optimal
design, or a regulated experimental plan, add points controlling the efficiency in order to enhance the initial
design to its liking. The full procedure is presented for D-optimality, while an analogous solution for Dg-
and L-optimality is tentatively provided. Its software implementation is in the R package optedr [2].

Keywords: Optimal Design, D-optimality, Augmented Designs, General Equivalence Theorem.
AMS subject classifications: 62KO05.
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Parameter estimation in stochastic heat equations driven by
fractional and mixed fractional Brownian motion

Diana Avetisian and Kostiantyn Ralchenko

Department of Probability Theory, Statistics and Actuarial Mathematics,
Taras Shevchenko National University of Kyiv, Ukraine

Abstract

We investigate a stochastic heat equation with two types of noises: fractional Brownian noise and a mixed
fractional Brownian noise.

On the first step, we consider a one-dimensional stochastic heat equation driven by a space-only fractional
Brownian noise. We prove that a solution to this equation is a stationary and ergodic Gaussian process.
These results enable us to construct a strongly consistent estimator of the diffusion parameter assuming that
Hurst parameter H is known. We prove asymptotic normality of suggested estimator.

We construct strongly consistent estimators of two unknown parameters, namely, the diffusion parameter
o and the Hurst parameter H € (0,1), based on the discrete-time observations of a solution and prove joint
asymptotic normality of the estimators in the case H € (0, %)

On the second step, we consider a stochastic heat equation with a mixed fractional Brownian noise. We
investigate the covariance structure, stationarity, upper bounds and asymptotic behavior of the solution.
Based on its discrete-time observations, we construct a strongly consistent estimator for the Hurst index H
and prove the asymptotic normality for H < 3/4. Then assuming the parameter H to be known, we deal
with joint estimation of the coefficients at Wiener process and at fractional Brownian motion. We show that

constructed joint estimator is strongly consistent and prove asymptotic normality for H € (0, %) U (%, %)

The quality of all estimators is illustrated by simulation experiments.

Keywords: Stochastic partial differential equation, mixed fractional Brownian motion, Hurst index esti-
mation, strong consistency, asymptotic normality.
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Stochastic modeling of age-specific fertility rates

Erika Lettrichoval

! Comenius University; Faculty of Mathematics, Physics and Informatics; Department of Applied
Mathematics and Statistics

Abstract

Demographic process of fertility is one of the main natural mechanisms that influences the change in
human populations. There are different demographics indicators connected with fertility; in this study, we
focus specifically on age-specific fertility rate. Age-specific fertility rate represents the number of live births
to women of certain age to the average number of women in that certain age. The goal of modeling fertility
is to determine the main factors affecting fertility rates and reveal the relationships and connections between
them. Out of several ways in which fertility can be modeled, we’ve decided to use stochastic models based
on Lee’s model [1], improved with various combinations of age, period and cohort parameters (see [2]). The
aim of our work is to present several stochastic models for modeling age-specific fertility rates in selected
populations and evaluating the best-fitting model for each of the selected populations. For quantitative
comparison of models, we use the values of the likelihood function, the number of estimated parameters
and the value of the modified Bayesian information criterion. We evaluate the quality of the models using
estimated model residuals.

Keywords: stochastic models, age-specific fertility rate, Lee’s model, probability predictions
AMS subject classifications: 62M20, 62P25, 91B70, 91D20
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Divide-and-Conquer sequential Monte Carlo with applications to
high dimensional filtering

Francesca Romana Crucinio!

L' CREST, ENSAE, Institut Polytechnique de Paris

Abstract

In this talk I will describe the Divide-and-Conquer sequential Monte Carlo (DaC-SMC) algorithm intro-
duced in [1], an extension of standard SMC which exploits auxiliary tree-structured decompositions of the
target distribution to turn the overall inferential task into a collection of smaller sub-problems. The tree
structure embedded in DaC-SMC makes it more easy to parallelise and distribute than standard SMC, T will
present some recent results on the convergence properties of these algorithms and describe an application of
DaC-SMC to high dimensional filtering for spatial state space models [2].

This talk is based on joint work with Adam M. Johansen and Juan Kuntz.

Keywords: distributed computing, Bayesian inference, particle filtering, state-space models
AMS subject classifications: 65C05
Acknowledgements: FRC acknowledges support from the EPSRC (grant # EP/R034710/1).
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Optimal Subsampling in Measurement-Constrained Experiments
Henrik Imberg

Department of Mathematical Sciences, Chalmers University of Technology and University of Gothenburg,
SE-412 96 Gothenburg, Sweden

Abstract

We consider the problem of optimal subsample selection in an experiment setting where observing,
or utilising, the full dataset for statistical analysis is practically unfeasible. This may be due to, e.g.,
computational or economic cost-constraints. As a result, statistical analyses must be restricted to a subset
of data. Choosing this subset in a manner that captures as much information as possible is essential. Existing
subsampling methods are often limited in scope and use optimality criteria (e.g., A-optimality) with well-
known deficiencies, such as lack of invariance to the measurement-scale of the data and parameterisation of
the model.

We present a theory of optimal design for general data subsampling problems, including finite popula-
tion inference, parametric density estimation, and regression modelling using generalised linear models or
quasi-likelihood methods. Our theory encompasses and generalises most existing methods in the field of op-
timal subdata selection based on unequal probability sampling and inverse probability weighting. We derive
optimality conditions and optimal sampling schemes for a general class of optimality criteria under Poisson
and multinomial sampling designs. We also study optimal design from an expected-distance-minimising
perspective. This naturally leads us to a novel class of linear optimality criteria with good theoretical and
practical properties, including computational tractability and invariance under non-singular affine transfor-
mations of the data and under a re-parameterisation of the model. We discuss the use of sequential optimal
design for the implementation of optimal subsampling methods in practice. An active sampling strategy is
proposed that iterates between estimation and data collection with optimal subsamples, guided by machine
learning predictions on yet unseen data. The methodology is illustrated on an application in the vehicle
safety domain.

Keywords: active sampling, inverse probability weighting, M-estimation, optimal design, unequal proba-
bility sampling.

AMS subject classifications: 62B15, 62D05, 62K05, 62105, 68T09.
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On extreme behavior of multivariate and infinite dimensional
observations

Jaakko Pere

Aalto University School of Science, Department of Mathematics and Systems
Analysis, Espoo, Finland

Abstract

There is no canonical ordering between multivariate or infinite dimensional observations, and conse-
quently, it is not straightforward to extend extreme value theory (see [1] for a review) to multidimensional
setting. However, often some univariate reductions of the original observations such as averages, supremums
or norms reveal much or all of the tail behavior of the original high dimensional data. For example, under
regularly varying elliptical distributions, Mahalanobis distances encode all the information about the tails
of the original multivariate observations [2]. Then the analysis is simplified significantly since only sufficient
regularity for the tails of the one dimensional mapped observations is required, instead of more complicated
regularity assumptions, such as regular variation of the original high dimensional observations [3].

This work considers extreme behavior of multivariate and infinite dimensional observations through their
one dimensional reductions, with particular interest in elliptical models and functional data. Asymptotic
results for estimators of extreme value index or extreme quantiles of specific univariate mapped values
corresponding to the original high dimensional observations are derived. Approximation errors that arise
naturally in practical applications are taken into account. For example, under elliptical distributions one
rarely knows the true location or scatter matrices, or in the context of functional data analysis possibly only
discretizations of the sample paths are observed.

Keywords: Extreme value theory, Multivariate statistics, Functional data analysis
AMS subject classifications: 62G32, 60G70
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Multi-Point Functional Central Limit Theorem for Wigner
Matrices

Jana Reker!

LIST Austria, Am Campus 1, 3400 Klosterneuburg, Austria. E-Mail: jana.rekerQist.ac.at.

Abstract

Consider the random variable X := Tr(f1(W)A; ... fi(W)Ay) where W is a Hermitian Wigner ma-
trix, k£ € N, and we choose regular functions f1, ..., fr as well as bounded deterministic matrices A1, ..., Ag.
With the expectation of X recently identified by Cipolloni, Erdés, and Schroder [1, 2], we study the fluc-
tuations around KX and give a functional central limit theorem on macroscopic and mesoscopic scales.
Analyzing the underlying combinatorics further leads to explicit formulas for the variance of X as well as
the covariance of X and Y := Tr(fr41(W)Aks1 ... fore(W)Akye) of similar build. The results match the
structure of formulas in second-order free probability obtained by Male, Mingo, Peché, and Speicher [3],
which were previously only available for f; being polynomials.

Keywords: Wigner matrix, functional central limit theorem, fluctuation moments, resolvent
AMS subject classifications: 60B20, 15B52, 46L54.
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Using Spatial Point Process Models to Understand Cell Loss in
Glaucoma

Jonathan Henderson' Benjamin M Davis? and Hannah J Mitchell
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Abstract

Glaucoma represents the leading cause of irreversible blindness globally. It is characterised by progressive
degeneration of retinal ganglion cells (RGCs). Current therapeutic treatments to prevent the disease from
progressing can be highly effective provided t hat t hey are administered e arly in t he d isease p rocess, how-
ever, there are cases where cell loss is still observed even after patients begin treatment [1]. Therefore, an
understanding of the neuro-degenerative process particularly the behaviour of the RGC cells as the disease
progresses will maximise information to enable clinicians and researchers to develop treatment plans for this
disease. The dataset for this study contains the location and sizes of RGCs within retinas of rats which have
been subject to different m odels t o replicate t he disease p rocess. In p articular, t he m odels used were the
partial optic nerve transection (pONT), and ocular hypertension (OHT) to represent severe and milder cases
of the disease respectively [2]. The locations of the RGCs within the retina can be treated as a point pattern
enabling spatial point process techniques to be applied to the data. Through the application of summary
functions such as Ripley’s K function [3], it was found that the pattern of the RGCs are aggregated. This
study will look at how to model this behaviour using the log Gaussian Cox process through the use of the
integrated nested Laplace approximation [4] and will look to understand if marks such as the cell size have
an effect on the areas of t he retina which are most likely to experience cell loss.

Keywords: Point pattern analysis, log Gaussian Cox process, Neuro-degenerative diseases, integrated
nested Laplace approximation.

AMS subject classifications: 62H11
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Subsampling MCMC for Bayesian Variable Selection and Model
Averaging in Bayesian Generalized Nonlinear Models

Jon Lachmann! and Aliaksandr Hubin?

LStockholm University, Indicio Technologies AB
2NMBU, UiO

Abstract Bayesian Generalized Nonlinear Models (BGNLM) [1] offer a flexible nonlinear alternative to

GLM while still providing better interpretability than machine learning techniques such as neural networks,
which are still a special case of BGNLM. In BGNLM, the methods of Bayesian Variable Selection and
Model Averaging are applied in an extended GLM setting. Models are fitted to data using MCMC within a
genetic framework by an algorithm called GMJMCMC. In this paper, we combine GMJMCMC with a novel
algorithm called S-IRLS-SGD for estimating the marginal likelihoods in BGLM/BGNLM by subsampling
from the data. This allows to apply GMJMCMC to tall data. Furthermore, we present a new implementation
of the algorithm as a package in the programming language R. We then present a reproducibility study where
our implementation of GMJMCMC is shown to recover the third Kepler’s law in an analytic form. We carry
out a simulation study demonstrating the performance of the contributed algorithm as compared to a less
scalable full sample approach. Finally, we provide a prediction experiment.

Keywords: BMA, MJMCMC, Subsampling, Laplace Approximation
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On diagnostic tests for circular regression models
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Abstract

We present an overview of goodness-of-fit tests for circular data and apply them to residuals of the
circular-circular multiplicative regression model proposed in [1]. In this model, the regression curve is
expressed as a Mobius transformation and the angular error is assumed to be distributed as a wrapped
Cauchy distribution. We examine some theoretical properties of test statistics considered in this setting.
Furthermore, we conduct a comprehensive Monte Carlo study to compare the performance of the presented
tests. The application is illustrated on several real data sets.

Keywords: circular data, circular-circular multiplicative regression, model specification testing, wrapped
Cauchy distribution, Mobius transformation.
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Abstract

When evaluating associations between features, many techniques traditionally rely on linear associations.
However, real-life data often exhibits associations that deviate from linearity, necessitating the development
of new approaches to assess these non-linear associations. This study introduces an association coefficient
as a novel tool for detecting associations between features, utilizing kernel functions. The methodology is
investigated in comparison with already existing and frequently utilized coefficients through simulations and
real-world case studies. The analysis results revealed that the proposed coefficient consistently outperforms
existing coefficients in terms of accuracy and performance in many cases. The methodology demonstrated
optimal or satisfactory accuracy rates regardless of the underlying data distribution and sample size, without
favouring linear or non-linear associations. These findings underscore the potential utility of the coefficient in
various applications and emphasize its significance and impact on the modelling process. Overall, this study
contributes to the advancement of statistical modelling by highlighting the effectiveness of the proposed
coefficient and its potential for further research in any field where the capturing of complex relationships are
vital for inferential, descriptive or predictive purposes. It underscores the importance of considering non-
linear associations and provides evidence supporting the adoption of such coefficients in practical applications.
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Estimating Conditional Shapley Values in Model Explanation

Lars Henry Berge Olsen'
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Abstract

Complex machine learning (ML) models often obtain accurate predictions for supervised learning prob-
lems in numerous fields but at the cost of interpretability. Not understanding the input’s influence on the
ML model’s output is a significant drawback; hence, the field of explainable artificial intelligence has pro-
posed several types of post hoc explanation frameworks [4]. One of the most commonly used explanation
frameworks is Shapely values, a promising model-agnostic local explanation methodology with a solid math-
ematical foundation and unique theoretical properties from cooperative game theory [3, 7]. The Shapely
value explanation framework explains predictions f(x*) made by any predictive model f by providing vari-
able importance scores that add up to the individual predictions. The precision of the explanations depends
on the characteristics of the observation «*, and practitioners should consider this when applying Shapley
value explanations. There are several types of Shapley value explanations [2], but we focus on conditional
Shapley values for predictive models fitted to tabular data. Estimating precise conditional Shapley values is
difficult as they require the estimation of non-trivial conditional expectations for all variable combinations,
which grows at an exponential rate [1, 5]. We can either directly estimate the conditional expectation by
regression or model the input variables’ dependencies combined with Monte Carlo integration. In [6], we ex-
tend and develop new estimation methods and systematize them into classes for comparison and evaluation.
In higher dimensions, we can restrict the Shapley value computations to a reduced subset of the variable
combinations to simplify the computations using only the most influential combinations. This can speed up
the computation time without significantly impacting the precision of the Shapley value estimates.

Keywords: Shapley values, explainable artificial intelligence, prediction explanation, feature dependence.
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Joint modelling of the bulk and tail of bivariate data
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Abstract

Modelling the full data set accurately is important in situations where the interest lies in both extreme
and non-extreme data. In a univariate setting, there is an increasingly rich literature which concern the fit
of the bulk and tail of a distribution simultaneously. However, when more than one variable is involved,
methods that perform inference and allow for a smooth transition between the two regions are scarce in the
literature, motivating novel approaches.

We propose a dependence model which blends two copulas with different characteristics over the whole
range of the support. One copula is tailored to the body and the other to the tail, with a dynamic weighting
function employed to transition smoothly between them. We investigate extremal dependence properties,
and show that the weighted model is flexible enough to capture a wide variety of structures.

We then apply our model to study the dependence between temperature and ozone concentration at two
sites in the UK. Since the concentration of pollutants in the air might be so high that harmful levels exist in
the bulk of the data, we not only care about the probability of exceeding extreme pollutant levels, but also
about the probability of exceeding harmful yet locally moderate levels, from a public health perspective. By
comparing with single copula fits, we show that the blended model is not only able to provide a better fit
in both the bulk and tail of the data set, but is also able to capture different dependence structures within the
same data. This presentation is based on the work in [1].

Keywords: Copulas, Dependence, Extremal Dependence
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Resampling methods in conditional independence testing
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Abstract

This presentation focuses on the testing of conditional independence between two discrete random vari-
ables, X and Y, given a third discrete variable Z, using an information-theoretic measure called Conditional
Mutual Information

I~ 5000 Sl o U

We examine two resampling methods in this context: Conditional Randomisation [1] and Conditional Per-
mutation [3] schemes. In Conditional Randomisation, we copy the observations (Y;, Z;);~; from the sample
(X3,Yi, Z;)f—, and then resample X; from the distribution Pxz, for 7 € 1,2,...,n independently, result-
ing in new observations X . In Conditional Permutation, we also copy (Y;, Z;)_, but the vector (X)),
consists of the values of (X;)"_; permuted separately for each layer {i : Z; = z} of Z for z € Z, where Z
denotes the support of Z. Throughout the presentation, we will analyze the properties of these resampling
scenarios.

We investigate the asymptotic behaviour of estimates of a vector of probabilities for the two resampling
scenarios, establish their asymptotic normality and ordering between asymptotic covariance matrices. Using
these results, we derive asymptotic distributions of the empirical Conditional Mutual Information based on
resampling schemes. In addition, we will also provide a non-asymptotic viewpoint.

We conduct simulations to examine the behavior of tests based on both asymptotic and non-asymptotic
approaches. During the presentation, we will show the most conclusive results.

The presented results come from [2].

Keywords: conditional independence, conditional mutual information, resampling, asymptotic distribution,
permutation
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Feature Selection for Personalised Policy Analysis
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Abstract

In this paper, we propose Forest-PLS, a feature selection method for analyzing policy effect heterogeneity
in a more flexible and comprehensive manner than is typically available with conventional methods. In
particular, our method is able to capture policy effect heterogeneity both within and across subgroups
of the population defined by observable characteristics. To achieve this, we employ partial least squares
to identify target components of the population and causal forests to estimate personalized policy effects
across these components. We show that the method is consistent and leads to asymptotically normally
distributed policy effects. To demonstrate the efficacy of our approach, we apply it to the data from the
Pennsylvania Reemployment Bonus Experiments, which were conducted in 1988-1989. The analysis reveals
that financial incentives can motivate some young non-white individuals to enter the labor market. However,
these incentives may also provide a temporary financial cushion for others, dissuading them from actively
seeking employment. Our findings highlight the need for targeted, personalized measures for young non-white
male participants.

Keywords: causal forests, feature selection, policy analysis.
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Parametric post-processing of dual-resolution precipitation
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Abstract

Recently, all major weather centres issue ensemble forecasts which - even covering the same domain -

differ both in the ensemble size and spatial resolution. These parameters highly determine both the forecast
skill of the prediction and the computation cost. In the last few years, the plans of upgrading the config-
uration of the Integrated Forecast System of the Furopean Centre for Medium-Range Weather Forecasts
(ECMWF) from a single forecast with 9 km resolution and a 51-member ensemble with 18 km resolution
induced an extensive study of the forecast skill of both raw and post-processed dual-resolution predictions
comprising ensemble members of different horizontal resolutions.
We investigate the predictive performance of the censored shifted gamma (CSG) [3] ensemble model output
statistic (EMOS) [2] approach for statistical post-processing with the help of dual-resolution 24h precipitation
accumulation ensemble forecasts over Europe with various forecast horizons. As high-resolution, the oper-
ational 50-member ECMWEF ensemble is considered, which is extended with a 200-member low-resolution
(29-km grid) experimental forecast. The investigated dual-resolution combinations consist of subsets of these
two forecast ensembles with equal computational cost, being equivalent to the cost of the operational en-
semble. Our case study verifies that, compared with the raw ensemble combinations, EMOS post-processing
results in a significant improvement in forecast skill and the differences between the various dual-resolution
combinations are reduced to a non-significant level. Moreover, the semi-locally trained CSG EMOS is fully
able to catch up with the state-of-the-art quantile mapping [1] and provides an efficient alternative without
requiring additional historical data essential in determining the quantile maps.

Keywords: ensemble forecast, post-processing, EMOS, dual-resolution, precipitation
AMS subject classifications: 62P12
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Frequency and cardinality recovery from sketches:
a statistical viewpoint
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Abstract

Given a lossy-compressed representation, or sketch, of data with values in a set of symbols, the frequency
recovery problem considers the estimation of the empirical frequency of a new data point [1]. This is a classical
problem in computer science, with applications in diverse fields such as statistical machine learning,
cybersecurity, web and social network data analysis, natural language processing, sequencing analysis in
biological sciences, and privacy-protecting data analysis.

We present a statistical framework for frequency recovery, whereby data Xi,..., X, are not observable
and we have access only to a sketch obtained by hashing data with a random function. We assume that
observations Xi,..., X, are i.i.d. from an unknown distribution P = ) psds on a universe of symbols
S. We characterize the conditional distribution of fx, ., = > 1", I(X; = X,41) given the sketch, from
which point estimates are derived. To deal with the unknown P we consider first a worst-case approach, from
which we recover the original count-min sketch algorithm [2] and then propose a class of smoothed estimators
obtained by averaging the frequentist estimators over a “prior distribution” for P . Previously, fully Bayesian
nonparametric approaches have been proposed, but proven to be computationally challenging, see [1] and the
references therein. We then extend our framework to the problem of recovering the number of distinct symbols
in the (unobserved) sample given the sketch. Contrary to algorithmic approaches, whereby a different sketch
of the data is needed for the distinct recovery, we show that within our model-based framework, it is possible to
answer to both frequency and distinct recovery problems using only one sketch.

When considering a sketch obtained from multiple hash functions, we show how the conditional distri-
bution is fx, ,, is intractable outside trivial cases. Taking inspiration from multimodal learning, we propose
to aggregate the distributions obtained by considering independently each hash function, and show that this
yields tractable estimators whose empirical performances we evaluate on simulated and real data.

Keywords: frequency recovery, sketch, random hashing, Bayesian nonparametrics
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Abstract

Being able to quantify the importance of random inputs of an input-output black-box model is at the
cornerstone of the fields of sensitivity analysis (SA) and explainable artificial intelligence (XAI). To perform
this task, methods such as Shapley effects and SHAP have received a lot of attention. The former offers a
solution for output variance decomposition with non-independent inputs, and the latter proposes a way to
decompose predictions of predictive models. Both of these methods are based upon the Shapley values, an
allocation mechanism from the cooperative game theory.

This presentation aims a shedding light on the underlying mechanism behind the paradigm of cooperative
games for input importance quantification. To that extent, a link is drawn an extension of the Mdbius
inversion formula to boolean lattices leading to coalitional decompositions [1]. Allocations can be seen as
aggregations of such decomposition, leading to a more general view of the importance quantification problem.

This generalization is leveraged in order to solve a problem in the context of global SA with dependent
inputs. The Shapley effects are known not to be able to detect exogenous inputs (i.e., variables not in the
model). Using a different allocation, namely the proportional values, lead to interpretable importance indices
with the ability to identify such inputs [2].

These indices are illustrated on a classical problem of surrogate modeling of a costly numerical model:
the transmittance performance of an optical filter. It allows for clear and interpretable decision rules for
feature selection and dimension reduction.

Keywords: Uncertainty quantification ; Sensitivity analysis ; Interpretability ; Importance quantification
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Some notes about Poisson—Laguerre tessellation with unbounded
weights
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Abstract

The object of our research is the Laguerre tessellation (a generalisation of the well-known Voronoi tessel-
lation) and particularly its random counterpart, called the Poisson—Laguerre tessellation. We are interested
in the behaviour of certain characteristics of this random tessellation — e.g. the perimeter of the cells or
the ratio of volumes of the neighbouring cells. As the exact distribution of these functionals is hard to
derive, except for trivial cases, the primary concern is to examine their asymptotic properties. Several cen-
tral limit theorems were derived using the stabilisation method (see [1]), which forced the assumption of
bounded weights. In this talk we will present some properties of the Poisson—Laguerre tessellation, derived
using the concept of tempered configurations (see [3]). Our goal is to use these properties t ogether with the
bound on the Wasserstein distance developed in [2] to derive central limit theorems for functionals of the
Poisson-Laguerre tessellation with unbounded weights.

Keywords: Poisson—Laguerre tessellation, tempered configurations, central limit theorem
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Abstract

To estimate hidden state from noisy observations, the Kalman filter [2] has become a commonly used
approach in many technological applications. Such examples of them are navigation and control of vehicles
from, e.g., Global Positioning System or radar measurements and battery state of charge estimation from
current and terminal voltage on the battery. The estimation problem has to be described by a dynamic
state-space model. This model is a hidden Markov model. For the linear state-space model, the Kalman
filter provides the minimum-variance unbiased estimates of the hidden states. If the linearity assumption of
the model is not satisfied, a generalization of the Kalman filter has to be used.

The performance of mentioned algorithms is significantly influenced by the defined state-space dynamic
model. The model is usually determined by physical laws depended on some unknown parameters (temper-
ature, humidity, etc.) and statistical parameters: process noise (the quantity describing how well the model
fits the reality) and measurement noise (expected error of the sensors). These parameters can be empirically
guessed by some expert or statistically estimated [1] from the behavior of the model.

In this contribution, the battery state of charge estimation is considered. This problem has a nonlinear
state-space model, so the mentioned generalizations have to be incorporated. The Bayesian approach to
the physical parameters (temperature, battery aging, and current losses) is taken over together with process
noise estimation. The identifiability of the particular parameters is discussed, and the modification of the
model is considered. The examples are provided in a simulated data set.

Keywords: Hidden Markov model, Kalman filtering, Particle filtering, Bayesian estimation, Parameter
identifiability
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Multivariate Multiscale model for Locally Stationary Processes
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Abstract

The prevalent models for analyzing multivariate zero mean time series typically hinge on the assumption
of covariance stationarity, signifying that the second order structure of the vector time series remains constant
over time (e.g. [1]). This assumption greatly facilitates the mathematical analysis of covariance estimators
between two multivariate time series. Nevertheless, many time series in applied sciences do not adhere
to covariance stationarity and instead exhibit a time-varying second-order structure, where variance and
covariance evolve over time. The focal point of the paper is a model of locally stationary wavelet processes.
Here, time series are conceptualized as a linear combination of certain easily tractable functions, known as
wavelets, and random increments. These types of models, founded on the principle of local stationarity
[2], have been previously explored for univariate non-stationary time series (e.g. [3] [5]). They enable the
modeling and estimation of the time-varying autocovariance.

The paper presents a Multivariate Multiscale model for Locally Stationary Processes. The model allows
correlation between increments across different time series and scales, a novel achievement in the field.
Identification and estimation theories are obtained thanks to the new concept of Cross-Correlation Wavelet
Functions (CCWF), serving as a generalization of the concept of Autocorrelation Wavelet Functions (ACWF)
[4], to measure redundancy levels among sets of non-decimated discrete wavelet functions. Owing to the
linear independence of the CCWF, a unique asymptotic representation of the Evolutionary Wavelet Spectrum
(EWS) is obtained in the CCWF domain for the proposed model. A consistent estimator for the EWS, called
the corrected and smoothed wavelet periodogram, is studied. Simulations and an econometric application
demonstrate the practical utility of the method.

Keywords: Non-stationary time series, multivariate wavelets processes, wavelet spectrum, local stationarity
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Abstract we provide a criterion for establishing lower bounds on the rate of convergence in f-variation

of a continuous-time ergodic Markov process to its invariant measure. The criterion consists of novel super-
and submartingale conditions for certain functionals of the Markov process. It provides a general approach
for proving lower bounds on the tails of the invariant measure and the rate of convergence in f-variation
of a Markov process, analogous to the widely used Lyapunov drift conditions for upper bounds. Our key
technical innovation produces lower bounds on the tails of the heights and durations of the excursions from
bounded sets of a continuous-time Markov process using path-wise arguments.

We apply our theory to elliptic diffusions and Lévy-driven stochastic differential equations with known
polynomial /stretched exponential upper bounds on their rates of convergence. Our lower bounds match
asymptotically the known upper bounds for these classes of models, thus establishing their rate of convergence
to stationarity. The generality of the approach suggests that, analogous to the Lyapunov drift conditions
for upper bounds, our methods can be expected to find applications in many other settings.

Keywords: subgeometric ergodicity, lower bounds, rate of convergence in f-variation and total variation,
invariant measure,
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Asymptotic Properties of Parameter Estimators for Mixed
Fractional Brownian Motion with Trend
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Abstract

We consider the following mixed fractional Brownian motion with a linear trend:
X, =0t+oW,+sB, t>0, (1)

where W is a Wiener process, BY is a fractional Brownian motion with Hurst index H, B is independent
of W. We aim to estimate unknown parameters (6, H, o, k) based on observed {Xyp,k =0,1,2,...}, h > 0.

Following [1], we introduce the next four statistics:

Xyn 13~ LN ’
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and consider the following estimators for the parameters (6, H, 02, k2):
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We prove the asymptotic normality of statistics (2) and evaluate their asymptotic covariance matrix. There-
after, we obtain the main result on asymptotic normality of (3) by applying the delta-method. Additionally,
we investigate the behaviour of the estimators numerically, using Monte Carlo simulations.

Keywords: Brownian motion, Wiener process, mixed model, asymptotic distribution.
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Subgeometric ergodicity of regime-switching diffusion processes
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Abstract

I will discuss subgeometric ergodicity of a class of regime-switching diffusion processes. These are pro-
cesses that, beside the continuous, diffusive one, have a second, discrete component which changes the
behaviour of the process at random times. The theory about them is quite interesting as it shows that in
many ways they exhibit different characteristics than classical diffusion processs. In this talk, following the
results from [1], I will derive conditions on the drift and diffusion coefficients which result in subgeometric
ergodicity of the corresponding semigroup, that is, which allow us to find explicit bounds on the rate of the
convergence with respect to two distance functions: the total variation distance and the class of Wasserstein
distances.

Keywords: Regime-switching diffusion process, Subgeometric ergodicity, Total variation distance, Wasser-
stein distance
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Parameter Estimation in First and Second-Order Nonlinear
Stochastic Differential Equations using the Strang Splitting
Scheme

Predrag Pilipovic!, Adeline Samson?, Susanne Ditlevsen'
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Abstract

Stochastic differential equations (SDEs) are powerful tools for modeling complex dynamical systems. In
this work, we propose a parameter estimation framework based on the Strang splitting scheme for both first
and second-order nonlinear SDEs. The Strang splitting scheme is a numerical approximation of the solution
to SDE that allows us to construct a pseudo-likelihood function for maximum likelihood estimation (MLE)
of the parameters. For first-order SDEs, we develop consistent and efficient estimators, outperforming tradi-
tional approaches like Euler-Maruyama discretization or Local linearization in terms of accuracy and speed
[1]. In the case of second-order SDEs, we transform them into a system of first-order SDEs by introducing
an auxiliary velocity variable. We address the challenges of hypoellipticity and partial observation. If we
assume that we observe the auxiliary velocity, the resulting Strang estimator is both consistent and efficient,
unlike the Euler-Maruyama-based estimator which does not exist due to hypoellipticity. However, in prac-
tical scenarios where the velocity variable is unobserved, we approximate it using finite difference methods.
Although this approximation leads to a slight loss of efficiency, resulting in a slightly larger asymptotic
variance for the Strang estimator. Our proposed methodology provides a practical and reliable solution for
parameter estimation in both first and second-order nonlinear SDEs using the Strang splitting scheme. The
integration of pseudo-likelihood offers a consistent MLE approach, enhancing the accuracy and efficiency of
parameter inference in SDE models.

Keywords: Strang Splitting Scheme, Stochastic Differential Equations, Parameter Estimation, Hypoellip-
ticity, Partial Observation
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Abstract

We propose a two-step procedure to model and predict high-dimensional functional time series, where
the number of function-valued time series p is large in relation to the length of time series n. Our first step
performs an eigenanalysis of a positive definite matrix, which leads to a one-to-one linear transformation
for the original high-dimensional functional time series, and the transformed curve series can be segmented
into several groups such that any two subseries from any two different groups are uncorrelated both con-
temporaneously and serially. Consequently in our second step those groups are handled separately without
the information loss on the overall linear dynamic structure. The second step is devoted to establishing
a finite-dimensional dynamical structure for all the transformed functional time series within each group.
Furthermore the finite-dimensional structure is represented by that of a vector time series. Modelling and
forecasting for the original high-dimensional functional time series are realized via those for the vector time
series in all the groups. We investigate the theoretical properties of our proposed methods, and illustrate
the finite-sample performance through both extensive simulation and three real datasets.

Keywords: Dimension reduction, Eigenanalysis, Functional thresholding, Hilbert—Schmidt norm, Segmen-
tation transformation.
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Ordering Awad-Tsallis Quantile Entropy and Applications to
Some Stochastic Models
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! University of Bucharest, Faculty of Mathematics and Computer Science, Str. Academiei 14, 010014,
Bucharest, Romania

Abstract

We define a stochastic order for Awad-Tsallis residual entropy and prove the preservation of this order
in some stochastic models, such as the proportional hazard rate model, proportional reversed hazard rate
model and proportional odds model.

Keywords: Awad-Tsallis entropy, proportional hazard rate model, proportional reversed hazard rate model,
proportional odds model
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Non-reversible parallel tempering on optimized paths
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Abstract

Markov chain Monte Carlo (MCMC) methods are the most widely used tools in Bayesian statistics for
making inferences from complex posterior distributions. For challenging problems where the posterior is
high-dimensional with well-separated modes, MCMC algorithms can get trapped exploring local regions of
high probability. Parallel tempering (PT) tackles this problem by delegating the task of global exploration
to a tractable reference distribution (e.g. prior) which communicates to the target (e.g. posterior) through
a sequence of parallel MCMC algorithms targeting distributions of increasing complexity to the target.

The classical approach to designing PT algorithms relied on a reversibility assumption, making PT
challenging to tune and even deteriorating performance when introducing too many parallel chains. This
talk will introduce a new non-reversible paradigm for PT that dominates its reversible counterpart while
avoiding the performance collapse endemic to reversible PT methods. We will then establish near-optimal
tuning guidelines, an efficient black-box methodology scalable to GPUs.

Keywords: Monte Carlo Methods, Markov Chain Monte Carlo, Bayesian Inference, Parallel Computing,
Computational Statistics
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Approximate Post-Selection Inference For Variables Selected by
Adaptive and Group Lasso

Sarah Pirenne and Gerda Claeskens

ORStat and Leuven Statistics Research Center, KU Leuven

Abstract

Performing model selection on data causes selection uncertainty. This invalidates classical inference
which assumes that the model is fixed before the analysis and is correctly specified. Instead, the model is
chosen based on the data and is thus random [1]. Selective inference deals with this selection uncertainty
by conditioning confidence intervals and p-values on the subspace of the data which leads to the same
model selection as the observed data. However, characterizing this selection event is a challenging task.
Much literature in selective inference is applicable to model selection events which can be characterized as
a polyhedron, i.e. as a set of linear inequalities in the data variables [2]. Examples are forward stepwise
regression and regularized regression using the lasso, the fused lasso or the elastic net. For more complicated
selection events, which cannot be expressed as polyhedral constraints on the data space, methods for selective
inference are lacking. We develop an algorithm for approximate selective inference for parameters after
model selection events which do not necessarily have to be characterizable as a polyhedron. We apply this
algorithm for conducting inference post-selection by the adaptive lasso and the group lasso. We demonstrate
through experiments on simulated data that our algorithm effectively controls the false discovery rate and
is computationally efficient. We also illustrate our proposed method to a real-world dataset. See also [3].

Keywords: post-selection inference, selective inference, group lasso, adaptive lasso, parametric program-
ming
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Using service statistics to inform modern contraceptive
prevalence estimates for all women of reproductive age
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Abstract

Family Planning 2030 (FP2030) is a global movement committed to improving safe access to reproductive
health services worldwide. Monitoring key family planning indicators in FP2030 focus countries is crucial
for advancing FP2030’s goals. This has been effectively established for women of reproductive age who are
married or in a union (MWRA)[1], however progress-tracking for women who are not married or in a union
(UWRA) can be associated with higher levels of uncertainty due to various factors, including limited data
availability[2]. One of the key family planning indicators used to monitor progress is modern contraceptive
prevalence (mCPR). FP2030 recognises access to family planning services as a human right, regardless of
marital status. For comprehensive monitoring, FP2030 emphasizes monitoring mCPR for all women (WRA),
i.e. the combination of MWRA and UWRA, to highlight family planning needs of all women populations.

The Family Planning Estimation Model (FPEM) combines a Bayesian hierarchical model with country-
specific time trends to estimate and project country-level family planning indicators, including mCPR, for
MWRA, UWRA, and WRA. However, FPEM relies primarily on survey-based data, which can result in
data gaps due to large-scale surveys being conducted on average every 3-5 years. This can lead to estimates
and projections that are not data-driven.

Service statistics are a readily available data source, that are routinely collected in conjunction with
family-planning service delivery. Service statistics are used to derive Estimated Modern Use (EMU), a
family-planning indicator. However, EMUs provide a biased estimate of the level of mCPR. To address
this bias, the relationship between changes in EMUs and changes in mCPR can be used to inform mCPR
estimates where recent survey data are absent. In the current version of FPEM, EMUs have been used as
supplementary data to directly inform estimates of mCPR for MWRA[3]. However, service statistics and
hence EMUs are representative of all women, this work therefore aims to enhance FPEM by using EMU
data to directly inform mCPR for all women. Such updates can ultimately help to increase confidence in
estimates and projections of mCPR for both married women and unmarried women, helping countries to
more closely monitor progress towards their family planning goals.

Keywords: Family Planning Estimation Model (FPEM), Bayesian, biased data, modern contraceptive use
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A data-adaptive algorithm for multiple change-point detection

Andreas Anastasiou' and Sophia Loizidou?
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Abstract

In this talk, a new data-adaptive method, called DAIS (Data Adaptive ISolation), is introduced for the
estimation of the number and the location of change-points in a given data sequence. The proposed method
can detect changes in various different signal structures; we focus on the examples of piecewise-constant and
continuous, piecewise-linear signals. We highlight, however, that our algorithm can be extended to other
frameworks, such as piecewise-quadratic signals. The data-adaptivity of our methodology lies in the fact
that, at each step, and for the data under consideration, we search for the most prominent change-point in a
targeted neighbourhood of the data sequence that contains this change-point with high probability. Using a
suitably chosen contrast function, the change-point will then get detected after being isolated in an interval.
The isolation feature enhances estimation accuracy, while the data-adaptive nature of DAIS is advantageous
regarding, mainly, computational complexity but also accuracy. The simulation results presented indicate
that DAIS is at least as accurate as state-of-the-art competitors.
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Abstract

Dafnis and Makri [1] have recently introduced and defined the concept of weak runs in binary trials
(see, also, [2]). The authors have studied binomial-type distributions related to such generalized runs and
they have highlighted that the new theoretical results can be applied to various fields, such as Agriculture,
Finance and Reliability Engineering. Apart from the applications in these fields, it is also highlighted in
the literature that weak runs can be profitably applied to statistical process monitoring. More specifically,
Dafnis et al. [3] have introduced and studied an improved chi-square control chart based on weak runs in
binary trials. Presently, we shall present new classes of Shewhart-type control charts based on an extension
of the concept of weak runs under a multistate framework. The study of the control charts’ characteristics
(run length distribution, average run length) and the numerical experimentation provide useful hints for the
implementation of the new control charts by a practitioner and reveal that the proposed charts significantly
improve the detection power (as compared to other existing charts) especially for small shifts in the process
mean.

Keywords: Waiting time distribution, Markov chain, Shewhart-type control charts, Runs rules, Average
run length.
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A Bayesian Spatio-Temporal Analysis of Markets During the
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Abstract

A Bayesian spatio-temporal model is developed to study pre-industrial grain market integration during
the Finnish famine of the 1860s [1]. The data analysed consists of 80 regional time series covering nine years
of monthly rye prices in Finland. The model takes into account several problematic features often present
when analysing such spatially interdependent time series. For example, compared with the error correction
methodology commonly applied in econometrics, this approach allows simultaneous modelling of multiple
interdependent time series avoiding cumbersome statistical testing needed to predetermine the often artificial
market leader as a point of reference. Furthermore, introducing a flexible spatio-temporal structure enables
analysing detailed regional and temporal dynamics of the market mechanisms, for example the asymmetric
neighbour dependencies.

Keywords: Bayesian statistics, error correction model, Finnish famine, market integration, spatio-temporal
model
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Adding unit clauses to the random 2-SAT problem
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Abstract

In this talk we will characterize the asymptotics of the random mixed 1- and 2-SAT problem. To
elaborate, the Boolean Satisfiability (SAT) Problem refers to the problem of determining whether a given
set of m Boolean constraints over n variables can be simultaneously satisfied, i.e. all evaluate to 1 under
some interpretation of the variables in {0,1}. If we choose the m constraints i.i.d. uniformly at random
among the set of disjunctive clauses of length 2, then the problem is known as the random 2-SAT problem,
and it is well known that this problem undergoes a structural phase transition; taking m = an for a > 0, the
probability of there existing a satisfying assignment tends in the large n limit to 1 if & < 1, and to 0 if a > 1.
At the turn of the millennium it was noted by Dmitris Achlioptas that one can add any polynomial in log(n)
random clauses of length 1 — so-called unit clauses — to the problem without changing these asymptotic
probabilities. We investigate how far one can take this procedure of adding unit clauses.

Keywords: Satisfiability, random formulas, unit clauses, phase transition.
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Pattern Recovery by SLOPE
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Abstract

Sorted L-One Penalized Estimator (SLOPE), a generalization of the LASSO estimator, was introduced
by Bogdan, van den Berg, Sabatti, Su and Candes in 2015. It is a convex regularization method for
fitting high-dimensional regression models. While LASSO can eliminate redundant predictors by setting the
corresponding regression coefficients to zero, SLOPE can also identify clusters of variables with the same
absolute values of regression coefficients.

In this talk I will discuss sufficient and necessary conditions for the proper identification of the SLOPE
pattern, i.e. of the proper sign and of the proper ranking of the absolute values of individual regression
coefficients, including a proper clustering. I will also mention the strong consistency of pattern recovery by
SLOPE in an asymptotic case when the number of columns in the design matrix is fixed, but the sample
size diverges to infinity.
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CLT for the perimeter of the convex hull spanned by two
independent random walks
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Abstract

In this research, we limit ourselves to R? and consider two independent random walks with linearly
independent drift vectors. If we denote the perimeter of the obtained convex hull up to time n with L,,
we show that 1/y/n (L, —E(Ly)) converges in distribution to N (0,0?), where the constant 6% > 0 can be
explicitly expressed. Ultimately, the idea is to expand this concept to more walks in multiple dimensions
and for other intrinsic volumes. This research extends the argument made in the papers [2], [3], and [4].
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Fast Adaptation with Bradley-Terry Preference Models in
Text-To-Image Retrieval and Generation

Victor Gallego!

! Komorebi AI Technologies

Abstract

Recently, large multimodal models, such as CLIP [2] and Stable Diffusion [3] have experimented tremen-
dous successes in both foundations and applications. However, as these models increase in parameter size and
computational requirements, it becomes more challenging for users to personalize them for specific tasks or
preferences. In this work, we address the problem of adapting the previous models towards sets of particular
human preferences, aligning the retrieved or generated images with the preferences of the user. We leverage
the Bradley-Terry preference model [1] to develop a fast adaptation method that efficiently fine-tunes the
original model, with few examples and with minimal computing resources. Extensive evidence of the capa-
bilities of this framework is provided through experiments in different domains related to multimodal text
and image understanding, including preference prediction as a reward model, image retrieval, and generation
tasks.
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Abstract

In this work, we prove that in the overparametrized regime, a shallow neural network can interpolate any
data set, i.e. the loss function has a global minimum value equal to zero as long as the activation function
is not a polynomial of small degree. Additionally, if such a global minimum exists, then the locus of global
minima is a manifold. Furthermore, we give a characterization of the Hessian of the loss function evaluated
at the global minima, and we provide a practical probabilistic method of finding the interpolation point.

Keywords: neural networks, interpolation, optimization, global minima
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2 Statistics Program, CEMSE Division, King Abdullah University of Science and Technology (KAUST),
Thuwal 23955-6900, Saudi Arabia

Abstract

Stochastic processes driven by exponential-tailed Lévy noise constitute important extensions of their
Gaussian counterparts in order to capture deviations from Gaussianity, more flexible dependence structures,
and sample paths with jumps. Popular examples include non-Gaussian Ornstein—-Uhlenbeck (OU) processes
and type G Matérn stochastic partial differential equation (SPDE) random fields. This paper is concerned
with the open problem of determining the extremal dependence structure induced by these processes. Both
process types admit approximations on grids or triangulations that are used in practice for efficient simu-
lations and inference. We first show that these approximations can be expressed as special cases of a class
of linear transformations of independent, exponential-tailed random variables, that bridge asymptotic de-
pendence and independence in a novel, tractable way. This result is of independent interest since models
that can capture both extremal dependence regimes are scarce and the construction of such flexible models
is an active area of research. Based on this fundamental result, we show that the exponential-tailed non-
Gaussian OU process is asymptotically independent, but with a different residual tail dependence function
than its Gaussian counterpart. Furthermore, we show that the integral approximation of the type G Matérn
SPDE fields is asymptotically independent, as well, provided that the mesh is fine enough, and for certain
smoothness parameters, when the mesh size tends to zero, the limiting residual tail dependence function of
the approximation model is derived. Our results are illustrated through simulation studies.

Keywords: exponential tails, extremal dependence, non-Gaussian OU process, type G Matérn SPDE fields

AMS subject classifications: 60G70, 60G10, 62H20



23" European Young Statisticians Meeting 49

On a Novel Two-Sample Test for Matrix Distributions and
Application in Finance

Zikica Lukié¢' and Bojana Milogevi¢?
! Faculty of Mathematics University of Belgrade, Serbia
2 Faculty of Mathematics University of Belgrade, Serbia

Abstract

The complexity of data gathered in recent years has increased the popularity of matrix methods. The
primary focus of this presentation will be to discuss recent developments in testing statistical hypotheses
in the field of matrix distributions. Specifically, we will explore a newly proposed test for evaluating the
equality of two symmetric positive definite matrix distributions. This test is constructed by integrating the
squared difference of two empirical Hankel transforms using the Wishart measure.

Particular attention will be given to the application of the aforementioned test in finance, specifically
in relation to major cryptocurrencies like Bitcoin and Ethereum, as well as the analysis of Bitcoin-related
events [1]. Moreover, recent Bitcoin-related events will also be considered. Lastly, the presentation will
include the application of novel tests to datasets from major S&P 500 companies [2].

Keywords: Hankel transform, Wishart distribution, stability of cryptomarkets, stock data
AMS subject classifications: Primary: 62H15; Secondary: 62P05, 62E20
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